


Rapid antidepressant therapy has been shown to be related to the circadian 
rhythm, but the specific molecular pathways have not been clarified. 
Accumulating evidence shows that the mitogen-activated protein 
kinase (MAPK) pathway is involved in the mechanism of action of 
antidepressants, and can simultaneously modulate the circadian system. 
Wang et al. propose that the MAPK pathway is a common route through 
which various rapid antidepressants regulate circadian genes. In the cover 
image, the rat in the depressive-like state (left) has a disturbed circadian 
rhythm. In contrast, when the circadian rhythm is normalized via the 
MAPK pathway (right), the rat rapidly returns to a relatively normal 
mood state. See pages 66–76. (Cover image provided by Xin-Ling Wang).
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ORIGINAL ARTICLE

Inhibition of Muscular Nociceptive Afferents via the Activation
of Cutaneous Nociceptors in a Rat Model of Inflammatory Muscle
Pain

Yehong Fang1,2 • Jie Zhu1,3 • Wanru Duan4 • Yikuan Xie1 • Chao Ma1
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� Shanghai Institutes for Biological Sciences, CAS 2019

Abstract Topical irritants such as capsaicin (CAP), pep-

permint oil (PO), and mustard oil (MO) are effective in

relieving inflammatory muscle pain. We investigated the

effects of topical irritants in a rat model of inflammatory

muscle pain produced by injecting complete Freund’s

adjuvant (CFA) into the tibialis anterior muscle. CFA-

induced mechanical hypersensitivity and the spontaneous

activity of muscular nociceptive afferents, and decreased

weight-bearing of the hindlimb were relieved by topical

application of CAP, PO, or MO on the skin overlying the

inflamed muscle. The effects of topical irritants were

abolished when applied to the skin on the ipsilateral plantar

region or on the contralateral leg, or when the relevant

cutaneous nerve or dorsal root was transected. Our results

demonstrated that topical irritants may alleviate inflamma-

tory muscle pain via activating cutaneous nociceptors and

subsequently inhibiting the abnormal activity of muscular

nociceptive neurons.

Keywords Inflammatory muscle pain � Muscular noci-

ceptor � Cutaneous nociceptor � Capsaicin

Introduction

Muscle pain is a common medical issue worldwide that can

interfere with patients’ motor control [1, 2]. Besides

genetic factors in diseases such as Duchenne’s syndrome

and fibromyalgia [3–5], most muscle pain can be attributed

to muscle strain, damage, and ischemia [6, 7]. For example,

low back pain, which is a common complaint in patients

with muscle strain or occupational muscle damage, can last

for a long time and greatly impair the quality of life [8, 9].

However, most of our knowledge about pain is based on

studies of cutaneous tissue and relatively less is known

about muscle pain. In contrast to cutaneous pain, which is

stabbing, tolerable, and well localized, muscle pain is more

likely to be tearing, intolerable, and poorly localized and

has a marked tendency of referred pain [1]. Previous

studies have revealed that muscle nociceptors can respond

to mechanical, thermal, and chemical stimuli, leading to

muscle spasm and inflammatory muscle pain [10–13]. But

almost all these results are based on muscular nerve

filament recordings in rodent models, or the visual

analogue pain scale in human subjects, so the electrophys-

iological characteristics of muscle nociceptors remain

unclear.

In medical practice, topical application of irritant

chemicals such as capsaicin (CAP) is effective in relieving

many kinds of pain, including neuropathic pain, arthritis

pain, neck pain, cluster headache, and post-mastectomy
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pain syndrome [14, 15]. Studies on transdermal absorption

have revealed that the most concentrated topical drugs

cannot penetrate the epidermis, suggesting an important

role of cutaneous afferents in the analgesic effect of topical

CAP [16]. Previously, we showed that topical analgesics

might inhibit inflammatory muscle pain via the activation

of cutaneous nociceptors in a rat model [17]. According to

diffuse noxious inhibitory control theory [18], noxious

stimulation from one location may be inhibited by another

stimulus from a different location through convergent

dorsal horn neurons. However, it is not clear whether the

activity of muscle nociceptive neurons is inhibited by

noxious stimuli to the skin, and whether this inhibition is

associated with the activation of specific types of cutaneous

nociceptors. In this study, we set out to answer the above

questions with in vivo electrophysiological recordings from

single muscle nociceptors in a rat model of inflammatory

muscle pain.

Materials and Methods

Animals

Adult female Sprague-Dawley rats (specific pathogen free,

180 g–220 g, provided by the National Institutes for Food

and Drug Control, Beijing, China) were randomly assigned

to subgroups. All rats were housed at 23 �C ± 2 �C and a

12/12 h light/dark cycle-controlled room with free access

to rodent chow and water. This study was approved by the

Institutional Animal Care and Use Committees of the

Chinese Academy of Medical Sciences and the Institute of

Basic Medical Sciences (Approval Number: #211–2014).

Complete Freund’s Adjuvant (CFA) Injection

Under anesthesia (sodium pentobarbital, 50 mg/kg, i.p.,

Sigma Aldrich, St. Louis, MO, USA), the tibialis anterior

muscle of the right (experimental) hindlimb was injected

with 100 lL of CFA (#F5881, Sigma Aldrich) composed of

inactivated and dried mycobacteria. The CFA was injected

slowly into the muscle and no leakage was observed. The

left (control) tibialis anterior muscle received 100 lL
sterile saline. A total of 61 rats received CFA injections.

Surgery

Denervation of the Skin Over the Tibialis Anterior Muscle

Skin denervation surgery in 13 rats was conducted 3 days

before injection of CFA. Under anesthesia (sodium pento-

barbital, 50 mg/kg, i.p.), a longitudinal incision was made

on the skin over the tibialis anterior. The lateral cutaneous

branches of the superficial peroneal nerve were bluntly

separated and transected. The day after surgery, failure to

respond to a nociceptive pinch of the skin over tibialis

anterior indicated successful denervation (see a previous

report for detailed surgical procedures [17]). Transection of

the cutaneous branches of the superficial peroneal nerve

only causes loss of sensation in the corresponding receptive

field but does not cause neuropathic pain, as previously

reported in both rat models [19] and humans [20].

L4 Dorsal Rhizotomy

Three days before CFA injection, an L4 dorsal rhizotomy

was performed in 2 rats. Under anesthesia (sodium

pentobarbital, 50 mg/kg, i.p.), a skin incision was made

in the midline L3–L5 region and muscles attached to the

right L4 vertebra were removed. A hemilaminectomy was

conducted with the dura matter and arachnoid membrane

removed, then the L4 dorsal root was transected *3 mm

proximal to the L4 dorsal root ganglion (DRG). Damage to

the L4 DRG and spinal cord was carefully avoided.

Assessment of CFA-Induced Inflammatory Muscle

Pain

Hindlimb Perimeter Measurement

Rats (n = 5) were placed in the prone position. The two

ends of the tibia were labeled on the skin, then the

perimeter of limb was measured at the middle of the tibia.

Weight-Bearing Measurement

Rats (n = 47) were positioned with the hindlimbs on force

plates in an Incapacitance Tester (Institute of Biomedical

Engineering, Chinese Academy of Medical Sciences and

Peking Union Medical College, Beijing, China). When the

animal was immobile and stable, the weight bearing

capacity (g) of each hindlimb in 10 s was automatically

averaged. The difference score (g) was defined as weight-

bearing on the right (experimental) minus that on the left

(control). The final difference score was determined as the

average of 3 measurements.

Evan’s Blue Extravasation

A total of 4 rats were used in this experiment. Two days

after CFA injection, 2 mL Evans blue (1%, i.v., Sigma

Aldrich) was injected into the caudal vein. Transcardiac

perfusion was conducted with 0.1 mol/L phosphate-

buffered saline (PBS) 30 min later. After transcardial

perfusion, the bilateral tibialis anterior muscles were
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harvested. Evan’s blue extravasation was measured as

previously reported [21, 22].

Application of Topical Irritants

CAP, mustard oil (MO), and peppermint oil (PO) are

known to activate cutaneous nociceptors [23–26]. Two

days after CFA injection, hair was removed from the skin

on the hindlimb and smeared with 0.5 mL 0.3% CAP, 50%

MO, or 80% PO. Ethanol (ET) was used as vehicle control.

Immunofluorescent Staining

Six rats were used in this experiment. Under anesthesia

(sodium pentobarbital, 50 mg/kg, i.p.), 100 lL of the

fluorescent dye 1,10-dioctadecyl-3,3,30,30-tetrame-thylindo-

carbocyanine perchlorate (DiI) (200 lg/mL, Sigma

Aldrich) was slowly and carefully injected to the right

tibialis anterior, and no obvious DiI leakage was observed.

Immunofluorescent staining was conducted 8 days later.

Briefly, isotonic saline was pumped into the left ventricle

and flowed from the right atrial appendage to remove the

blood, and then 4% paraformaldehyde was perfused to fix

the tissue. The ipsilateral L2–L6 DRGs were collected and

fixed in 4% paraformaldehyde overnight at 4 �C, followed
by dehydration in 30% sucrose. The DRGs were then

embedded and cut at 15 lm on a cryostat for immunoflu-

orescent staining. After soaking in 0.2% Triton X-100 in

PBS for 15 min and blocking in 10% normal donkey serum

for 1 h at room temperature, sections of DRGs were

incubated overnight at 4 �C in 10% normal donkey serum

in PBS containing primary antibodies against PGP9.5, a

ubiquitin hydrolase specifically expressed in neuronal

tissue. The section was then incubated with secondary

antibodies for 1 h. Finally, slides were washed in PBS and

coverslipped with Vectashield mounting medium with

DAPI. Images were captured using a confocal laser

scanning microscope FV1000 (Olympus, Tokyo, Japan)

and Olympus FluoView software. Positive neurons in each

DRG were counted and then categorized into small (\ 30

lm diameter), medium (30 lm–45 lm), and large ([ 45

lm) neurons [27].

In Vivo Electrophysiological Recording

In vivo extracellular electrophysiological recordings from

DRG neurons were performed in 67 DiI-labeled rats.

Detailed information on the surgical exposure and extra-

cellular recording from the L4 DRG was as in a previous

report [28]. Briefly, under pentobarbital anesthesia (initial

dose of 50 mg/kg i.p. followed by supplementary doses of

20 mg/kg i.p. whenever needed), the L5 transverse process

was removed to expose the L4 DRG, and a laminectomy

was made from L1 to L6. Oxygenated artificial cere-

brospinal fluid at 35 �C was dripped onto the surface of the

DRG during surgery and recording. Under a dissecting

microscope, the perineurium and epineurium were care-

fully removed, the rat was transferred to the recording

platform, and a pool was formed by attaching the skin to a

metal ring. The receptive field of a DRG neuron was

identified by exploring the tibialis anterior using a von Frey

filament with the fixed tip diameter (1 mm) or a blunt

probe. To ensure that the receptive field was in the muscle

(not on the skin), the same mechanical stimuli were also

applied to the skin. Von Frey filaments were applied to the

tibialis anterior at different forces (40 mN, 80 mN, 100

mN, 200 mN, and 280 mN) and the mechanical threshold

to evoke an action potential (AP) was repeatedly measured

for 10 min. Spontaneous activity (SA) was defined as a

continuous discharge lasting for 3 min without any external

stimulus. Any electrical activity lasting\3 s or induced by

an external stimulus was excluded. Once SA was identified,

the irritant was smeared on the skin and then SA was

recorded continuously for at least 30 min.

Statistical Analysis

All data are presented as the mean and its standard error

(mean ± SEM). Differences between two groups were

analyzed using Student’s t-test. Differences among multi-

ple groups were analyzed using one-way analysis of

variance (ANOVA) followed by the Bonferroni post hoc

test. Two-way (time and group) ANOVA with Bonferroni

the post hoc test was used to compare repeated measure-

ments at different time points among groups. A statistically

significant difference was defined as a two-sided P value\
0.05. IBM SPSS Statistics for Windows (version 21.0,

Armonk, NY, USA) was used for statistical analysis.

Results

CFA-Induced Inflammatory Muscle Pain

Two days after CFA injection into the right tibialis anterior

muscle, the right hindlimb swelled (Fig. 1A) and Evans

blue extravasation, an indicator of inflammation, was

evident (n = 4, P\ 0.01, Fig. 1B). The perimeter of the

right hindlimb at the middle of the tibia peaked at 1 day

after CFA injection (n = 5, P\ 0.01) and then decreased

gradually in the following days (Fig. 1C). The difference

score for weight-bearing declined markedly with a mini-

mum at 1 day after CFA injection (n = 6, P\ 0.01), and

recovered 7 days later (Fig. 1D).
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Primary Sensory Neurons Innervating Tibialis

Anterior Muscle

DiI-labeling and immunofluorescent staining with PGP9.5

in 6 rats demonstrated that the majority of primary sensory

neurons specifically innervating tibialis anterior were in the

L3, L4, and L5 DRGs (Fig. 2A, B). The majority of DiI-

positive neurons were small- and medium-sized, and the L4

DRG contained the largest number of small DiI-positive

neurons (Fig. 2C). Therefore the L4 DRG was chosen for

recording the electrophysiological activity of muscular

nociceptive C-neurons.

CFA-Induced Mechanical Hypersensitivity in Mus-

cular Nociceptive Neurons and Inhibitory Effects

of Topical Irritants

A total of 216 DiI-labeled L4 DRG neurons were recorded

from 61 CFA-injected and 6 control (naı̈ve) rats. Among

the 185 neurons recorded from the CFA-injected rats, 60

were C-neurons and 2 were A -neurons (all small-diameter)

responding to localized mechanical stimuli to tibialis

anterior (Fig. 3A–D); 102 were muscle spindles (69 large,

21 medium, and 11 small neurons); and the receptive fields

of the remaining 17 (7 large, 2 medium, and 8 small

neurons) could not be found. Among the 31 neurons

recorded from naı̈ve rats, 7 were C-type muscular noci-

ceptive neurons (all small-diameter), 24 were muscle

spindles (10 large, 4 medium, and 10 small neurons) and

the receptive fields of the remaining 4 (2 large, 1 medium,

and 1 small neurons) could not be found.

Muscular nociceptive neurons in CFA-injected rats

showed enhanced responses to mechanical stimuli

(Fig. 3E, F). Compared with the naı̈ve rats (n = 6), the

action potential discharge rates evoked by mechanical

stimuli in CFA-injected rats (n = 11) increased significantly

(80 mN, 7.82 ± 2.0 vs 1.25 ± 1.53, P\ 0.01; 100 mN,

13.27 ± 2.16 vs 5.25 ± 1.92, P\ 0.01; 200 mN, 20.36 ±

1.18 vs 14.62 ± 1.73, P \ 0.05), indicating mechanical

hypersensitivity in CFA-inflamed muscle.

After topical irritants (CAP, n = 11; MO, n = 6; PO, n =

6) were smeared on the skin over the inflamed muscle in

Fig. 1 Complete Freund’s adjuvant (CFA)-induced inflammatory

muscle pain. A Representative photograph showing the swollen right

hindlimb 2 days after CFA injection. Red and black dotted lines

indicate the position of the tibia and the perimeter at the middle of the

tibia, respectively. scale bar, 5 mm. B Evans blue extravasation from

the ipsilateral (R) tibialis anterior 2 days after CFA injection;

contralateral side (L) with injection of isotonic saline as control (n =

4). Inset, typical images of tibialis anterior muscles. Scale bar, 2 mm.

C Perimeter of the ipsilateral hindlimb at the middle of the tibia

peaked 1 day after CFA injection and then declined (n = 5).

D Difference scores in weight-bearing (ipsilateral–contralateral)

reached a minimum 1 day after CFA injection and was significantly

reduced for 6 days (n = 6). *P \ 0.05, **P \ 0.01; ipsilateral vs

contralateral in B and C, post-injection vs pre-injection -1 day in D.
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CFA-injected rats, the responses of muscular nociceptive

neurons to mechanical stimuli started to decrease in 5 min–

10 min (Fig. 3G). When the same series of mechanical

stimuli were given, the average discharge rate for all 3

irritants dropped significantly. The most dramatic change

occurred after the application of CAP, suggesting a strong

analgesic effect (Fig. 3H–J).

Fig. 2 Anterograde labelling of

primary sensory neurons inner-

vating tibialis anterior. A Im-

munofluorescent staining of L2–

L6 dorsal root ganglia (DRGs)

with the neuronal marker

PGP9.5 showing primary sen-

sory neurons in the L3–L5

DRGs innervating tibialis ante-

rior anterogradely labeled with

DiI (arrows). Inset, enlarged

image of labeled neurons in L5

DRG. Scale bars, 100 lm
(white); 20 lm (red). B Num-

bers of neurons labeled by DiI

in L2–L6 DRGs (number of

DRGs and rats in each group

listed in brackets). C Numbers

of large-([40 lm), medium (30

lm–40 lm), and small (\ 30

lm) neurons labeled in L3–L5

DRGs. DiI, 1,10-dioctadecyl-
3,3,30,30-tetrame-thylindocarbo-

cyanine perchlorate.
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Fig. 3 Mechanical thresholds of muscular C-nociceptive neurons in

rat dorsal root ganglion (DRG). A Bright-field image of the surface of

an L4 DRG; arrow indicates a small neuron. B Fluorescent image of

the same cell body recorded by an extracellular glass micropipette

(dotted lines). Scale bar, 20 lm. C Cartoon of measurement of

conduction velocity of the sciatic nerve. Receptive field in tibialis

anterior labeled by a red spot. D Single-neuron extracellular recording

of a typical response of a fluorescence-labeled small neuron to 100

mN mechanical stimulation. Action potentials (APs) in the original

recording trace (Ie) are presented as corresponding ticks below.

E Responses of muscle nociceptive C-neurons to von Frey filaments

of several forces (40 mN, 80 mN, 100 mN, 200 mN, and 280 mN) in

CFA-injected and control rats. F Action potential discharge rates (AP/

s) of muscular nociceptive C-neurons evoked by mechanical stimuli

in complete Freund’s adjuvant (CFA)-injected (n = 11) and control

rats (n = 6). G Typical recordings of the responses of a muscular

C-nociceptive neuron from a CFA-injected rat to different forces

applied to the receptive field in tibialis anterior before and after

topical capsaicin (CAP) application. H–J Summary of responses (AP/

s) of muscular C-nociceptive neurons to different forces before and

after topical application of CAP (n = 11 in H), mustard oil (MO, n = 6

in I), and peppermint oil (PO, n = 6 in J) on the skin over tibialis

anterior in CFA-injected rats. *P\0.05, **P\0.01; CFA vs control

(F), post- vs pre-application (H–J).
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CFA-Induced Spontaneous Activity (SA) in Muscu-

lar Nociceptive Neurons and Inhibitory Effects

of Topical Irritants

Out of the 62 muscular nociceptive DRG neurons recorded

from the CFA-injected rats, SA was recorded from 30 (all

were C-type and small-diameter). In contrast, none of the 7

muscular nociceptive neurons from the naı̈ve rats showed

SA. The average discharge rate of these muscular noci-

ceptive neurons was 0.75 Hz (0.33 to 1.7 Hz). The SA was

inhibited by intramuscular injection of 10 lL lidocaine

(0.02 g/mL) (Fig. 4A).

After topical application of the irritants CAP (n = 10),

MO (n = 6), or PO (n = 6) to the skin over the inflamed

muscle in CFA-injected rats, the discharge rate of SA

declined significantly within a few minutes in all groups

(Fig. 4B). No significant change occurred in the ET group

(vehicle control) (n = 8) (P [ 0.05). The application of

CAP induced a stronger early response while both MO and

CAP completely blocked SA within 30 min (Fig. 4B, C).

In contrast, no significant change was found in the SA

frequency of muscular nociceptive neurons after topical

application of CAP to the ipsilateral plantar skin (n = 6), or

the skin over the contralateral tibialis anterior (n = 5), or

when the skin was denervated (n = 6) or after an ipsilateral

L4 dorsal rhizotomy (n = 2) (P[ 0.05) (Fig. 4D).

Inhibitory Effect of Irritants on Unbalanced

Weight-Bearing

Two days after CFA injection, the difference score

(ipsilateral–contralateral) for weight-bearing decreased

from 0 to about -50 g. Following the application of

irritants, the weight-bearing was monitored periodically for

up to 24 h. In the CAP group (n = 4), the difference score

started to recover as early as 1 h after application and lasted

for *12 h, with a peak at *4 h (Fig. 5A). The changes in

weight-bearing were less in the MO (n = 4) and PO (n = 4)

groups and lasted for only *6 h (Fig. 5A). No significant

change was found in the ET group (n = 4, P[ 0.05).

Similarly, there was no significant change in the weight-

bearing scores of CFA-injected rats after application of

CAP to the ipsilateral plantar skin (n = 6), or the skin over

the contralateral tibialis anterior (n = 6), or when the skin

was denervated (n = 7, P[ 0.05) (Fig. 5B).

Discussion

In clinical practice, muscle pain is a frequent complaint in

patients with muscle strain, muscle damage, or ischemia.

Topical analgesics such as capsaicin cream are effective for

the relief of inflammatory muscle pain, possibly through

the activation of cutaneous nociceptors, but without a clear

understanding of the mechanism [17]. In this study,

inflammatory muscle pain was successfully induced by

CFA, as indicated by intolerable weight-bearing, massive

Evans blue extravasation, mechanical hypersensitivity and

SA of muscular nociceptive neurons. Nociceptive irritants

applied to the skin over the inflamed muscle, but not to

remote skin, were able to relieve muscle inflammation. No

analgesic effect was found either after transection of the L4

dorsal root or denervation of the skin over the inflamed

muscle. These findings provided strong evidence that the

activation of cutaneous nociceptors by topical irritants

inhibit the mechanical hypersensitivity and abnormal

spontaneous activity of muscular nociceptive neurons,

and thus alleviate inflammatory muscle pain.

Distinct from cutaneous pain, muscle pain is more

tearing and diffuse, and often accompanied by an extended

area of referred pain [29]. Compared with cutaneous

sensory neurons, muscular sensory neurons have different

actions on pain signal conduction and central sensitization

[30], and vary in their response to peripheral nerve injury

[31]. All these differences indicate the need to explore the

characteristics of muscular nociceptive neurons. The

electrophysiological characteristics of cutaneous nocicep-

tive neurons have been reported in many studies, but the

characteristics of muscular nociceptive neurons are barely

understood because of the complexity and difficulty of

in vivo single-neuron electrophysiological recording. In

this study, the fluorescent dye DiI was used to track

primary sensory neurons, allowing us to record from

nociceptive neurons specifically innervating the inflamed

muscle. To our knowledge, this study is the first to

successfully record the electrophysiological properties of

single muscular nociceptive neurons in the rat model, and

this might help to better understand the mechanisms

underlying muscle pain.

SA in primary nociceptive neurons is considered to be

an indicator of spontaneous pain and an important factor in

neuropathic pain [32]. In this study, robust SA was

recorded from the nociceptive neurons innervating the

inflamed muscle, and was blocked by the application of

irritants to the skin over the inflamed muscle. The CFA-

induced mechanical hypersensitivity of the muscular

nociceptive neurons was also alleviated by these topical

irritants. These effects could not be induced by mechanical

stimuli or innocuous stimuli such as light touch or wiping

with a Q-tip (data not shown). In traditional Chinese

medicine, noxious stimuli that may irritate cutaneous

nociceptors such as scraping, cupping, and certain plasters

were widely used to relieve muscle pain. In modern

medicine, the burning sensation of CAP and other chemical

irritants is also used to treat various pains, including

neuropathic pain and joint pain [14, 15].
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It is worth noting that there were discrepancies in our

behavioral and electrophysiological findings. For example,

although the inhibitory effect of MO in electrophysiology

studies was stronger than that after CAP, the analgesia

induced by MO was less than that induced by CAP in

behavioral tests. This discrepancy might be due to the

difference in the durations of the behavioral and electro-

physiological recordings. In the behavioral experiments,

we found that the strongest analgesic effect occurred a few

hours after applying the irritants. In the electrophysiolog-

ical recordings, we were only able to record the discharges

of primary neurons for as long as 40 min after the skin was

smeared with irritant. Although the recordings were

conducted with great care, the activity of DRG neurons

tends to attenuate after prolonged recording. This technical

limitation might be the reason for the discrepancies

between the behavioral and electrophysiological results,

and will be further explored in future studies.

CAP, MO, and PO evoke pain sensation in the skin by

activating different subtypes of nociceptive neuronal

ending through different receptors (TRPV1, TRPM8, and

TRPA1, respectively) [33]. We believe that the inhibitory

effect on the evoked and spontaneous activity of muscular

DRG neurons by these topical irritants may be attributed to

the activation of small-diameter nociceptive cutaneous

afferents, regardless of the subtypes of these neurons. So

far, the mechanism of this inhibitory effect of cutaneous

nociceptors on muscular nociceptors has not been fully

clarified. Using behavioral and in vivo electrophysiological

methods, we first confirmed a previous finding that

application of the analgesic CAP to the skin over the

inflamed muscle alleviates inflammatory muscle pain [17].

Furthermore, the analgesic effects disappeared when the

sensory input was blocked by dorsal rhizotomy or skin

denervation, or when the irritants were applied to remote

skin. These results suggest that activated cutaneous noci-

ceptive afferents inhibit muscular nociceptive neurons

through an inhibitory interaction in the same spinal

segment. This potential mechanism might be different

from the theory of diffuse noxious inhibitory control [18].

We speculate that activated cutaneous nociceptive afferents

inhibit the dorsal root reflex [34] of adjacent nociceptive

fibers innervating the inflamed muscle, thus reducing the

antidromic discharge of muscular C-fibers and the release

of inflammatory mediators in the peripheral nerve termi-

nals. The hypothesis involving spinal mechanisms needs to

be further investigated in future experiments.

bFig. 4 Spontaneous activity (SA) of muscular nociceptive C-neurons

recorded in L4 dorsal root ganglion (DRG) neurons after applying

irritants in rats injected with complete Freund’s adjuvant (CFA).

A Representative recording of SA in a muscular C-nociceptive neuron

(conduction velocity [CV] = 0.65 m/s) 2 days after CFA injection.

The SA was blocked within 1 min after intramuscular injection of

lidocaine (Lido, 10 lL, blank arrow) into the receptive field, and then

recovered *6 min later. Horizontal bars below recording indicate

mechanical stimuli (100 mN) to the receptive field. B Examples of SA

in muscular nociceptive C-neurons that was gradually inhibited by

capsaicin (CAP), mustard oil (MO), and peppermint oil (PO) on the

skin overlying the inflamed muscle in CFA-injected rats. Ethanol

(ET) was used as control. Insets below, expanded traces at different

time points. C Statistics of SA frequency after applying CAP (n = 10),

MO (n = 6), PO (n = 6), and ET (n = 8) on the skin overlying the

inflamed muscle in CFA-injected rats. The average SA frequency

within 3 min before irritant application was defined as 100%. CAP,

MO and PO vs ET; CAP group: P\ 0.05 at 5 min post-application

and later; MO and PO groups: P\ 0.05 at 12 min post-application

and later. D Statistics of SA frequency after applying CAP to the skin

overlying the inflamed muscle after cutaneous denervation (n = 6) or

L4 dorsal rhizotomy (n = 2); the skin overlying the contralateral

tibialis anterior (Contralateral) (n = 5); and the ipsilateral plantar skin

(Ipsilateral) (n = 6) in CFA-injected rats. Denervation, L4 dorsal

rhizotomy, Contralateral and Ipsilateral vs ET (n = 8); P[0.05 at all

tested time points.

Fig. 5 Weight-bearing after application of topical irritants in CFA-

injected rats. A Difference scores for weight-bearing (ipsilateral–

contralateral) increased after the application of capsaicin (CAP) (n =

4), mustard oil (MO) (n = 4), peppermint oil (PO) (n = 4), and ethanol

(ET) (n = 4) to the skin over the ipsilateral tibialis anterior.

B Difference score for weight-bearing remained unchanged following

the application of CAP to the denervated skin over the ipsilateral

tibialis anterior (Denervation) (n = 7), skin over the contralateral

tibialis anterior (Contralateral) (n = 6), and the ipsilateral plantar skin

(Ipsilateral) (n = 6). ET on the skin overlying the inflamed muscle was

taken as control in both A and B. *P\ 0.05, **P\ 0.01; CAP, MO

and PO vs ET (A); Denervation, Contralateral and Ipsilateral vs ET

(B).

123

Y. Fang et al.: Cutaneous Pain Inhibits Muscular Nociceptors 9



We studied the electrophysiological characteristics of

muscular nociceptive neurons in a rat model of inflamma-

tory muscle pain. The topical irritants CAP, MO, and PO,

applied to the skin over the inflamed muscle inhibited

muscular nociceptive neurons and alleviated muscle pain

via the activation of cutaneous nociceptors. Our findings

suggest novel therapeutic strategies for the treatment of

inflammatory muscle pain.
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Abstract Genetic mutants of voltage-gated sodium chan-

nels (VGSCs) are considered to be responsible for the

increasing number of epilepsy syndromes. Previous

research has indicated that mutations of one of the VGSC

genes, SCN9A (Nav1.7), result in febrile seizures and

Dravet syndrome in humans. Despite these recent efforts,

the electrophysiological basis of SCN9A mutations remains

unclear. Here, we performed a genetic screen of patients

with febrile seizures and identified a novel missense

mutation of SCN9A (W1150R). Electrophysiological char-

acterization of different SCN9A mutants in HEK293T cells,

the previously-reported N641Y and K655R variants, as

well as the newly-found W1150R variant, revealed that the

current density of the W1150R and N641Y variants was

significantly larger than that of the wild-type (WT)

channel. The time constants of recovery from fast inacti-

vation of the N641Y and K655R variants were markedly

lower than in the WT channel. The W1150R variant caused

a negative shift of the G–V curve in the voltage depen-

dence of steady-state activation. All mutants displayed

persistent currents larger than the WT channel. In addition,

we found that oxcarbazepine (OXC), one of the antiepilep-

tic drugs targeting VGSCs, caused a significant shift to

more negative potential for the activation and inactivation

in WT and mutant channels. OXC-induced inhibition of

currents was weaker in the W1150R variant than in the

WT. Furthermore, with administering OXC the time

constant of the N641Y variant was longer than those of

the other two SCN9A mutants. In all, our results indicated

that the point mutation W1150R resulted in a novel gain-

of-function variant. These findings indicated that SCN9A

mutants contribute to an increase in seizure, and show

distinct sensitivity to OXC.

Keywords Voltage-gated sodium channel � SCN9A �
Epilepsy � Electrophysiological function � Oxcarbazepine �
Sensitivity

Introduction

The voltage-gated sodium channel (VGSC) plays a

notable role in the generation and propagation of the

action potentials in neurons [1]. It has been reported that

VGSCs are genetically mutated in epileptic patients as well

as animal models [2–5]. The VGSC subtype Nav1.7 is

encoded by SCN9A, which is well known to be involved in

the generation, development, and maintenance of pain

responses [6, 7]. Nav1.7 is preferentially expressed in the

peripheral nervous system [8–10] and dynamically

expressed in the central nervous system, including the

cerebral cortex and hippocampus [11]. Furthermore, it has
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been determined that the gain-of-function mutants of

SCN9A are involved in neuropathic pain, such as in

inherited erythromelalgia, paroxysmal extreme pain disor-

der, and fibrotic neuropathy, whereas the loss-of-function

mutants of SCN9A can lead to an indifference to pain

[12–14]. One noteworthy finding showed SCN9A mutants

in 21 individuals in a family suffering from febrile seizures

[15]. A missense mutation of SCN9A (N641Y), a conserved

amino-acid residue located at the intracellular loop

between domains I and II of the VGSC protein, was

detected in a pedigree with febrile seizures and regarded as

a gain-of-function mutation. Mice carrying the SCN9A-

N641Y mutation are more susceptible to clonic and tonic

seizures induced by electrical stimulation [16]. When

SCN9A was sequenced in 92 unrelated patients with

childhood seizures occurring during febrile illness, an

associated missense mutation (K655R) was found [17]. In

addition, in an analysis of a cohort of 109 patients with

Dravet syndrome, nine were identified with eight different

SCN9A mutations, including K655R [16]. Collectively,

these data confirm that SCN9A missense mutations are

disease-causing for febrile seizures and Dravet syndrome.

Interestingly, several SCN9A mutants either act as modi-

fiers in the presence of stronger mutants or cause mild

seizures by themselves, some of which also harbor splice

site or missense mutations in SCN1A [17]. Interestingly, a

few of the pathogenic SCN9A mutants with or without

SCN1A mutations have been identified in epileptic patients

[18, 19]. It is thus worthwhile to delve into the molecular

mechanism by which SCN9A variants induce epileptic

seizures.

Oxcarbazepine (OXC) is one of the novel anti-epileptic

drugs used to control tonic-clonic seizures. It is generally

well-tolerated and has a more predictable dose-response

relationship than carbamazepine. One report indicates that

OXC most likely has a greater effect than carbamazepine in

reducing serum Na? levels, particularly at higher doses

[20]. Moreover, it has been reported that OXC inhibits

abnormal neuronal firing by targeting of voltage-dependent

Na? channels, and reduces the excitatory synaptic trans-

mission [21].

In this study, we set out to investigate the molecular

mechanism of SCN9A in the generation of epilepsy. To do

so, we performed a genetic screen of children with febrile

seizures, and identified a novel SCN9A missense variant:

W1150R. We then determined the electrophysiological

characteristics of the variants W1150R, N641Y, and

K655R and also tested the sensitivity of three gain-of-

function SCN9A variants to OXC.

Materials and Methods

Mutation Screening

Genomic DNA was extracted from peripheral blood with

kit (DP348, Tiangen, Beijing, China). The samples were

assessed by Shanghai Biotechnology Corp., China. SCN9A

variants were examined in children with febrile seizures by

whole-exome sequencing. This study was approved by the

Institutional Review Board at Putuo District Center Hospi-

tal, Shanghai (Putuo Hospital, Shanghai University of

Traditional Chinese Medicine). And informed consent was

given by the parent or guardian.

Site-Directed Mutagenesis of SCN9A (hNav1.7)

Plasmids

Three individual point-mutations (N641Y, K655R, and

W1150R) were constructed. Each amino-acid substitution

was introduced into the pEZ-Lv206-hNav1.7 plasmid using

a Hieff MutTM Site-Directed Mutagenesis Kit (11004ES10,

Yeasen, Shanghai, China) according to the manufacturer’s

protocol. The constructs were verified by resequencing

before transfection into HEK293T cells.

Homology Modelling

An alignment of the top 48 sequences most similar to

SCN9A was conducted using PSI-BLAST (Discovery

Studio 2017 R2, Neotrident, Shanghai, China). The cryo-

EM structure of the electric eel Nav1.4 (PDB ID 5XSY)

[22] served as the structural template to construct wild-type

and W1150R homology models of hNav1.7, using the

MODELER. MODELER selected the optimal model based

on probability density function (PDF) or discrete optimized

protein energy (DOPE) values. When the PDF of the total

energy of a structural model is the same, the DOPE score,

based on the atomic statistical potential energy, can be used

as a basis for measuring the quality of the model.

Cell Transfection

HEK293T cells were grown in a humidified atmosphere of

5% CO2 and 95% air at 37 �C in Dulbecco’s modified

Eagle’s medium (Invitrogen, CA) supplemented with 10%

fetal bovine serum (Invitrogen), then seeded in 24-well

plates 24 h before transfection. Wild-type pEZ-Lv206-

hNav1.7 plasmids or mutants were transfected into

HEK293T cells together with pIRES-EGFP-hb1 using

Lipofectamine 3000 (Invitrogen) with 4 lg of plasmids and

1 lg pIRES-EGFP-hb1 according to the manufacturer’s
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instructions. Electrophysiological recordings from fluores-

cent cells were made 48 h after transfection.

Chemicals and Solutions

OXC from Sigma (Poole, UK) was dissolved in extracel-

lular solution containing 1% dimethyl sulfoxide at

120 lmol/L [23, 24].

Electrophysiological Recording

The patch clamp recordings were performed at room

temperature using EPC-10USB (HEKA Elektronik, Ger-

many). Data were acquired and analyzed using Patchmaster

(HEKA Elektronik). Cells recognized by the marker genes

Cherry (pEZ-Lv206-hNav1.7) and GFP (pIRES-EGFP-

hb1) were chosen for patch clamp recording. The solutions

used for whole-cell voltage clamp recording were: extra-

cellular solution (in mmol/L): 140 NaCl, 2 CaCl2, 2 MgCl2,

10 HEPES, and 10 D-glucose, pH 7.3 with NaOH

(320 mOsm adjusted with D-glucose); and intracellular

solution (in mmol/L): 140 CsF, 10 CsCl, 2 MgCl2, 10

EGTA, 10 HEPES, pH 7.3 with CsOH, osmolality adjusted

to 310 mOsm with D-glucose. The patch pipettes had

resistances of 2 MX–5 MX when filled with pipette

solution. Cells were held at - 120 mV in all experiments.

When voltage errors were used with 80% series resistance

compensation, this cell can be used for data statistics.

The peak currents were determined using 100-ms pulses

from - 100 mV to ? 75 mV in 5-mV steps from a holding

potential of - 120 mV at 5-s intervals. The peak current

was normalized for cell capacitance, and plotted against

voltage to generate the peak current density–voltage

relationship. Conductance as a function of voltage was

obtained from the current–voltage relationship: G(V) =

I(V)/(V - ErNa) and fitted by the Boltzmann function:

G = I/(1 ? exp[(V - V1/2)/K]) to determine the voltage

midpoint (V1/2) and slope factor (K). For steady-state

inactivation, cells were held at - 140 mV and the test

potential was from - 140 mV to 20 mV for 600 ms at

10-mV increments. A second pulse to - 10 mV for 50 ms

was used to assess channel availability. The normalized

current was plotted against voltage, and steady-state

inactivation curves were also fitted with the Boltzmann

equation as above to determine the voltage midpoint (V1/2)

and slope factor K. To generate fast inactivation curves,

cells were stepped to inactivating potentials from

- 140 mV to 20 mV for 60 ms followed by a 50-ms step

to - 10 mV as the second pulse. The fast inactivation peak

current was normalized by maximum current amplitude,

and fitted by Boltzmann function as above to determine the

voltage midpoint (V1/2) and slope factor K. For recovery

from inactivation, cells were held at - 120 mV and

depolarized to a test potential of 0 mV for 50 ms to

inactivate Na? channels. Recovery was determined at

times between 2 ms and 40 ms with a test potential of

- 140 mV. A 50-ms pulse to - 10 mV was subsequently

applied to assess the extent of channel recovery. Peak

current was normalized by maximum current amplitude

and fitted with a single exponential function: I/Imax = A

[1 - exp(- t/srec)] to determine the time constant s.
For experiments including the testing of OXC, electro-

physiological protocols under control, drug-free conditions

were obtained before bath application of OXC (120 lmol/

L, 5 min).

Statistical Analysis

Data were analyzed with OriginPro 8.5 (OriginLab, CA),

Excel 2016 (Microsoft, WA) and Prism 6 (GraphPad

software, San Diego, CA). Data are presented as the

mean ± standard error of the mean (SEM). Student’s t-test

or one-way ANOVA was used to assess the statistical

significance of differences. When P\ 0.05, differences

were accepted as significant.

Results

Identification of an Identical De Novo Variant

in SCN9A (hNav1. 7) from a Patient with Febrile

Seizures

We identified a novel variant c3488T[C [p.(W1150R)] in

a patient with febrile seizures. The patient presented at age

2 with complex focal seizures with secondary generaliza-

tion. The patient’s first seizure (generalized tonic-clonic

seizure for 5 min) developed with fever (38.6 �C). The

EEG showed high-potential spike activity, paroxysmal

release, and d frequency power enhancement. At age 3,

seizures occurred 4 times with fever (38 �C–39.5 �C), the
longest lasting 10 min. The patient had no pain or

malnutrition. Growth and mental development were the

same as his peers. His grandfather had a history of febrile

seizures but there was no additional family history of

epilepsy.

We determined that the location of amino-acid W1150

was in the domain II/III cytoplasmic linker of Nav1.7

(Fig. 1A). A previous study already reported that two

mutants (N641Y and K655R) are located in the domain I/II

cytoplasmic linker of Nav1.7 [16] (Fig. 1A). Therefore, we

constructed three plasmids: SCN9A-N641Y, SCN9A-

K655R, and SCN9A-W1150R (Fig. 1B).
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Activation Properties of hNav1.7 Variants

Homology modeling revealed that the hNav1.7 mutation

W1150R altered the a-helix of the S1 segment in domain

III (Fig. 2). Representative currents of hNav1.7 and

variants co-expressed with hb1 subunits in HEK293T cells

are illustrated in Fig. 3A. The average peak current

density–voltage relationships were measured from cells

transiently expressing mutants or hNav1.7 (Fig. 3B). We

measured the peak current densities of the three variants

and found that those of the W1150R and N641Y variants

were significantly larger than that of the WT channel (WT,

- 109.5 ± 10.4 pA/pF, n = 11; N641Y, - 183.4 ± 16.9

pA/pF, n = 16,P\ 0.01;W1150R,- 159.1 ± 15.1 pA/pF,

Fig. 1 Location and sequencing of the SCN9A variants. A Predicted

transmembrane topology of SCN9A depicting the location of the

variants. The S4 segments are voltage sensors and marked with plus

signs. B DNA sequencing identified the mutations in the constructed

pEZ-Lv206-hNav1.7 plasmid. The mutation sites are marked by a red

squares.
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n = 8, P\ 0.05; Table 1). However, the current density of

the K655R variant did not significantly differ from WT

channels (K655R,- 134.4 ± 12.2 pA/pF, n = 10; Table 1).

Using statistical analysis, we also found a large hyperpolar-

izing shift of the G–V curve for the voltage-dependence of

steady-state activation that occurred in the W1150R variant

(V1/2 by- 4.3 mV; n = 12, P\ 0.05; Fig. 3C, D, Table 1).

On the contrary, the N641Y and K655R variants presented a

marked depolarizing shift of theG–V curve (Fig. 3C,D). The

V1/2 values for the N641Y and K655R variants were

- 15.0 ± 0.6 mV and - 16.0 ± 1.8 mV, respectively

(Table 1). There was no difference in the slope factor

(K) for any of the mutants when compared with the control

group (Fig. 3E, Table 1). The transition from the open to

the inactivated state was delayed in the W1150R variant

at depolarizing voltages ranging ? 20 mV and ? 70 mV

(Fig. 3F), but in the K655R variant the transition was

delayed between ? 20 mV and ? 40 mV. As for the

Fig. 2 W1150R mutation affects the a-helix of the S1 segment in domain III. A, B Schematics of the backbone structure of the wild-type and

mutated domains. C–E Stick diagrams of the S1 segment of domain III of the wild-type and W1150R mutant. Black, W1150; magenta, W1150R.
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N641Y variant, the open time was unchanged. The

persistent current generated by the three variants was

greater than that of the WT channel, measured as a

percentage of the peak current (N641Y = 2.9% ± 0.2%,

n = 16, P\ 0.01; K665R = 3.0% ± 0.5%, n = 9,

P\ 0.05; W1150R = 3.2% ± 0.4%, n = 13, P\ 0.01;

WT = 1.8% ± 0.3%, n = 15; Fig. 3G).

Characterization of the Inactivation of hNav1.7

Variants

To assess the voltage-dependence of steady-state inactiva-

tion and fast inactivation, cells expressing the WT and

variants were tested. Compared to WT channels, there was

no significant difference in any of the mutants regarding

the half-maximal voltage-dependence of steady-state inac-

tivation (WT: V1/2 = - 67.0 ± 0.5 mV, n = 16; N641Y:

V1/2 = - 64.3 ± 1.3 mV, n = 20; K655R: V1/2

= - 66.1 ± 0.8 mV, n = 18; W1150R: V1/2 =

Fig. 3 Steady-state activation of SCN9A variants and hNav1.7.

A Average Na? current traces recorded from HEK293T cells co-

expressing pEZ-Lv206-hNav1.7 and pIRES-EGFP-hb1 plasmids.

B Average current density–voltage relationship. Peak currents were

normalized to cell capacitance. C Voltage-dependence of steady-state

activation of WT and variants. Curves are Boltzmann fits of the data.

D Scatter plots of voltage at half-maximal steady-state activation (V1/

2) for WT and variants. E Scatter plots of the slope factor of activation

(K). F Average fast time constants (s) from single exponential fits to

macroscopic current decays as a function of voltage. G Magnitude of

persistent current as a percentage of the peak current at - 10 mV.

Data are the mean ± SEM. *P\ 0.05, **P\ 0.01, ***P\ 0.001.

Black, WT; red, N641Y; blue, K655R; magenta, W1150R.
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- 65.4 ± 1.1 mV, n = 14; Fig. 4A, B, Table 1). Notably,

only the slope factor of the N641Y variant was increased

(n = 20, P\ 0.05; Fig. 4C, Table 1). There were no

statistical differences in the average fits for fast inactivation

for the variants compared to the WT channels (WT: V1/

2 = - 34.8 ± 0.7 mV, K = 8.2 ± 0.4, n = 24; N641Y: V1/

2 = - 33.0 ± 1.0 mV, K = 7.2 ± 0.4, n = 20; K655R: V1/

2 = - 33.7 ± 1.0 mV, K = 8.1 ± 0.5, n = 26; W1150R:

V1/2 = - 33.5 ± 1.3 mV, K = 7.6 ± 0.7, n = 17;

Fig. 4D–F, Table 1).

Recovery Properties of hNav1.7 Variants

We also examined the kinetic correlations between the

recovery and inactivation of the WT and variants. The time

constant of recovery from inactivation for the W1150R

variant (2.1 ± 0.2 ms, n = 12) was similar to that of the

Fig. 4 Inactivation and recovery from inactivation of SCN9A vari-

ants and hNav1.7. A Voltage-dependence of steady-state inactivation

of WT and variants. Curves are Boltzmann fits of the data. B Scatter

plots of voltage at half-maximal steady-state inactivation (V1/2) for

WT and variants. C Scatter plots of the slope factor of steady-state

inactivation (K). D Voltage-dependence of fast inactivation of WT

and variants. Curves are Boltzmann fits. E Scatter plots of V1/2 for

WT and variants. F Scatter plots of K. G Voltage dependence of

recovery from inactivation of WT and variants. Curves are single

exponential fits of the data. H Scatter plots of the time constant of

recovery from inactivation of WT and variants. Data are the

mean ± SEM. *P\ 0.05, **P\ 0.01. Black, WT; red, N641Y;

blue, K655R; magenta, W1150R.
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WT channel (1.8 ± 0.2 ms, n = 10). The values for the

other variants were significantly lower (N641Y:

1.3 ± 0.1 ms, n = 8, P\ 0.05; K655R: 1.4 ± 0.1 ms,

n = 17, P\ 0.05) (Fig. 4G, H and Table 1).

Influence of Temperature on the Activation

of hNav1.7 and the W1150R Variant

We determined the effects of temperature on the activation

of hNav1.7 and the W1150R variant. The V1/2 for the WT

channel did not differ from the room temperature group

[WT (25 �C): V1/2 = - 19.36 ± 1.567 mV, n = 15; WT

(38 �C): V1/2 = - 21.42 ± 1.072 mV, n = 19; Fig. 5A,

B]. The W1150R variant had a large hyperpolarizing shift

of the G–V curve for the voltage-dependence of steady-

state activation when the temperature was raised (V1/2 by

- 4.7 mV; n = 7, P\ 0.05; Fig. 5C, D).

Effects of OXC on the Activation of hNav1.7

Variants

Representative currents from steady-state activation and

those after treatment with OXC are shown in Fig. 6A. At

120 lmol/L, tonic block by OXC was significantly greater

for the K655R (66.55% ± 3.4%; n = 7) than for the WT

currents (55.23% ± 3.4%, n = 12, P\ 0.05) (Fig. 6B).

That of the N641Y variant (56.26% ± 3.5%, n = 10) was

similar to the WT channel. However, the tonic block by

OXC was significantly weaker for the W1150R

(41.38% ± 3.2%; n = 10, P\ 0.01) than for the WT

currents. With the use of OXC (120 lmol/L), a tendency of

negative shift for the G–V curve of steady-state activation

occurred in the WT and variants. The difference between

the half-maximal voltage values before and after OXC was

significant in the N641Y variant compared to the others

(V1/2 by - 7.6 mV, P\ 0.001) (Fig. 6C–F). The slope

(K) was constant for all variants (Table 2). There was an

apparent shortening in the time from the open to the

inactivation state in the N641Y variant at depolarizing

voltages ranging ? 20 mV and ? 40 mV (Fig. 7B), but

this occurred in the K655R variant only at ? 20 mV

(Fig. 7C), while the open time for the W1150R variant was

unchanged (Fig. 7D).

Effects of OXC on the Inactivation of hNav1.7

Variants

As for the steady-state inactivation, the V1/2 of the N641Y,

K665R, and W1150R variants was negatively shifted by

OXC (by - 6.4 mV, n = 14, P\ 0.01; by - 3.4 mV,

n = 11, P\ 0.001; by - 8.6 mV, n = 10, P\ 0.001;

respectively; Fig. 8A–D and Table 2). Treatment with

OXC (120 lmol/L) also induced a hyperpolarizing shift in

the voltage-dependence of the fast inactivation in the

variants (N641Y V1/2 by - 9.3 mV, n = 9, P\ 0.001;

K655R V1/2 by - 4.5 mV, n = 13, P\ 0.01; W1150R V1/2

Fig. 5 Influence of temperature

on the steady-state activation of

hNav1.7 and the W1150R vari-

ant. A, C Voltage-dependence

of steady-state activation at

25 �C and 38 �C for hNav1.7

(A) and the W1150R variant

(C). Curves are Boltzmann fits.

B Scatter plots of voltage at

half-maximal steady-state acti-

vation (V1/2) for the WT at

25 �C and 38 �C (25 �C:
- 19.36 ± 1.567, n = 15;

38 �C: - 21.42 ± 1.072,

n = 19). D Scatter plots of V1/2

for W1150R at 25 �C and 38 �C
(25 �C: - 22.57 ± 1.568,

n = 9; 38 �C: - 27.24 ± 1.376,

n = 7). Data are the mean ±

SEM. *P\ 0.05; black, 25 �C;
red, 38 �C.
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by - 12.8 mV, n = 9, P\ 0.001; Fig. F, G, H, respec-

tively). After treatment with OXC, the voltage sensitivity

(slope factor, K) was unchanged for both steady-state

inactivation and fast inactivation (Table 2).

Effects of OXC on the Recovery of hNav1.7 Variants

The time constant of recovery underlying each of the

hNav1.7 variants was increased in the presence of

120 lmol/L OXC, (WT by 0.8 ms, n = 17, P\ 0.01;

N641Y by 1.5 ms, n = 8, P\ 0.001; K655R by 0.4 ms,

n = 16, P\ 0.01; W1150R by 0.8 ms, n = 11, P\ 0.05;

Fig. 9A–D and Table 2). The percentage recovery in the

WT and variants decreased in the presence of 120 lmol/L

OXC from 0.90 ± 0.006 for Control (n = 8) to

0.73 ± 0.007 for WT (n = 7, P\ 0.05), 0.69 ± 0.04 for

N641Y (n = 7, P\ 0.0001), 0.77 ± 0.02 for K655R

(n = 12, P\ 0.01), and 0.63 ± 0.06 for W1150R (n = 8,

P\ 0.01; Fig. 9E).

Fig. 6 Oxcarbazepine (OXC) inhibited Na? channel currents of

hNav1.7 and SCN9A variants and modulates the steady-state activa-

tion. A Average Na? current traces recorded from HEK293T cells co-

expressing pEZ-Lv206-hNav1.7 and pIRES-EGFP-hb1 plasmids and

treated with OXC. B Scatter plots showing the normalized macro-

scopic current amplitude remaining after blockade by OXC

(120 lmol/L). C–F Left, shifts in the voltage-dependence of

steady-state activation for WT (C), N641Y (D), K655R (E), and

W1150R (F) following treatment with OXC (120 lmol/L). Curves

are Boltzmann fits. Right, scatter plots of voltage at half-maximal

steady-state inactivation (V1/2). Data are the mean ± SEM.

*P\ 0.05, **P\ 0.01, ***P\ 0.001. Black, no drug treatment;

red, treated with OXC.
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Discussion

To date, among the myriad epilepsy-associated Na?

channel mutations described, Nav1.7 mutants have been

detected in patients suffering from generalized epilepsy,

temporal lobe epilepsy, febrile seizures plus, and febrile

seizures [15, 16, 18, 25]. In this study, the novel SCN9A

mutant W1150R was identified in a patient with febrile

seizures. Electrophysiological characterization of W1150R

suggested that the mutant is a gain-of-function variant that

notably alters the kinetic properties of hNav1.7. The

presence of W1150R not only leads to a significant

increase in current density, but also shortens the channel

activation time and markedly shifts the G–V curve to

negative potentials. Close attention was paid to the voltage-

dependent inactivation parameters of W1150R, which were

constant. This implied that the window currents of the

W1150R variant were increased. Increments of the window

currents have been shown to reduce the action potential

threshold and cause hyperexcitation [26, 27]. In addition,

the W1150R variant could enhance Na? currents by

increasing persistent currents as well as significantly

prolonging the open time of hNav1.7. Several studies have

supported the notion that persistent Na? currents also drive

intrinsic neuronal excitability [28, 29]. Several epilepsy-

associated Nav1.1 mutations have been found to enhance

persistent currents [30–32]. Transgenic mice expressing

mutant Nav1.2 channels that generate increased persistent

currents display a severe epileptic phenotype [33]. Our

results allow us to speculate that the generalized epilepsy

induced by gain-of-function mutations in VGSC genes

could be related to the facilitation of channel activation of

as well as the enhancement of peak and persistent Na?

currents.

The other hNav1.7 variants found in febrile seizure

patients, N641Y and K655R, are also regarded as gain-of-

function variants [16, 17]. The phenotype of these two

variants in steady-state activation differs from that of

W1150R. In the N641Y and K655R variants, the G-V curve

of activation was shifted towards depolarization, and the

time constant of recovery was significantly reduced.

However, none of the three variants affected the inactiva-

tion. It has been shown that many mutant Na? channels

associated with epilepsy exhibit delayed inactivation as

well as increased persistent Na? currents [30–32]. As is

generally known, a larger persistent current accentuates

subthreshold depolarizations and facilitates the generation

of the action potential, so we compared this property

between the WT and variants, and ultimately found that the

variants displayed larger persistent currents than WT

channels. The above data suggested that hyperexcitability

might be associated with an increased persistent current

and rapid recovery of the inactivated channel to the resting

Fig. 7 Oxcarbazepine (OXC)

modulates the fast time con-

stants of hNav1.7 and SCN9A

variants. A–D Average fast time

constants of WT hNav1.7

channels (A), average fast time

constants of p.(N641Y) mutant

hNav1.7 channels (B), average
fast time constant of p.(K655R)

mutant hNav1.7 channels (C),
and average fast time constant

of p.(W1150R) mutant hNav1.7

channels (D) with 120 lmol/L

OXC versus membrane poten-

tial. Data are the mean ± SEM.

*P\ 0.05.

123

S. Zhang et al.: SCN9A Epileptic Encephalopathy Mutations 21



state, thereby increasing the probability that the open state

of Na? channels was configured for longer periods.

The pharmacological data in this study revealed that

treatment of both the N641Y and K655R variants with

120 lmol/L OXC resulted in a marked reduction in Na?

currents and a shortening of the opening time. This may

correspond with the capacity of OXC to inhibit abnormal

neuronal firing and reduce excitatory synaptic transmission

[21]. Our results implicate OXC as an effective treatment

for epileptic patients with N641Y and K655R variants.

However, we did find that the Na? currents of the W1150R

variant were not significantly inhibited by OXC. At the

molecular level, this could explain, in part, why patients

Fig. 8 Oxcarbazepine (OXC) modulated the inactivation of hNav1.7

and SCN9A variants. A–D Left, shift in the voltage-dependence of

steady-state inactivation in the WT (A), N641Y (B), K655R (C), and
W1150R (D) after treatment with 120 lmol/L OXC. Curves are

Boltzmann fits. Right, scatter plots of voltage at half-maximal steady-

state inactivation (V1/2). E–H Left, shift in the voltage dependence of

fast inactivation for WT (E), N641Y (F), K655R (G), and W1150R

(H) after treatment with 120 lmol/L OXC. Curves are Boltzmann fits.

Right, scatter plots of V1/2. Data are the mean ± SEM. **P\ 0.01,

***P\ 0.001. Black, no drug treatment; red, with OXC.
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with some Nav channel mutations are not sensitive to

OXC.

In summary, we have identified a novel SCN9A mutant

(W1150R) in a patient with febrile seizures. Examination

of the gain-of-function hNav1.7 mutants, N641Y, K655R,

and W1150R led us to the conclusion that two of the

variants are sensitive, while the W1150R variant is

insensitive to OXC.

Acknowledgements We are grateful to Prof. Ren Lai and Shilong

Yang (Kunming Institute of Zoology, Chinese Academy of Sciences)

for providing the pEZ-Lv206-hNav1.7 plasmid. This work was

supported by the National Natural Science Foundation of China

(81603410, 31571032, and 31771191), the Shanghai Municipal

Commission of Health and Family Planning Foundation

(20184Y0086), Innovation Program of Shanghai Municipal Education

Commission (15ZZ063), the Research Project of Putuo Hospital,

Shanghai University of Traditional Chinese Medicine (2016102A and

2016208A), and a Project for Capacity Promotion of Putuo District

Clinical Special Disease.

Conflict of interest The authors declare that they have no conflict of

interest.

References

1. Cooper DC, Chung S, Spruston N. Output-mode transitions are

controlled by prolonged inactivation of sodium channels in

pyramidal neurons of subiculum. PLoS Biol 2005, 3: e175.

2. Vreugdenhil M, Hoogland G, van Veelen CW, Wadman WJ.

Persistent sodium current in subicular neurons isolated from

patients with temporal lobe epilepsy. Eur J Neurosci 2004, 19:

2769–2778.

Fig. 9 Oxcarbazepine (OXC) modulated recovery from inactivation

in hNav1.7 and SCN9A variants. A–D Shifts in the voltage-

dependence of recovery from inactivation in the WT (A), N641Y
(B), K655R (C), and W1150R (D) after treatment with 120 lmol/L

OXC (curves are single exponential fits) and scatter plots of the time

constant of recovery from inactivation. E Percentage recovery of ion

channels treated with 120 lmol/L OXC. Data are the mean ± SEM.

*P\ 0.05, **P\ 0.01, ***P\ 0.001.

123

S. Zhang et al.: SCN9A Epileptic Encephalopathy Mutations 23



3. Banerjee J, Fischer CC, Wedegaertner PB. The amino acid motif

L/IIxxFE defines a novel actin-binding sequence in PDZ-

RhoGEF. Biochemistry 2009, 48: 8032–8043.

4. Blumenfeld H, Lampert A, Klein JP, Mission J, Chen MC, Rivera

M, et al. Role of hippocampal sodium channel Nav1.6 in kindling

epileptogenesis. Epilepsia 2009, 50: 44–55.

5. Hargus NJ, Merrick EC, Nigam A, Kalmar CL, Baheti AR,

Bertram EH, 3rd, et al. Temporal lobe epilepsy induces intrinsic

alterations in Na channel gating in layer II medial entorhinal

cortex neurons. Neurobiol Dis 2011, 41: 361–376.

6. Bang S, Yoo J, Gong X, Liu D, Han Q, Luo X, et al. Differential

inhibition of Nav1.7 and neuropathic pain by hybridoma-pro-

duced and recombinant monoclonal antibodies that target Nav1.7:

differential activities of Nav1.7-targeting monoclonal antibodies.

Neurosci Bull 2018, 34: 22–41.

7. Chang W, Berta T, Kim YH, Lee S, Lee SY, Ji RR. Expression

and role of voltage-gated sodium channels in human dorsal root

ganglion neurons with special focus on Nav1.7, species differ-

ences, and regulation by paclitaxel. Neurosci Bull 2018, 34:

4–12.

8. Toledo-Aral JJ, Moss BL, He ZJ, Koszowski AG, Whisenand T,

Levinson SR, et al. Identification of PN1, a predominant voltage-

dependent sodium channel expressed principally in peripheral

neurons. Proc Natl Acad Sci USA 1997, 94: 1527–1532.

9. Rush AM, Dib-Hajj SD, Liu S, Cummins TR, Black JA, Waxman

SG. A single sodium channel mutation produces hyper- or

hypoexcitability in different types of neurons. Proc Natl Acad Sci

USA 2006, 103: 8245–8250.

10. Ahn HS, Black JA, Zhao P, Tyrrell L, Waxman SG, Dib-Hajj SD.

Nav1.7 is the predominant sodium channel in rodent olfactory

sensory neurons. Mol Pain 2011, 7: 32.

11. Mechaly I, Scamps F, Chabbert C, Sans A, Valmier J. Molecular

diversity of voltage-gated sodium channel alpha subunits

expressed in neuronal and non-neuronal excitable cells. Neuro-

science 2005, 130: 389–396.

12. Dib-Hajj SD, Cummins TR, Black JA, Waxman SG. Sodium

channels in normal and pathological pain. Annu Rev Neurosci

2010, 33: 325–347.

13. Cox JJ, Reimann F, Nicholas AK, Thornton G, Roberts E,

Springell K, et al. An SCN9A channelopathy causes congenital

inability to experience pain. Nature 2006, 444: 894–898.

14. Fertleman CR, Baker MD, Parker KA, Moffatt S, Elmslie FV,

Abrahamsen B, et al. SCN9A mutations in paroxysmal extreme

pain disorder: allelic variants underlie distinct channel defects

and phenotypes. Neuron 2006, 52: 767–774.

15. Peiffer A, Thompson J, Charlier C, Otterud B, Varvil T, Pappas

C, et al. A locus for febrile seizures (FEB3) maps to chromosome

2q23-24. Ann Neurol 1999, 46: 671–678.

16. Singh NA, Pappas C, Dahle EJ, Claes LR, Pruess TH, De Jonghe

P, et al. A role of SCN9A in human epilepsies, as a cause of

febrile seizures and as a potential modifier of Dravet syndrome.

PLoS Genet 2009, 5: e1000649.

17. Doty CN. SCN9A: another sodium channel excited to play a role

in human epilepsies. Clin Genet 2010, 77: 326–328.

18. Cen Z, Lou Y, Guo Y, Wang J, Feng J. Q10R mutation in SCN9A

gene is associated with generalized epilepsy with febrile seizures

plus. Seizure 2017, 50: 186–188.

19. Yang C, Hua Y, Zhang W, Xu J, Xu L, Gao F, et al. Variable

epilepsy phenotypes associated with heterozygous mutation in the

SCN9A gene: report of two cases. Neurol Sci 2018, 39:

1113–1115.

20. Dong X, Leppik IE, White J, Rarick J. Hyponatremia from

oxcarbazepine and carbamazepine. Neurology 2005, 65:

1976–1978.

21. Kwan P, Sills GJ, Brodie MJ. The mechanisms of action of

commonly used antiepileptic drugs. Pharmacol Ther 2001, 90:

21–34.

22. Yan Z, Zhou Q, Wang L, Wu J, Zhao Y, Huang G, et al. Structure

of the Nav1.4-beta1 complex from electric eel. Cell 2017, 170:

470–482.e411.

23. Lee CY, Lai HY, Chiu A, Chan SH, Hsiao LP, Lee ST. The

effects of antiepileptic drugs on the growth of glioblastoma cell

lines. J Neurooncol 2016, 127: 445–453.

24. Booker SA, Pires N, Cobb S, Soares-da-Silva P, Vida I.

Carbamazepine and oxcarbazepine, but not eslicarbazepine,

enhance excitatory synaptic transmission onto hippocampal

CA1 pyramidal cells through an antagonist action at adenosine

A1 receptors. Neuropharmacology 2015, 93: 103–115.

25. Scheffer IE, Wallace RH, Mulley JC, Berkovic SF. Locus for

febrile seizures. Ann Neurol 2000, 47: 840–841.

26. Ellerkmann RK, Remy S, Chen J, Sochivko D, Elger CE, Urban

BW, et al. Molecular and functional changes in voltage-

dependent Na(?) channels following pilocarpine-induced status

epilepticus in rat dentate granule cells. Neuroscience 2003, 119:

323–333.

27. Ketelaars SO, Gorter JA, van Vliet EA, Lopes da Silva FH,

Wadman WJ. Sodium currents in isolated rat CA1 pyramidal and

dentate granule neurones in the post-status epilepticus model of

epilepsy. Neuroscience 2001, 105: 109–120.

28. Alzheimer C, Schwindt PC, Crill WE. Modal gating of Na?

channels as a mechanism of persistent Na? current in pyramidal

neurons from rat and cat sensorimotor cortex. J Neurosci 1993,

13: 660–673.

29. Baker MD, Chandra SY, Ding Y, Waxman SG, Wood JN. GTP-

induced tetrodotoxin-resistant Na? current regulates excitability

in mouse and rat small diameter sensory neurones. J Physiol

2003, 548: 373–382.

30. Holland KD, Kearney JA, Glauser TA, Buck G, Keddache M,

Blankston JR, et al. Mutation of sodium channel SCN3A in a

patient with cryptogenic pediatric partial epilepsy. Neurosci Lett

2008, 433: 65–70.

31. Kahlig KM, Rhodes TH, Pusch M, Freilinger T, Pereira-Monteiro

JM, Ferrari MD, et al. Divergent sodium channel defects in

familial hemiplegic migraine. Proc Natl Acad Sci USA 2008,

105: 9799–9804.

32. Spampanato J, Kearney JA, de Haan G, McEwen DP, Escayg A,

Aradi I, et al. A novel epilepsy mutation in the sodium channel

SCN1A identifies a cytoplasmic domain for beta subunit

interaction. J Neurosci 2004, 24: 10022–10034.

33. Kearney JA, Plummer NW, Smith MR, Kapur J, Cummins TR,

Waxman SG, et al. A gain-of-function mutation in the sodium

channel gene Scn2a results in seizures and behavioral abnormal-

ities. Neuroscience 2001, 102: 307–317.

123

24 Neurosci. Bull. January, 2020, 36(1):11–24



ORIGINAL ARTICLE

Regional Metabolic Patterns of Abnormal Postoperative
Behavioral Performance in Aged Mice Assessed by 1H-NMR
Dynamic Mapping Method

Taotao Liu1,2
• Zhengqian Li1 • Jindan He1

• Ning Yang1
• Dengyang Han1

•

Yue Li1 • Xuebi Tian3
• Huili Liu2

• Anne Manyande4
• Hongbing Xiang3

•

Fuqiang Xu2,5
• Jie Wang2,5,6

• Xiangyang Guo1

Received: 22 December 2018 / Accepted: 14 May 2019 / Published online: 2 August 2019

� Shanghai Institutes for Biological Sciences, CAS 2019

Abstract Abnormal postoperative neurobehavioral perfor-

mance (APNP) is a common phenomenon in the early

postoperative period. The disturbed homeostatic status of

metabolites in the brain after anesthesia and surgery might

make a significant contribution to APNP. The dynamic

changes of metabolites in different brain regions after

anesthesia and surgery, as well as their potential associa-

tion with APNP are still not well understood. Here, we

used a battery of behavioral tests to assess the effects of

laparotomy under isoflurane anesthesia in aged mice, and

investigated the metabolites in 12 different sub-regions of

the brain at different time points using proton nuclear

magnetic resonance (1H-NMR) spectroscopy. The abnor-

mal neurobehavioral performance occurred at 6 h and/or

9 h, and recovered at 24 h after anesthesia/surgery. Com-

pared with the control group, the altered metabolite of the

model group at 6 h was aspartate (Asp), and the difference

was mainly displayed in the cortex; while significant

changes at 9 h occurred predominantly in the cortex and

hippocampus, and the corresponding metabolites were Asp

and glutamate (Glu). All changes returned to baseline at

24 h. The altered metabolic changes could have occurred

as a result of the acute APNP, and the metabolites Asp and

Glu in the cortex and hippocampus could provide prelim-

inary evidence for understanding the APNP process.

Keywords Abnormal postoperative neurobehavioral per-

formance � 1H-NMR � Metabolite � Aspartate � Glutamate

Introduction

Emerging evidence indicates that surgery/anesthesia can

generate many complications such as neurocognitive

disorders during the perioperative period, especially in

the elderly [1, 2]. Homeostasis of cerebral metabolism is

essential for neurobehavioral functioning. Disturbance of

metabolites in the brain after anesthesia and surgery might

contribute significantly to postoperative neurobehavioral

disorders. Unfortunately, the dynamic changes of metabo-

lites in the aging brain during the early postoperative

period, as well as the potential role of these changes in the

pathophysiology of abnormal postoperative neurobehav-

ioral performance (APNP) in the frail brain remain

unknown. Previous reports have suggested that several

metabolites serve as biomarkers of neurobehavioral
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disorders, such as glutamate (Glu), N-acetyl-aspartate

(NAA), creatine, gamma-aminobutyric acid (GABA), and

aspartate (Asp) in humans and rodents [3–5]. However, the

association between different presentations of APNP and

the corresponding metabolites is still not well documented

in the aging brain.

As an ionizing radiation-free technique, in vivo mag-

netic resonance spectroscopy (1H-MRS) can provide infor-

mation on tissue chemicals, including NAA, an indicator of

viable neuronal tissue density [6]; creatine, an essential

molecule in energy homeostasis of the central nervous

system (CNS) [7]; choline, a marker for the rate of

membrane turnover [8]; Glu, the main primary excitatory

neurotransmitter in the CNS [9, 10]; and GABA, the most

prevalent inhibitory neurotransmitter in the CNS [11, 12].

However, there are still several limitations of its applica-

tion, such as low spectral resolution, limited metabolites,

and quantification of the metabolites. In-vitro 1H-NMR

ideally resolves these problems by optimizing the homo-

geneity of the magnetic field and the extracted sample

without the interference of macromolecules and lipids.

With much higher spectral resolution, more metabolites

can be identified using this method [13]. Combined with

different metabolism quenching methods, it has been

extensively applied in neuroscience studies [5, 14, 15],

and the metabolic mapping techniques have been exten-

sively used to explore the variation of metabolites in

various brain disorders [16, 17]. Thus, it presents a

promising method for analyzing the dynamic metabolic

changes in different brain regions following anesthesia and

surgery, shedding light on the basic profile of APNP.

The purpose of this study was to assess the effects of

anesthesia/surgery on neurobehavioral performance in aged

mice during the early postoperative period and to explore

the metabolic mechanisms via an 1H-NMR-based method

to provide a dynamic map of metabolic information of

aging brains following anesthesia/surgery and advance our

understanding of the APNP in the early postoperative

period.

Materials and Methods

Animals

The experimental protocol was approved by the Animal

Care and Use Committee of Peking University (Beijing,

China, Certification number LA201413). Female C57Bl/6

mice (16 months old, 25–30 g) were purchased from the

Experimental Animal Center of Hubei Provincial Academy

of Prevention. All animals were housed in plastic cages (4/

cage) and maintained on a 12-h light/dark cycle (lights on

07:00–19:00), with food and water available ad libitum. In

order to accustom the animals to human interaction and

minimize stress, the mice were handled daily for a week

before the experimental day, by grasping the animal,

mildly touching its skin/hair, and scratching for * 1 min.

Anesthesia and Surgery

Mice were randomly assigned into either the surgery plus

anesthesia group (n = 40, 9–1 each at 0, 6, 9, and 24 h) or

the control group (n = 13). The experimental procedure

was based on previous reports with minor modifications

[18, 19]. Specifically, each mouse was initially anes-

thetized with 1.4%–2.0% isoflurane (in 100% oxygen) in a

transparent chamber (RWD Life Science, Shenzhen,

China). Fifteen minutes after induction, the mouse was

removed from the induction chamber, and a face mask was

used to maintain the anesthesia with a 16-guage sensor

monitoring the isoflurane concentration. Then a longitudi-

nal midline incision was made from the xiphoid to the

pubic symphysis, cutting through the skin, abdominal

muscles, and peritoneum. Then, the incision was sutured

layer-by-layer with 5–0 Vicryl. At the end of the proce-

dure, EMLA cream (2.5% lidocaine and 2.5% procaine)

was applied to the wound area every 8 h to minimize the

pain and stress from the surgery. After the surgery, the

mouse was returned to the anesthesia chamber for up to 2 h

to receive the rest of the 1.4%–2.0% isoflurane in 100%

oxygen. The body temperature was maintained with a

heating pad during the anesthesia/surgery. The mice in the

control group were placed in their home cage with 100%

oxygen for 2 h. To minimize the impact of circadian

rhythms, anesthesia/surgery began at 08:00 am each day.

Behavioral Tests

The buried food test, open field test, and Y maze were used

to measure the abnormal neurobehavioral performance in

different periods after surgery. All animals received these

three tests before surgery, and the results were set as the

baseline for further behavioral analysis. Then all mice in

the control and experimental groups performed all three

tests again at 6, 9, and 24 h after anesthesia/surgery. The

protocols of these tests were based on previous studies with

slight modifications [18, 20]. The animals in the experi-

mental groups at 6, 9, and 24 h were euthanized using the

microwave irradiation approach under isoflurane anesthesia

just after the behavioral tests.

To help habituation, all mice were moved to the

behavioral testing room 1 h before the tests. Four mice

from each group were tested on each day, and all tests were

finished within 1 h, to minimize the impact of circadian

rhythms. To avoid the influence of odor, all the equipment

was cleaned with 70% ethanol after every trial. All the
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behavioral data were analyzed with an animal tracking

system (Smart 3.0, RWD Life Science Co., Ltd, China).

The details of the experimental steps are described in the

supplementary Materials and Methods.

Brain Sample Preparation for NMR Study

To minimize the impact of post-mortem changes in brain

metabolites, each mouse was euthanized using the micro-

wave method as fully described in our previous work [5].

After euthanasia, the brain was removed and dissected into

12 regions: olfactory bulb (OB), frontal cortex (FC),

parietal cortex (PC), occipital cortex (OC), temporal cortex

(TC), striatum (STR), hippocampus (HP), thalamus (THA),

hypothalamus (HYP), midbrain (MID), medulla-pons

(MED-PONs), and cerebellum (CE). Separation of the

regions was made according to the Allen Brain Atlas and

previous publications [21, 22] (further details in supple-

mental material; Fig. S1). The tissues were immediately

weighed and stored at - 80 �C for further processing.

The protocol for tissue extraction was the same as that in

our previous study [5]. Briefly, HCl/methanol (0.1 mol/L,

100 lL) was added to the frozen tissue and homogenized

for 1.5 min at 20 Hz (Tissuelyser II, Qiagen, Germany).

Ice-cold 60% ethanol (800 lL) was further added and the

mixture homogenized again, before centrifugation at

14,000 g for 10 min. The supernatant was then collected.

The extraction steps were repeated twice with 800 lL 60%

ethanol to extract the metabolites remaining in the

sediment. All the supernatants were collected and desic-

cated in a centrifugal drying apparatus (Thermo Scientific

2010, Germany) and freezing vacuum dryer (Thermo

Scientific). The dried product was preserved for further

NMR studies.

The dried product was successively dissolved in 60 lL
D2O (containing the inner standard, 3-(trimethylsilyl)

propionic—2, 2, 3, 3-d4 acid sodium salt (TSP, 120 mg/

L; 269913-1G, Sigma-Aldrich)) and 540 lL phosphate

buffer (pH 7.2). The solution was mixed in a high-speed

vortex and centrifuged at 14,000 g for 15 min, and the

supernatant was withdrawn and transferred to an NMR

tube.

Acquisition of NMR Spectra

1H-NMR spectra were acquired as in previous studies

[5, 23]. The extracted samples were measured with a

Bruker Avance III 600 MHz NMR spectrometer (298 K)

equipped with an inverse cryogenic probe (Bruker BioSpin,

Germany). The spectra were acquired with a standard

Watergate pulse sequence [24]. The following acquisition

parameters were set for every sample: p1 (90� pulse),

8.35 ls; number of scans, 256; spectral width, 20 ppm;

dummy scans, 8; number of free-induction decay points,

32 K.

NMR Data Processing

All 1H-NMR spectra were processed and analyzed with

TopSpin (Version 2.1, Bruker BioSpin) and a home-made

software NMRSpec [25]. First, the phase correction and

baseline distortion were manually completed in TopSpin.

Then the corrected spectra were imported into NMRSpec

for spectrum alignment, peak extraction, spectral integra-

tion, and the integration of chemical-related peaks. This

software has been used in several metabolomics studies

[5, 26, 27].

The chemical shifts of major amino-acids were dis-

tributed in the range of 1.20–4.46 ppm, so this gap was

extracted for further analysis. First of all, the areas of all

peaks (area under the curve) in this gap were automatically

calculated for further statistical analysis [5]. To compen-

sate for the different concentrations, each peak area was

normalized to the sum of all the peak areas in this gap of its

own spectrum prior to the discriminant analysis

[21, 23, 28].

Furthermore, the absolute concentrations (lmol/g wet

weight) of the identified metabolites were calculated with

the related peak areas in spectra from the samples,

information on the internal standards (TSP, such as

concentration and proton number), and specimen weight.

The calculation was as follows:

Cmet ¼
Amet= Rmet � NHð Þ

ATSP

� CTSP � VTSPð Þ � 9=Wt ð1Þ

where Amet and ATSP are the relative areas of the peaks of

the detected metabolites and TSP, and Rmet is a constant for

a specific metabolite calculated as the ratio between the

partial NMR signal of the standard metabolite in selected

regions (almost pure chemical signal) in a real sample and

the whole proton signal in the standard spectrum; NH is the

number of protons of the metabolite within the area Amet;

CTSP and VTSP are the concentration and volume of TSP

standard solution added to the NMR tube; Wt is the total

weight of the wet specimen and 9 is the number of protons

in the TSP.

Statistical Analysis

In the behavioral tests, the baseline for each mouse served

as the reference for abnormal neurobehavioral perfor-

mance. The relative values for behavior at each time point

(6, 9, and 24 h postoperatively) are presented as a

percentage relative to baseline. The repeated behavioral

tests of limited duration could influence the performance,

thus only the control group and the 24-h group, both of
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which received behavioral tests 3 times (6, 9, and 24 h),

were used to assess the change in neurobehavioral perfor-

mance. Values for performance were compared using the

Wilcoxon Mann–Whitney U test.

To discriminate the different metabolic patterns among

the control and anesthesia/surgery groups, we applied

orthogonal partial least-squares discriminant analysis

(OPLS-DA). Twelve brain regions were involved. For

clarity, the metabolic spectra and statistical analysis of the

FC region are presented as a typical example to show the

efficiency of the OPLS-DA method. To determine the

significant differences in the corresponding metabolite

levels in the whole brain, we used one-way analyses of

variance (ANOVA), followed by Turkey’s post-hoc test to

analyze differences in the concentrations of metabolites in

each brain region between the control and different

anesthesia/surgery groups. To calculate the main effects

of the time-points on the regional metabolites (12 regions),

we used two-way ANOVA followed by Turkey’s post-hoc

test. The criterion for statistical significance was set at a

probability value of 0.05. All data are presented as the

mean ± SEM.

Results

Anesthesia/Surgery Increased the Latency to Find

Food in a Time-Associated Manner

To assess the effects of anesthesia/surgery on the natural

habits of mice, we used the buried food test (Fig. 1A1–A3).

Compared with the control group, the latency to find food

in the anesthesia/surgery group was longer at both 6 h

(114.0% ± 15.0% versus 69.7% ± 12.8%, Z= - 2.098,

P = 0.036, Fig. 1A1) and 9 h (171.0% ± 29.6% vs

81.2% ± 12.1%, Z= - 2.342, P = 0.019, Fig. 1A2). How-

ever, we found no significant difference in the latency at

24 h after the operation when compared with controls

(Fig. 1A3). Taken together, these data suggested that the

abdominal surgery plus isoflurane anesthesia undermines

the natural ability of mice to find food and this process is

time-associated.

Anesthesia/Surgery Decreased the Time Spent

in the Center of the Open Field Box in a Time-

Associated Manner

The open field test was used to evaluate whether anesthe-

sia/surgery affected the emotional state of mice (Fig. 2).

The anesthesia/surgery decreased the time spent in the

center region at both 6 h (39.0% ± 8.9% vs

122.0% ± 32.6%, Z= - 2.075, P = 0.038, Fig. 2A1) and

9 h (21.1% ± 6.9% vs 139.0% ± 49.1%, Z= - 2.532,

P = 0.011, Fig. 2A2), but not at 24 h (Fig. 2A3). This

indicates that the anesthesia/surgery had an adverse effect

on the emotional state of mice in a time-associated manner.

Furthermore, other parameters (latency to the center and

total traveling distance) did not show significant difference

between the two groups at any time point (Fig. 2B1–C3),

suggesting that anesthesia/surgery does not cause motor

dysfunction. Taken together, the results of these behavioral

tests were consistent with our hypothesis that anesthe-

sia/surgery causes neurobehavioral disorder in a time-

associated manner in aged mice.

Anesthesia/Surgery Decreased the Exploration

in the Novel Arm of the Y-Maze in a Time-

Associated Manner

The spontaneous Y-maze test was introduced to evaluate

spatial learning and memory in the mice (Fig. 3). Com-

pared with the control group, anesthesia/surgery shortened

the time spent in the novel arm at 6 h (81.0% ± 11.7% vs

116.0% ± 10.0%, Z= - 2.203, P = 0.028, Fig. 3A1) after

the intervention, but not at 9 h (Fig. 3A2) and 24 h

(Fig. 3A3). Furthermore, the entries to the novel arm in

the anesthesia/surgery group were significantly fewer than

those in the control group at both 6 h (81.7% ± 4.1% vs

105.0% ± 3.8%, Z= - 2.950, P = 0.003, Fig. 3B1) and

9 h (84.7% ± 7.3% vs 107.0% ± 6.4%, Z= - 2.061,

Fig. 1 Impact at 6, 9, and 24 h of anesthesia/surgery on mouse behaviors assessed by the buried food test. Data are presented as the

mean ± SEM. *P\ 0.05, Mann–Whitney U test.
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P = 0.039, Fig. 3B2), but not at 24 h (Fig. 3B3). In

addition, the total entries to the three arms and total

traveling distance showed no significant difference at any

time point (Fig. S2). These results demonstrate that

anesthesia/surgery impairs spatial learning and memory

in mice in both a time-associated and motor-independent

manner.

1H-NMR-Based Metabolic Information
for the Aged Brain at Different Postoperative Time
Points

To document the dynamic changes in the concentrations of

metabolites that may be related to the abnormal neurobe-

havioral performance and anesthesia/surgery, we selected

four time points (0, 6, 9, and 24 h after anesthesia/surgery)

to analyze the information on metabolites in the 1H-NMR

spectra [an example region (FC) at different time points is

illustrated in Fig. 4]. The average normalized spectra of the

different groups and the basic metabolic information,

including the metabolite name and the related chemical

shift are shown in Fig. 4. It can be seen that group at 0 h

had the minimum spectral heights of Asp and Glu; and the

maximum spectral height of alanine (Ala). However,

without statistical analysis, it was difficult to compare the

significance of differences among the different groups, so

further analysis is necessary.

Metabolic Patterns in Different Brain Regions

after Anesthesia/Surgery

The contents of metabolites in the control group were set as

the baseline and variations were investigated and identified.

The significant changes in metabolites are listed in Table 1

and S1. The levels of metabolites in almost every region

exhibited time-associated patterns (maximum variation at

0 h, returned to normal levels at 24 h). Most of metabolites

Fig. 2 Impact at 6 h, 9 h and 24 h of anesthesia/surgery on mouse behaviors assessed by the open field test. A1–A3 Time spent in the center.

B1–B3 Latency to the center. C1–C3 Total traveling distance. Data are presented as the mean ± SEM. *P\ 0.05, Mann–Whitney U test.
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Fig. 3 Impact at 6, 9, and 24 h of anesthesia/surgery on mouse behaviors assessed by the Y-maze test. A1–A3 Duration in the novel arm. B1–B3
Entries into the novel arm. Data are presented as the mean ± SEM. *P\ 0.05, **P\ 0.01, Mann–Whitney U test.

Fig. 4 Normalized average 1H–NMR spectra for the frontal cortex

samples in the control and model groups at 0, 6, 9, and 24 h after

anesthesia/surgery. Horizontal axis, chemical shift of the spectrum.

Lower-case, carbon position connected with the hydrogen signal; Lac,

lactate; Myo, myo-inositol; Cre, creatine; Ala, alanine; Glx, glu-

tamine ? glutamate; Gly, glycine; Asp, aspartate; EtoH, ethanol;

Tau, taurine; GABA, gamma-aminobutyric acid; NAA, N-acetyl

aspartate.

123

30 Neurosci. Bull. January, 2020, 36(1):25–38



dramatically decreased in most regions (except for the

MID) after anesthesia/surgery, except for Ala that

increased in the 0 h group. The metabolites in most

regions fully recovered to normal (baseline) levels after 6 h

except in the cortex. Eight regions (FC, PC, OC, TC, STR,

HP, THA, and MID) were involved after 9 h, and most

metabolites returned to baseline after 24 h except in the

OB, FC, TC, and CE.

Discriminant Analysis Between the Control

and Anesthesia/Surgery Groups

The OPLS-DA method was used to select the dominant

metabolite changes caused by anesthesia/surgery and to

visually discriminate the samples in different groups.

Among the 12 regions, the metabolites in the FC region

changed throughout the period. It was therefore selected as

an example to illustrate the results of OPLS-DA (Fig. 5).

The significantly different metabolites corresponding to

anesthesia/surgery treatment were screened out with

Table 1 Metabolite changes in

the whole brain classified by

region.

0 h 6 h 9 h 24 h

OB Myo-14.3%: (P = 0.009)

Glu-39.6%; (P\ 0.001)

Ala-76.9%: (P\ 0.001)

FC Asp-22.2%; (P = 0.001)

Glu-20.2%; (P\ 0.001)

Ala-89.9%: (P\ 0.001)

Lac-56%: (P\ 0.001)

Asp-13.0%: (P = 0.046) Asp-16.6%: (P = 0.009)

PC Tau-8.74%: (P = 0.031)

Glu-17.8%; (P\ 0.001)

Ala-65.4: (P\ 0.001)

GABA-13.4; (P = 0.020)

Asp-15.8%:(P = 0.011) Asp-13.1%: (P = 0.069)

OC Cre-18.6%; (P = 0.039)

Glu-20.1; (P\ 0.001)

Ala-67.7: (P\ 0.001)

Asp-15.5%:(P = 0.044) Asp-15.8%: (P= 0.053)

TC Asp-19.6%; (P = 0.007)

Glu-14.1%; (P\ 0.001)

Ala-76.6%: (P\ 0.001)

STR Tau-7.3%: (P = 0.047)

Glu-22.0%; (P\ 0.001)

Ala-89.0%: (P\ 0.001)

HP Tau-8.8%: (P = 0.027)

Glu-18.2%; (P\ 0.001)

Ala-70.6%: (P\ 0.001)

Glu-6.1%: (P = 0.029)

THA Tau-12.0%: (P = 0.045)

Glu-23.9%; (P\ 0.001)

Ala-63.7%: (P = 0.005)

HYP Glu-19.1%; (P = 0.007)

Ala-56.0%: (P = 0.003)

MID Ala-71.9%: (P = 0.005)

MED Asp-36.8%; (P\ 0.001)

CE Gly-15.9%; (P = 0.030)

Asp-34.0%; (P = 0.003)

Ala-30.2%: (P = 0.029)

Gln-45.9%; (P = 0.015)

Variation of metabolites in distinct brain regions at different periods after anesthesia/surgery. Statistically

significant differences among groups were assessed by one-way ANOVA followed by Turkey’s post-hoc

multiple comparison test.
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correlation coefficients of the OPLS-DA method

(r[ 0.4329, P\ 0.05, F = 19).

Compared with the control group, the anesthesia/surgery

group showed multiple significant changes at 0 h

(Fig. 5A2). For instance, there was a decrease in Glu and

Asp accompanied by an increase in Ala. There was also an

increase in Asp both at 6 h (Fig. 5B2) and 9 h (Fig. 5C2);

but an increase in Glu and a decrease in GABA only

occurred at 9 h (Fig. 5C2). In addition, there was a

tendency for choline to increase and for Glu to decrease

24 h postoperatively (Fig. 5D2).

Considering the vital function of excitatory amino-acids

in the brain, the dynamic changes in Glu and Asp were

further investigated (Figs. S3 and S4). Dynamic changes of

Glu and Asp in FC are illustrated in Fig. 6A. Our results

demonstrated that anesthesia/surgery sharply reduced the

level of Asp at 0 h, and there was a gradual reversal of the

trend at 6 h and 9 h (blue line), but the level returned close

to baseline after 24 h. The other excitatory amino-acid Glu

presented a variation tendency similar to Asp (Fig. 6B).

Tendency of Glutamate and Aspartate to Change

in the Whole Brain After Anesthesia/Surgery

To further assess the effects of anesthesia/surgery on Glu

and Asp in the whole brain, their absolute concentrations

were calculated and compared (Figs. 7, 8). The effects of

anesthesia/surgery on Asp were mainly reflected in the

cortex (FC, PC, OC, and TC) at 0, 6, and 9 h, and its

variation tendency was similar. Furthermore, the variation

tendency of Glu caused by anesthesia/surgery mostly

occurred in the FC, TC, STR, HP, and THA (Fig. 8) at 0

and 9 h.

Collectively, these results suggested that anesthe-

sia/surgery could cause a neurobehavioral disorder in a

time-associated manner in aged mice. The anesthe-

sia/surgery also altered the dynamics of some metabolites

(Glu, GABA, Ala, Asp, choline, NAA, Gln, and Gly), and

the variations in some metabolites (Glu and Asp) were

consistent with the dynamic changes of the abnormal

Fig. 5 OPLS-DA scores and

coefficient-coded loading plots

for the models in the frontal

cortex at different time points.

A1–D1 OPLS-DA scores at 0, 6,

9, and 24 h after anesthe-

sia/surgery; A2–D2 Coefficient-

coded loading plots at 0, 6, 9,

and 24 h after anesthe-

sia/surgery. t[1]p, first predic-

tive component; t[2]o,

orthogonal principal component

score; 1, Lac; 2, Ala; 3, Glu; 4,

Asp; 5, taurine; 6, ethanol ?

myo-inositol; 7, Ala ? Glu ?

Gln; 8, creatine; 9, N-acetyl

Asp; 10, gamma-aminobutyric

acid; 11, choline.
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behavior performance. The changes in metabolites also

occurred in a time-associated manner.

Effects of Time and Region on Asp and Glu After

Anesthesia/Surgery

To determine whether time and region affected Asp and

Glu after anesthesia/surgery, we compared their concen-

trations in the 12 regions at 0, 6, 9, and 24 h using two-way

ANOVA. Both Asp (Ftime= 35.853, P\ 0.001; Fregions

= - 115.439, P\ 0.001) and Glu (Ftime= 91.425,

P\ 0.001; Fregions= 98.057, P\ 0.001) were associated

with time and region during recovery (Tables S2–S5).

Longitudinal Changes in the Metabolites and

Behavioral Performance

To investigate the association between the metabolic

changes and neurobehavioral abnormalities, we analyzed

the correlations between the longitudinal neurobehavioral

changes and the significantly altered metabolites (Glu and

Asp). The FC region was selected as it showed the most

metabolic changes (Figs. 9, 10). The concentrations of Asp

and Glu were positively correlated with the latency to food,

especially for Asp (Fig. 9). However, they were negatively

correlated with the other behaviors, such as duration in the

center, duration in the novel arm, and entries into the novel

arm (Figs. 9, 10). Among these relationships, the concen-

trations of Asp were significantly negatively correlated

with the duration (P = 0.041) and entries into the novel

arm (P = 0.028) (Fig. S5).

Discussion

The principal findings of this study were as follows: (1) A

series of neurobehavioral changes, including inattention,

learning/memory dysfunction, and emotional dysregulation

(anxiety), were found in aged mice following surgery under

isoflurane anesthesia. (2) Compared with the control group,

the altered metabolite in the experimental group at 6 h was

Asp, and the differences mainly occurred in the cortex;

Fig. 6 Normalized average 1H–

NMR spectra of selected

metabolites in the frontal cortex

at different times after anesthe-

sia/surgery (mean ± SEM).

Horizontal axis, chemical shift

of the spectrum. A Asp; B Glu.

Pink, control; red, 0 h; green,

6 h; blue, 9 h; yellow, 24 h.
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while significant changes in Asp and Glu at 9 h occurred

predominantly in the cortex and hippocampus. (3) We

found correlations between longitudinal changes in the

metabolites and behavioral performance. (4) Both Asp and

Glu were associated with time and region during recovery.

Application of In-Vitro Nuclear Magnetic Resonance

Spectroscopy

Two magnetic resonance spectra methods can be used to

analyze changes of the metabolites in animal models—

in vivoMRS and in vitro NMR. Generally, the in vivoMRS

method provides more accurate region-specific information

due to its high spatial resolution, ability to longitudinally

monitor the changes of metabolites, and reduce the animal

numbers in most studies. Moreover, it has direct potential

for clinical translation. The most fundamental requirement

for 1H-MRS testing is to keep the animal immobile during

the whole data collection process, and there are only two

ways to keep an animal immobile—continuous anesthesia

or an apparatus to restrict movement. Given that our APNP

model was constructed by isoflurane plus surgery, which

meant anesthesia was likely an important factor in

facilitating changes in behavior and/or metabolites, we

did not use 1H-MRS. The in-vitro NMR also involved

anesthesia, but the dose and duration were far less than that

required for 1H-MRS. In addition, MRS only tested one

specific region in each trial. To screen the regional

metabolic patterns during APNP, the mouse brain was

divided into 12 regions for NMR measurement.

Abnormal Neurobehavioral Performance in Aged

Mice After Anesthesia/Surgery

All the behavioral tests were closely dependent on the

movement ability of mice. The results showed that the

Fig. 7 Concentrations of aspartate in distinct brain regions at

different time points after anesthesia/surgery. Statistically significant

differences between groups were assessed by one-way ANOVA

followed by Turkey’s post-hoc multiple comparison test (*P\ 0.05,
#P\ 0.01). FC, frontal cortex; PC, parietal cortex; OC, occipital

cortex; TC, temporal cortex; STR, striatum; HP, hippocampus; THA,

thalamus; HYP, hypothalamus; OB, olfactory bulb; MID, midbrain;

MED-PONs, medulla-pons; CE, cerebellum.

Fig. 8 Concentrations of glutamate in distinct brain regions at

different periods after anesthesia/surgery. Statistically significant

differences among groups were assessed by one-way ANOVA

followed by Turkey’s post-hoc multiple comparison test

(*P\ 0.05, #P\ 0.01). The full names of the regions are as in Fig. 7.
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locomotor activity was not significantly impaired at any

time, suggesting that the abnormal neurobehavioral per-

formance at 6 h or 9 h was not related to motor functions.

Although there may be other confounders, such as the

effect of olfaction on the buried food test [29], each

element of intact attention, unsubdued consciousness,

normal emotion, and organized thinking was indispensable

normal performance.

Our results are not exactly the same as those from a

previous study [18], in which there was no significant

difference in the latency to eat food at 6 h and the time

spent in the center at 9 h. This discrepancy is probably due

to the difference in research subjects (16-month-old vs

4-month-old mice), which is consistent with the consensus

that aging is an independent risk factor for postoperative

neurobehavioral disorders [30].

Brain Regions Affected After Anesthesia/Surgery

Our results showed that the most severely-affected regions

were all in the four areas of cortex and the HP. These

regions play distinct and complementary roles in the

processing of normal neurobehavioral function (e.g. learn-

ing and memory, emotion regulation) [31, 32]. APNP may

occur when the FC and HP are simultaneously directly

impaired or their mutual complementary effect is abnormal

[33–35].

Our results are also consistent with recent clinical

imaging work. It has been reported that several regions are

involved in the pathology of neurobehavioral dysfunction

after anesthesia/surgery, including cortex and the HP.

These were obtained using diverse technologies such as

single-photon emission computed tomography and the

xenon-enhanced computed tomography to investigate

changes in cerebral blood flow [36, 37], diffusion tensor

imaging to analyze neuronal connections [38], and the

blood-oxygen-level-dependent signal to measure functional

connectivity [39]. Thus, regions of the cortex and HP could

play key roles in the pathology of neurobehavioral

disorders after anesthesia/surgery.

Metabolic Variation After Anesthesia/Surgery

Many metabolites in the whole brain fluctuated signifi-

cantly following anesthesia/surgery, including Myo, Asp,

Glu, Gln, GABA, Tau, and Ala. The general tendency was

that the concentration of excitatory amino-acids decreased

(e.g. Asp and Glu) and the concentration of inhibitory

amino acids (e.g. GABA and Tau) increased, indicating

that anesthesia/surgery disturbs the balance of excitatory

Fig. 9 Longitudinal changes in Asp and different kinds of neurobe-

havioral performance after anesthesia/surgery. Red, metabolite con-

centrations; blue, different kinds of neurobehavioral performance;

green: metabolite concentrations in the control group. Data are shown

as the mean ± SEM.
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and inhibitory functions in the brain. Most of these

metabolic alterations had almost disappeared and the

neurobehavioral performance returned to normal after

24 h.

The tendency of Asp to be elevated in the cortex at 6 h

and 9 h accompanied by evident neurobehavioral disorders

is supported by a previous study, in which an increment of

Asp was accompanied by impairment of neurobehavioral

performance [4]. There are two isomers of Asp, L-Asp and

D-Asp. The latter triggers glutamate transmission and is

able to activate the N-methyl-D-aspartate receptor [40];

while the former is a critical building block of proteins and

can be converted to the latter with the aid of D-Asp

racemase [41]. Published data indicate that the application

of exogenous D-Asp not only alleviates the cognitive

impairment induced by neuropathic pain [42], but also

enhances long-term potentiation and improves cognition in

aged mice [43]. We therefore concluded that there may be

a positive correlation between the content of D-Asp and

cognition. However, it has been reported that D-Asp is low

and it accounts for\ 1% of the total Asp in adults, while

the content of L-Asp is relatively high [44]. This suggests

that the metabolic changes detected in our study were

mainly L-Asp, and there might have been more D-Asp due

to conversion from the L type. The possible explanations of

the increased Asp and the decline in cognition are as

follows: (1) The effects of D-Asp on cognition might be

associated with an individual’s age, as reported by a

previous study [45]. (2) Excess D-Asp generated D-Asp

excitotoxicity as a surplus of the excitatory neurotransmit-

ter Glu. (3) The increase of Asp was a result of

compensatory feedback from the decreased D-asp. Never-

theless, the exact content of D-Asp needs to be determined

in future studies.

Imbalance of Glu is strongly linked with both acute and

chronic neurodegeneration, which can lead to excitotoxi-

city by disturbing the steady state of calcium, energy

balance, and normal neuronal death pathways [46]. In the

current study, the excess Glu at 9 h may be excitotoxic and

impair cognition-related cerebral regions, such as the HP.

This speculation is supported by an animal study, in which

increased Glu was associated with cognitive dysfunction

[4]. However, Kroll et al. reported that reduced Glu might

also be related to the impairment of cognition in asthma

patients [47]. This paradoxical evidence might be due to

the different species as well as the time-course of the

Fig. 10 Longitudinal changes in Glu and different kinds of neurobe-

havioral performance after anesthesia/surgery. Red, metabolite con-

centrations; blue, different kinds of neurobehavioral performance;

green, metabolite concentrations in the control group. Data are shown

as the mean ± SEM.
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investigations. In the former study, an acute rat model was

investigated over a period \ 24 h, while the latter study

was a clinical observation for the possible association of

Glu and cognitive decline in asthma patients, a common

chronic disease of the respiratory system.

Limitations and Perspective

This study aimed to explore the metabolic patterns of

APNP associated with surgical treatment; and several

potential metabolites were preliminarily screened out using

a dynamic mapping technique. Regrettably, we cannot

identify the concrete cause (anesthesia or surgery) of APNP

due to the lack of an anesthesia-alone group. An 1H-MRS

study has demonstrated that isoflurane anesthesia indeed

alters the brain metabolites of mice immediately after

anesthesia [48]. But whether (or how) the anesthesia alone

affects APNP in the aged brain needs to be explored in a

further study.

Conclusions

By means of the 1H-NMR method, we explored APNP

after anesthesia/surgery from a metabolic perspective. Both

neurobehavioral performance and the concentrations of

metabolites exhibited a parallel pattern in a time-associated

manner. The metabolites that fluctuated most in the various

cerebral regions were two critical excitatory amino-acids,

Asp and Glu. Our results provide a dynamic map of

metabolite alterations associated with the neurobehavioral

disorders following anesthesia/surgery, which may be

conducive to ultimately revealing the metabolic mecha-

nism of postoperative neurobehavioral disorders.
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Abstract Neuronal oscillations in the hippocampus are

critical for many brain functions including learning and

memory. The underlying mechanism of oscillation gener-

ation has been extensively investigated in terms of

chemical synapses and ion channels. Recently, electrical

synapses have also been indicated to play important roles,

as reported in various brain areas in vivo and in brain slices.

However, this issue remains to be further clarified,

including in hippocampal networks. Here, using the

completely isolated hippocampus, we investigated

in vitro the effect of electrical synapses on slow CA1

oscillations (0.5 Hz–1.5 Hz) generated intrinsically by the

hippocampus. We found that these oscillations were totally

abolished by bath application of a general blocker of gap

junctions (carbenoxolone) or a specific blocker of electrical

synapses (mefloquine), as determined by whole-cell

recordings in both CA1 pyramidal cells and fast-spiking

cells. Our findings indicate that electrical synapses are

required for the hippocampal generation of slow CA1

oscillations.

Keywords Electrical synapse � Hippocampus � Oscilla-
tion � CA1 � Mefloquine � Carbenoxolone

Introduction

Hippocampus-dependent brain functions rely on neuronal

oscillations in hippocampal networks [1–4]. To understand

the neural mechanism underlying the generation of oscil-

lation, previous studies have extensively investigated the

roles of various types of chemical synapses and ion

channels [5–9]. More recently, growing attention has also

been paid to the contribution of electrical synapses, i.e.,

Cx36 (connexin 36) gap junctions, which bridge neuronal

membranes and allow electrical coupling and the transfer

of small molecules between neurons [10]. Using a specific

blocker of Cx36 gap junctions, the general blocker of gap

junctions containing Cx36 and other connexins (e.g., Cx43

between glial cells), as well as Cx36-knockout mice,

numerous studies have demonstrated the contribution of

electrical synapses to neuronal oscillations in different

brain regions including the hippocampus [11, 12]. In

studies carried out in brain slices to assess neuronal

oscillations induced by artificial stimulation (e.g., drug

treatment), as well as in the brain in vivo to assess

oscillations generated intrinsically by neural circuits,

transmission at Cx36 gap junctions or Cx36-containing

gap junctions has been commonly found to be capable of

enhancing neuronal oscillations at relatively low frequen-

cies, in particularly, theta (5 Hz–10 Hz) [13–16] and

gamma (30 Hz–80 Hz) oscillations [17–21]. Moreover, it

has been shown that network activity in the theta or gamma

bands can be synchronized by transmission at Cx36 gap

junctions or Cx36-containing gap junctions

[12, 18, 21, 22]. In addition to theta and gamma
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oscillations, a few studies have also suggested an effect of

Cx36 gap junctions on high-frequency oscillations

([100 Hz) [23–25]. Although electrical synapses have

been indicated to be important for the generation of

neuronal oscillations in various brain areas including the

hippocampus, the functional role remains to be further

investigated. A better understanding of this issue might be

obtained from more direct pharmacological studies of the

contribution of electrical synapses to network oscillations,

given that in previous in vivo studies, electrical synapses or

gap junctions may not have been totally blocked by drug

treatment (e.g., with i.p. injection to avoid animal death) or

be totally inactivated in Cx36-knockouts (due to possible

compensatory factors), and in brain slices, neuronal

oscillations cannot usually be generated by a local network

and are induced by artificial stimulation (drug application

[15, 16]).

In our previous report in the completely-isolated hip-

pocampal formation in vitro, we showed that CA1

oscillations at a low frequency (0.5 Hz–1.5 Hz) can be

intrinsically generated (i.e., with no artificial stimulation)

[26]. In this study, by taking advantage of the completely

isolated hippocampus, which allows more direct pharma-

cological manipulation (compared with in vivo experi-

ments), we have investigated the effect of hippocampal

electrical synapses on the generation of CA1 oscillations.

Materials and Methods

Electrophysiological Recording in the Isolated

Hippocampus

All animal procedures were performed in accordance with

the Animal Care and Use Committee of East China Normal

University (reference number: AR201404015). As

described previously [26], we used Sprague-Dawley rats

from postnatal day 14 (P14) to P18. To isolate the

hippocampal formation, animals were anaesthetized with

pentobarbital (i.p., 80 mg/kg; unless otherwise specified),

and after decapitation the brain was rapidly removed and

placed in ice-cold artificial cerebrospinal fluid (aCSF),

which contained (in mmol/L) 119 NaCl, 2.5 KCl,

2.5 CaCl2, 1.3 MgSO4, 1 NaH2PO4, 26.2 NaHCO3, and

11 glucose. One minute later, the brain was transferred to a

cold plate, and the hemispheres were separated with a razor

blade. The cerebellum, brain stem, and thalamus were

moved aside to expose the hippocampal formation. The

hippocampus was then completely isolated from the

surrounding cortical issue with a small metal hook. This

procedure was completed within 0.5 min–1 min. The entire

hippocampus was then incubated in aCSF at room tem-

perature for[1 h before electrophysiological recording.

The recording temperature in the submerged chamberwas

maintained at 28 �C–30 �C. Neurons were visualized under
an Olympus microscope (DX50WI, Tokyo, Japan. Perfo-

rated whole-cell recordings with amphotericin B were made

as described previously [26]. Patch pipettes with a 2.5 lm–

3.0 lm tip were pulled from borosilicate glass tubing

(Kimble Glass Inc., Queretaro, Mexico); they had a resis-

tance of 3.0 MX–4.5 MX. The internal solution contained

(in mmol/L) 136.5 K-gluconate, 17.5 KCl, 9.0 NaCl,

1.0 MgCl2, 10.0 HEPES, 0.2 EGTA, and amphotericin B

(0.3 mg/mL). A small amount (0.5 mg/mL–0.8 mg/mL) of

glass beads (5 lm–15 lm in diameter; Polysciences, Inc.,

Warrington, UK) were included in the internal solution to

maintain precipitate-free solution in the pipette tip [27]. The

recording pipette was advanced into the hippocampus with a

motor-driven manipulator (Siskiyou MMX7630, Siskiyou

Corp., OR). Signals were acquired with patch-clamp ampli-

fiers (Axopatch 700B, Axon Instruments, CA) and sampled

at 5 kHz by a data acquisition card (Digidata 1440, Axon

Instruments), with a 2 or 5 kHz low-pass filter. Liquid

junction potentials (- 13 mV) were corrected. Recordings

with resting potentials between- 65 mVand- 75 mVwere

included for further analysis. The series resistance (not

compensated for recording) was 48 ± 15 MX (mean ±

SD). Unless otherwise specified, no holding currents were

applied during current-clamp recording.

CA1 pyramidal cells (PCs) were recorded from the cell

layer, and CA1 fast-spiking (FS) cells were recorded from

the stratum oriens. To determine the cell type (PCs or FS

cells), we evaluated the firing properties at depolarizing

potentials (i.e., low firing rates with adaptation in PCs and

sustained firing at high rates in FS cells) as well as spike

half-widths (PCs, 3.2 ± 0.8 ms; FS cells, 1.7 ± 0.5 ms),

as described in our previous report [26]. In further analysis

of randomly-selected recordings, we found that putative

CA1 PCs had a spike threshold (absolute value) of -

53.6 ± 6.0 mV (n = 35) and spike amplitude (from spike

threshold) of 54.2 ± 8.1 mV, both of which were signif-

icantly different from those found in putative FS cells

(n = 24; spike threshold, - 49.0 ± 5.4 mV, P = 0.021

unpaired t-test; spike amplitude, 41.0 ± 5.7 mV,

P = 0.041).

Local field potentials (LFPs) were recorded in CA1

100 lm distal to the cell layer (in the stratum radiatum),

using patch pipettes filled with aCSF, and signal acquisi-

tion was similar to whole-cell recording.

Electrophysiological Recording in Hippocampal

Slices

Young rats (the same age as those for the isolated

hippocampus) were initially anaesthetized with sodium

pentobarbital (i.p., 80 mg/kg;). After decapitation, the
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brain was rapidly removed and placed in ice-cold aCSF (as

used for the isolated hippocampus). Coronal slices

(400 lm thick) containing the dorsal hippocampus were

cut on a vibratome (Leica, VT1000 S, Wetzlar, Germany),

and were then incubated at room temperature for [1 h

before electrophysiological recording. The temperature in

the submerged recording chamber was maintained at

28 �C–30 �C, and perforated whole-cell recordings from

CA1 PCs were conducted similar to that described for the

isolated hippocampus. Bipolar tungsten electrodes were

placed in the stratum radiatum for stimulation, which was

produced by a pulse generator (Master-8; A.M.P.I.,

Jerusalem, Israel) through a stimulus isolator (ISO-Flex;

A.M.P.I.). Inhibitory postsynaptic currents (IPSCs,

recorded at - 65 mV in voltage-clamp mode) were evoked

at 0.07 Hz in the presence of bath-applied 6,7-dinitro-

quinoxaline-2,3-dione (DNQX, 40 lmol/L) and D-2-

amino-5-phosphonopentanoate (D-AP5, 50 lmol/L) to

prevent excitatory synaptic transmission.

Data Analysis and Statistics

Firing thresholds were defined as the membrane potential

(Vm) value at which dV/dt[10 V/s. Fourier power spectra

of LFPs were calculated from randomly-selected 2-min

recordings using MatLab (MathWorks Inc., MA). Unless

otherwise specified, statistical significance was determined

using the paired Student’s t-test (for recordings before and

after drug treatment), and average values are presented as

the mean ± SEM.

Results

General Blocker of Cx36-Containing Gap Junctions

Abolished CA1 Oscillations

As demonstrated in our recent report [26], spontaneous

oscillations that were generated intrinsically at a low

frequency (0.5 Hz–1.5 Hz) occur in CA1 neurons in the

completely isolated hippocampal formation as used in the

Fig. 1 CBX abolished Vm

oscillations in CA1 PCs. A Two

example PCs (from different

hippocampal formations) show-

ing Vm oscillations recorded in

the absence and presence of

CBX (action potentials were

partially truncated; dashed lines,

resting potentials). B, C Sum-

mary of all experiments as

illustrated in A (n = 15), with

Vm amplitudes normalized to

the firing threshold of each cell

and indicated by the gray scale

(action potentials omitted in B;
right, recordings 10–15 min

after drug washout), and with

time course plot (C) for the
changes in oscillation frequen-

cies (averaged across population

data) induced by CBX (starting

at time 0) and drug washout.

D For the data shown in B and

C. Left, firing probability of Vm

oscillations (circles, individual

data; bars, mean ± SEM); right,

firing thresholds (from resting

potential) (for data points at

right: dots connected by lines,

data from the same cell; dots

with bars, mean ± SEM)

recorded before and 10–15 min

after CBX treatment. n.s., not

significant.
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present study. In such an in vitro complete hippocampal

formation, our whole-cell recordings show that such

spontaneous CA1 oscillations consist primarily of mem-

brane-potential (Vm) depolarizations, which are usually

suprathreshold for generating neuronal firing, as shown in

our previous study [26] and below in this study.

To examine the possible effect of electrical synapse-

mediated activity on the intrinsically produced CA1

oscillations, we first recorded from CA1 PCs and used

the general blocker of gap junctions carbenoxolone (CBX)

to prevent transmission at electrical synapses (i.e., Cx36) as

well as connexins between glial cells (e.g., Cx43) [28, 29].

We found in all CA1 PCs (n = 15; recorded in current-

clamp mode without holding currents) that Vm oscillations

were completely blocked when CBX (150 lmol/L) was

applied in the bath (Fig. 1).

Our previous studies have shown that Vm oscillations of

CA1 PCs are synchronized with CA1 interneurons and

suggest an interneuron-based mechanism for the hippocam-

pal generation of CA1 oscillations [26]. We then deter-

mined whether Vm oscillations of CA1 interneurons were

also susceptible to the blocking effect of CBX. In another

group of experiments, current-clamp recordings were made

from CA1 FS cells in the stratum oriens, in which we again

found that Vm oscillations of all FS cells recorded

disappeared during CBX treatment (Fig. 2), similar to the

findings from PCs (Fig. 1). The absence of Vm oscillations

in both CA1 PCs and FS cells after CBX application was

consistent with our LFP recordings from CA1 (\100 lm
distal to the cell layer), in which spontaneous LFP

oscillations were totally blocked by CBX (Fig. 3).

In the above experiments from PCs and FS cells, we

further found that after drug washout, the Vm oscillations of

CA1 neurons gradually re-emerged, suggesting the capac-

ity of the hippocampus to regenerate CA1 oscillations in

the absence of external stimulation. However, the fre-

quency of these re-emerging oscillations did not recover to

the baseline level (before drug application), even 20 min

after drug washout (Figs. 1C, 2C), possibly because the

regeneration required a longer period for recovery, and/or

CBX was difficult to thoroughly wash out, as previously

reported [30]. Nonetheless, the partially-regenerated Vm

oscillations were usually suprathreshold, and both the firing

probabilities of Vm oscillations and firing thresholds were

Fig. 2 CBX abolished Vm

oscillations in CA1 FS cells. A–
D Data as in Fig. 1, but for FS

cells (n = 10).
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unchanged, as compared with the recordings before CBX

treatment (Figs. 1D, 2D).

Selective Blocker of Cx36 Electrical Synapses

Abolished CA1 Oscillations

The findings with CBX treatment suggested that the CA1

oscillation in PCs (Fig. 1) and FS cells (Fig. 2) required

transmission at Cx36-containing gap junctions. In the

subsequent experiments, we used a selective Cx36 blocker

(mefloquine) [31] to assess more directly the contribution

of electrical synapses to CA1 oscillations. In such exper-

iments, we also found that bath application of mefloquine

(25 lmol/L) totally blocked the Vm oscillations of CA1

neurons in all recordings from PCs (Fig. 4) and FS cells

(Fig. 5), as well as in LFP recordings in CA1 (Fig. 3).

These results provided more direct evidence for the

essential role of electrical synapses in the hippocampal

generation of CA1 oscillations.

In addition, similar to the findings with CBX treatment,

Vm oscillations regenerated after mefloquine washout

(Figs. 4, 5), and the frequency did not recover to the

baseline level within 20 min after washout. Also, such

partially-regenerated Vm oscillations (in both PCs and FS

cells) were usually suprathreshold and had a firing

probability and firing threshold similar to those recorded

before drug application (Figs. 4D, 5D).

Synchronization of Partially-Regenerated CA1 Vm

Oscillations After Drug Washout

We have reported that CA1 Vm oscillations in the

completely isolated hippocampus are strongly synchro-

nized among neurons [26]. In the present study, the

recordings after drug washout showed a gradual re-

emergence of CA1 Vm oscillations, although the frequency

(within 20 min after washout) was significantly lower than

that before drug application. We next asked whether the

partially-regenerated Vm oscillations were also synchro-

nized between CA1 neurons. To answer this, we made

paired whole-cell recordings from CA1 neurons (mainly

PCs, because the probability of achieving paired recordings

from FS cells was low, and we had already shown that CA1

Vm oscillations are highly synchronized between PCs and

FS cells [26]), and found that after drug (CBX or

mefloquine) treatment, the regenerated CA1 Vm oscilla-

tions were highly synchronized between various neurons

within 15 min after washout, similar to that before drug

Fig. 3 No CA1 oscillations

occurred in LFP recordings

during CBX or mefloquine

treatment. A, B Example LFP

recordings showing the absence

of CA1 oscillations during CBX

(A; inset, LFP at higher tempo-

ral resolution) or mefloquine

application (B). C Fourier

power spectra of LFPs recorded

before and after CBX or meflo-

quine application, calculated

from data shown in A and B.
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application (Fig. 6). These results indicated that the

gradually-regenerating CA1 oscillations were synchronized

in CA1 networks, and this synchronization could in turn be

responsible for further regenerating CA1 oscillations.

No Effect of CBX or Mefloquine on Inhibitory

Synaptic Transmission

Our previous report in the completely isolated hippocam-

pus has shown that the intrinsically generated CA1

oscillations are largely dependent on GABAergic synaptic

transmission in the hippocampus [26]. In this study, with

the findings of the blocking effects of CBX and mefloquine

on CA1 oscillations, we further determined whether such

drug treatment influenced GABAergic synaptic transmis-

sion in CA1 neurons. We therefore made perforated whole-

cell recordings from CA1 PCs in hippocampal slices to

measure the inhibitory postsynaptic currents (IPSCs)

evoked by Schaffer collateral stimulation (recordings at

- 65 mV in voltage-clamp mode, with 40 lmol/L DNQX

and 50 lmol/L D-AP5 in the bath solution). We found no

change in the stimulation-evoked IPSCs of CA1 PCs after

applying CBX or mefloquine (Fig. 7).

Discussion

In the completely isolated hippocampus, we investigated

the role of electrical synapses in the hippocampal gener-

ation of low-frequency CA1 oscillations. We found that the

Vm oscillations of both CA1 PCs and FS cells were totally

abolished when Cx36 and astrocyte connexins were

blocked by CBX, or when Cx36 was specifically blocked

by mefloquine. These findings suggest an electrical

synapse-based mechanism for the hippocampal generation

of CA1 neuronal oscillations.

Three major types of neuronal oscillation occur in the

in vivo hippocampus, as commonly demonstrated by LFP

recording [11, 32, 33]: theta rhythms (*5 Hz–10 Hz, also

suggested to have a broader range of 3 Hz–12 Hz), gamma

rhythms (*30 Hz–80 Hz), and sharp wave–ripples

(*110 Hz–250 Hz). In the completely isolated hippocam-

pus, we found spontaneous CA1 oscillations (in both LFPs

and Vm changes) at 0.5 Hz–1.5 Hz, considerably slower

than those found in vivo (e.g., compared with theta bands).

The clearly slowed CA1 oscillations recorded in our

experiments may be attributed to a largely impaired

capacity of the in vitro hippocampus to produce network

activity, for example, due to the absence of extra-

Fig. 4 Mefloquine abolished

Vm oscillations in CA1 PCs. A–
D Data are displayed as in

Fig. 1, for recordings from CA1

PCs but with mefloquine treat-

ment (n = 11).
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hippocampal inputs as well as other in vivo machinery or

conditions for oscillation generation. However, these

in vitro CA1 oscillations may be analogous to theta

oscillations, because Vm changes occurring at theta bands

measured by in vivo whole-cell recording from CA1 PCs

have also been found to consist primarily of large-

amplitude Vm depolarizations (often able to generate

neuronal firing) [34–36], which are similar to the slow

CA1 oscillations shown in this study (Fig. 1).

No other CA1 oscillations (e.g., at higher frequencies

comparable to gamma or ripple bands) were found in the

isolated hippocampus, as indicated by the power spectra of

CA1 LFP activity. On the other hand, our analysis of

whole-cell recording data detected oscillatory spike activ-

ity that occurred at a periodicity similar to that of Vm

changes (Fig. S1), consistent with the high probability of

oscillatory Vm depolarizations for generating neuronal

firing (Figs. 1D, 2D, 4D, 5D).

In the hippocampus and other brain areas, the effects of

electrical synapses on the generation of neuronal oscilla-

tions have been investigated in both in vivo brains and

slices. However, this issue remains to be further clarified,

for example, given that in in vivo experiments drug

treatment may not be sufficient to completely block

electrical synapses or gap junctions, and in in vitro

experiments neuronal oscillations are usually produced by

artificial stimulation but not intrinsically by a neural

network [15, 16]. In our experiments in the completely

isolated hippocampus, we have shown the presence of slow

(0.5 Hz–1.5 Hz) Vm oscillations that were generated

intrinsically in CA1 neurons. In addition, such a slow

CA1 oscillation occured when animals were anaesthetized

with different drugs, such as pentobarbital and ketamine

(Fig. S2A), and even occurred in hippocampus isolated

from adult animals (Fig. S2B). We adopted the complete

hippocampus isolated from young rats to evaluate the

contribution of electrical synapses to hippocampal neu-

ronal oscillations. With drug treatment in such in vitro

recordings, surprisingly we found that the slow CA1

oscillations (in Vm changes, LFPs, and neuronal firing)

were totally abolished by blocking electrical synapses or

gap junctions with mefloquine or carbenoxolone. These

results indicate that electrical synapses are necessary rather

than partially responsible for generating these slow oscil-

lations, a neuronal mechanism of neuronal oscillations for

which little previous evidence is available.

Fig. 5 Mefloquine abolished

Vm oscillations in CA1 FS cells.

A–D Data are displayed as in

Fig. 4, but for recordings from

FS cells with mefloquine treat-

ment (n = 9).
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Mefloquine has been reported to be a specific blocker of

Cx36 gap junctions (i.e., electrical synapses between

neurons). On the other hand, there are some non-specific

blocking effects of mefloquine on certain ion channels,

such as L-type Ca2? channels, delayed rectifier channels,

and ATP-sensitive K? channels, but the IC50 values for

Fig. 6 Partially-regenerated

CA1 oscillations after drug

washout were highly synchro-

nized. A, B Paired whole-cell

recordings from CA1 neurons

showing highly synchronized

Vm oscillations before and

within 10–15 min after CBX

(A) or mefloquine treatment (B).
C Cross-correlograms between

Vm oscillations recorded before

(left) and within 10–15 min

after (right) CBX treatment

(n = 4 pairs) or mefloquine

treatment (n = 4 pairs) (grey,

results of all individual neuronal

pairs; black, results averaged

across all data from both CBX

and mefloquine experiments).

D Summary of the peak values

of cross-correlograms for the

data shown in C (circles, CBX;

squares, mefloquine). In the data

shown in C and D, 1 PC and 1

FS cell were recorded in two of

the neuronal pairs, and all other

paired recordings were from

PCs.

Fig. 7 No change in IPSCs

after CBX or mefloquine treat-

ment. A Two examples of CA1

PCs recording in hippocampal

slices (with bath application of

40 lmol/L DNQX and

50 lmol/L D-AP5) showing the

average IPSCs evoked by

Schaffer collateral stimulation

in the absence (gray dashed

lines) and presence (black solid

lines) of CBX (left) or meflo-

quine (right). B, C Summary of

all experiments as in

A (n = 5/group), with IPSC

amplitude before drug applica-

tion plotted against the values

after drug application (B), and
IPSC amplitudes (normalized to

the values before drug applica-

tion in individual data) averaged

over population data (C).
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blocking these channels are 3- to 15-fold higher than those

required for Cx36 blockade [31, 37–39]. In our study, a

dose of 25 lmol/L mefloquine was used to block Cx36;

this has been reported to exert only weak effects on ion

channels [31]. As for chemical synapses, although we

found no effect on GABAergic synaptic transmission

(Fig. 7), previous reports have indicated that this concen-

tration can result in small changes of excitatory synaptic

transmission in brain slices as a slight (\ 5%) reduction of

evoked field excitatory postsynaptic potentials [31]. How-

ever, although some weak non-specific effects may be

exerted on excitatory chemical synapses as well as some

ion channels in our recordings with the use of 25 lmol/L

mefloquine, our other findings suggest that such effects

may not be able to cause the disappearance of CA1

oscillations. First, in a recent report in the completely

isolated hippocampus [26], we have examined the depen-

dence of CA1 Vm oscillations at the level of hippocampal

network excitation by partially blocking AMPA receptors

with a low dose of DNQX, and showed that CA1 Vm

oscillations are still generated even with a 35%–45%

reduction of AMPA receptor-mediated EPSPs. Second, in

an unpublished study in this in vitro hippocampal forma-

tion, we also found little change in CA1 Vm oscillations

when hyperpolarization-activated (Ih) channels are

blocked. Moreover, the disappearance of CA1 oscillations

in the presence of CBX, a drug that blocks transmission at

Cx36 and other gap junctions [28, 40] but without the same

non-specific actions of mefloquine on chemical synapses

and ion channels, further reduces the possibility that the

blocking effects of mefloquine on CA1 oscillations resulted

from its non-specific effects. Nonetheless, the specificity of

the contribution of electrical synapses to neuronal oscilla-

tions remains to be further examined, for example, using

Cx36-knockout mice.

One explanation of the dependence of the CA1 oscil-

lation on Cx36 electrical synapses is the requirement of

electrical coupling between interneurons for oscillation

generation. It is known that Cx36 is highly expressed in

interneurons [21, 41, 42]. In addition, both in vivo and

in vitro studies have demonstrated that interneurons in a

local network are critical for producing neuronal oscilla-

tions [5, 6, 43–46]. In the completely isolated hippocam-

pus, we have also found that GABAergic transmission is

required for the intrinsically-generated CA1 oscillations

[26]. Thus, we propose that electrical transmission at Cx36

electrical synapses between interneurons may be essential

for the hippocampal generation of neuronal oscillations.

Also, we suggest that Cx36 between hippocampal PCs is

also likely involved in the hippocampal generation of CA1

oscillations, given the presence of Cx36 in PCs reported in

more recent studies [41, 42, 47]. In addition, the interaction

of activity in PCs and interneurons has been reported to be

critical for producing neuronal oscillations, including in the

hippocampal circuit [43, 48, 49].

Previous studies in vivo and in brain slices have

demonstrated the contribution of electrical synapses to

oscillation generation in various brain regions including the

hippocampus, particularly with respect to theta and gamma

oscillations [11, 12]. In this study, we further addressed this

issue by taking advantage of the in vitro complete

hippocampus, in which neuronal oscillations can be

intrinsically generated. Our pharmacological and electro-

physiological experiments indicate the requirement of

electrical synapses for the hippocampus to generate a slow

(0.5 Hz–1.5 Hz) Vm oscillation in both CA1 PCs and CA1

FS neurons. These findings provide new insights into the

hippocampal mechanism for oscillation generation on the

basis of electrical synapses, as well as hippocampus-

dependent functions such as learning and memory.
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Abstract Voltage-gated sodium channels (VGSCs) are

transiently expressed in cochlear hair cells before hearing

onset and play an indispensable role in shaping sponta-

neous activity. In this study, we showed that Na? currents

shaped the spontaneous action potentials in developing

mouse inner hair cells (IHCs) by decreasing the time

required for the membrane potential to reach the action-

potential threshold. In immature IHCs, we identified 9

known VGSC subtypes (Nav1.1a–1.9a), among which

Nav1.7a was the most highly expressed subtype and the

main contributor to Na? currents in developing hair cells.

Electrophysiological recordings of two cochlea-specific

Nav1.7 variants (CbmNav1.7a and CbmNav1.7b) revealed

a novel loss-of-function mutation (C934R) at the extracel-

lular linker between segments 5 and 6 of domain II. In

addition, post-transcriptional modification events, such as

alternative splicing and RNA editing, amended the gating

properties and kinetic features of CbmNav1.7a(C934). These

results provide molecular and functional characteristics of

VGSCs in mammalian IHCs and their contributions to

spontaneous physiological activity during cochlear

maturation.

Keywords Cochlear hair cell � Spontaneous action poten-

tial � Voltage-gated sodium channel � Post-transcriptional
modification � Gating property

Introduction

Hair cells, the primary sensory receptors of the mammalian

cochlea, relay sound information to the brain via the

coordinated release of neurotransmitters to activate spiral

ganglion neurons [1]. Before the onset of hearing [at about

postnatal days (P) 12–13 in most altricial rodents], inner

hair cells (IHCs) cannot respond to sound but instead

generate spontaneous action potentials that are sufficient to

induce the release of vesicles [2]. The spontaneous activity

originating from IHCs is involved in regulating a variety of

cellular responses and the refinement of downstream

neuronal circuits in developing auditory systems [3, 4].

Although spontaneous action potentials in premature IHCs

are mainly due to interplay between an inward Ca2?

current and a delayed rectifier K? current, they are also

modulated by other transiently-expressed conductance

events, such as the small-conductance Ca2?-sensitive K?

(SK2) current [5]. The SK2 channel is not required to

generate spontaneous action potentials but is essential for

sustaining continuous repetitive spontaneous activity in

pre-hearing IHCs and for the functional maturation of IHCs
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[6]. The Na? current is also transiently expressed in

developing IHCs and is speculated to be involved in

shaping spontaneous cochlear activity before the onset of

hearing [7, 8]. In contrast, outer hair cells (OHCs) at the

pre-hearing stage do not show spontaneous action poten-

tials, but rather exhibit a single Ca2?-dependent action

potential following depolarizing injections of current [9].

Similar to IHCs, immature OHCs produce a repertoire of

membrane currents including Na? currents [10]. The role

of Na? currents in immature OHCs has not been reported

to date, and it is worthwhile to investigate the functional

maturation and acquisition of electromotile activity before

the onset of hearing [11].

It is well known that voltage-gated Na? channels

(VGSCs) are essential for the generation and propagation

of action potentials in most excitable tissues. VGSCs are

membrane protein complexes generally composed of one

primary a subunit and two auxiliary b subunits [12]. To

date, 9 subunit isoforms (NaV1.1a–1.9a) have been

discovered in mammalian cells; Nav1.1a, 1.2a, 1.3a, and
1.6a are predominantly expressed in the central nervous

system; Nav1.7a, 1.8a, and 1.9a are preferentially dis-

tributed in peripheral sensory neurons; and Nav1.4a and

1.5a are selectively expressed in skeletal muscle cells and

cardiac cells, respectively [13]. The 9 VGSC subtypes are

highly homologous in terms of sequence and structure;

however, their gating characteristics, pharmacological

properties, tissue distribution, and physiological functions

are subtly diverse and specific [14]. In developing vestibu-

lar hair cells, two types of Na? current have been

identified, namely a tetrodotoxin (TTX)-sensitive current

that might be carried by Nav1.2a and 1.6a, and a TTX-

insensitive current carried by Nav1.5a [15, 16]. However,

the Na? current in developing IHCs has been shown to be

highly sensitive to TTX [8, 17]. Our previous study

revealed that all known subtypes of VGSCs are expressed

in mouse cochlear sensory epithelia before the onset of

hearing and that various VGSC splicing variants might be

important to adapt to the unique physiological properties of

the immature cochlea [18]. These results point to pivotal

roles for VGSCs in regulating spontaneous activity in the

developing cochlea.

To understand the physiological roles of VGSCs in pre-

hearing hair cells, we aimed to investigate the following:

(1) how the Na? current is involved in regulating

spontaneous activity; (2) which subtype mainly contributes

to the Na? current; and (3) whether cochlea-specific VGSC

variants exhibit distinct gating properties.

Materials and Methods

Experimental Animals

C57BL6 mice [pregnant and newborn (P3–P7)] were

obtained from the Shanghai Laboratory Animal Center

(Chinese Academy of Sciences, Shanghai, China) and

maintained under a 12/12 h light/dark cycle, with standard

food and water provided ad libitum. The infant mice used

in this work were killed by acute decapitation using

dissecting scissors, and then quickly transferred into pre-

cooled solution for dissection of the cochlea. The exper-

imental procedures described here were performed in

accordance with the National Institutes of Health (NIH)

guidelines for the Care and Use of Laboratory Animals and

were approved by the Ethics Committee and the Commit-

tee of Animal Experimentation at Shanghai University. All

efforts were made to minimize the number of animals used

and their suffering.

Tissue Preparation

The cochleas used for electrophysiological recording were

dissected in extracellular solution composed of (in mmol/

L): 135 NaCl, 5.8 KCl, 1.3 CaCl2, 0.9 MgCl2, 0.7

NaH2PO4, 5.6 D-glucose, 10 Hepes-NaOH, 2 sodium

pyruvate, 509 MEM amino acid solution (Invitrogen,

Carlsbad, CA) and 1009 MEM vitamin solution (Invitro-

gen) (pH 7.5, 308 mOsmol/kg). The extracellular solution

was saturated with O2 and cooled before cochlea dissec-

tion. The cochleas collected for RNA extraction and

immunohistochemistry were dissected in ice-cold artificial

cerebral spinal fluid (ACSF) containing the following (in

mmol/L): 124 NaCl, 2.5 KCl, 1.3 CaCl2, 1.3 MgCl2, 1.25

NaH2PO4, 26 NaHCO3, and 11 D-glucose (pH 7.4, 295

mmol/kg). The ACSF was saturated with 95% O2 and 5%

CO2. Intact sensory epithelia were acquired by carefully

removing the stria vascularis, vestibular membrane, spiral

ganglion, and tectorial membrane using fine forceps.

Whole-Cell Electrophysiological Recordings

from Hair Cells

The dissected cochleas (n = 15 mice) were transferred into

a microscope chamber and immobilized under a nylon

mesh attached to a platinum steel ring. Extracellular

solution was continuously perfused at *30 mL/h using a

peristaltic pump (BT100-2J, Longer, Baoding, Hebei,

China). The extracellular solution and chamber were

maintained close to body temperature (35 �C–37 �C) using
a dual-channel heater controller (TC-344B, Warner Instru-

ments, Hamden, CT). The organ of Corti was viewed under
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an upright infrared microscope (IX71, Olympus, Tokyo,

Japan). Voltage- and current-clamp recordings were per-

formed based on the whole-cell patch-clamp technique

using an Axon 700B amplifier (Molecular Devices, Sun-

nyvale, CA). Patch pipettes were pulled from soda glass

capillaries (Weitan Technology, Changsha, Hunan, China)

using a horizontal microelectrode puller (P-1000, Sutter

Instrument, Novato, CA) and the electrode resistances in

extracellular solution were 3 MX–5 MX. For Na? current

recordings under voltage-clamp conditions, the pipette

solution contained (in mmol/L): 131 CsCl, 3 MgCl2, 1

EGTA-CsOH, 5 Na2ATP, 5 Hepes-KOH, and 10 sodium

phosphocreatine (pH 7.3, 292 mOsmol/kg). The Ca2?-free

extracellular solution for Na? current recordings contained

(in mmol/L): 135 NaCl, 5.8 KCl, 3.9 MgCl2, 0.7 NaH2PO4,

5.6 D-glucose, 10 Hepes-NaOH, 2 sodium pyruvate,

509 MEM amino acids (Invitrogen), and 1009 MEM

Vitamin solution (Invitrogen) (pH 7.5, 308 mOsmol/kg).

For action potential recordings under current-clamp

conditions, the pipette solution contained (in mmol/L):

131 KCl, 3 MgCl2, 1 EGTA-KOH, 5 Na2ATP, 5 Hepes-

KOH, and 10 sodium phosphocreatine (pH 7.3, 292

mOsmol/kg). The extracellular solution for action poten-

tial recordings was the same as that used for dissection of

cochleas. To investigate the function of Na? current,

500 nmol/L TTX was added to the extracellular solution

to block Na? channels. To investigate the function of

Ca2? current, we used Ca2?-free extracellular solution in

which MgCl2 was increased to 3.9 mmol/L to maintain

approximately constant membrane charge [8, 19]. The

two extracellular solutions (with 1.3 mmol/L Ca2? and

Ca2?-free) for voltage- and current-clamp recordings

were both saturated with O2. Data were acquired using

pClamp software with a DigiData 1440A data-acquisition

board (Axon Instruments, Burlingame, CA). Voltage

recordings were sampled at 5 and 50 kHz and low-pass

filtered at 2.5 and 10 kHz (eight-pole Bessel). For current

recordings, data were sampled at 100 kHz and low-pass

filtered at 10 kHz using an eight-pole Bessel, the series

resistance errors were compensated by 80%, and the leak

conductance was subtracted using the P/N protocol. Data

were analyzed off-line using Origin software (Origin Lab,

Northampton, MA).

Quantitative RT-PCR (qPCR)

The intact cochlear sensory epithelia from 25 mice (P3–P7)

were collected and total RNA was extracted using TRIzol

reagent (Invitrogen) according to the manufacturer’s pro-

tocol. RNA integrity was confirmed with the Agilent 2100

Bioanalyzer (Agilent Technologies, Santa Clara, CA),

showing clear characteristic peaks at 28S and 18S. First-

strand cDNA was synthesized from total RNA using oligo

(dT)18 and PrimeScript RTase (Cat#: RR037Q, Takara,

Dalian, China). The short mRNA fragments encoding the 9

VGSC subtypes and Cav1.3 were then cloned by RT-PCR

and the cloned fragments were sequenced to ensure the

specificity of the primers (listed in Table S1). For single-

cell qPCR, the intact cochlear sensory epithelia from seven

P6 mice were placed in a microscope chamber and

immobilized under a nylon mesh attached to a platinum-

steel ring. After incubation (35 �C–37 �C) in extracellular

solution with 0.625 mg/mL trypsin for 5 min, samples were

washed by perfusion and cleaned using a stream of fluid

from a pipette; then single IHC and OHC from the apical or

basal sensory epithelium were each aspirated into a pipette

filled with RNase-free extracellular solution (Recombinant

RNase Inhibitor; Cat#: 2313A, Takara), and then trans-

ferred to a pre-cooled PCR tube. The synthesis of first-

strand cDNA and qPCR were performed according to the

manufacturer’s protocol (SYBR qPCR Mix; QPS-201,

Toyobo, Osaka, Japan).

Tissue Immunohistochemistry

The apical-middle coil of sensory epithelia from 40 P6

mice were dissected and fixed in 4% paraformaldehyde for

2 h at 4 �C. The cochleas were then washed three times

with 0.1 mol/L phosphate buffer solution (PBS, pH 7.4) for

5 min each and incubated in 0.5% Triton X-100 containing

3% H2O2 for 30 min at room temperature. After washing

with PBS, samples were antigen-repaired for 25 min with

pepsin at 37 �C. The cochleas were then washed three

times and blocked for 1 h with 5% goat albumin serum at

room temperature. Primary antibodies against myosin 7a
(Abcam, Cambridge, UK; 1:100), Nav1.1a (Abcam;

1:500), Nav1.2a (Abcam; 1:500), Nav1.3a (Santa Cruz,

San Francisco, CA; 1:50), Nav1.4a (Abcam; 1:500),

Nav1.5a (Abcam; 1:500), Nav1.6a (Alomone, Jerusalem,

Israel; 1:300), Nav1.7a (Abcam; 1:300), Nav1.8a (Abcam;

1:500), and Nav1.9a (Abcam; 1:200) were diluted in 5%

goat serum. After incubation at 4 �C for 24 h, the samples

were washed three times in PBS and then incubated with

the Cys- and FITC-conjugated secondary antibodies (Ab-

cam; 1:500) at room temperature for 1 h. The sensory

epithelia were dehydrated, cover-slipped, and pho-

tographed under an upright fluorescence microscope

(Nikon, Sendai, Japan).

Transcriptome Analysis

The cochlear sensory epithelium was acutely dissected

from 90 C57BL6 mice at P5–P7 and each detached into

apical and basal sensory epithelia using a microelectrode.

Three cDNA libraries of independent apical samples

(Apex-1, Apex-2, and Apex-3) and three cDNA libraries
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of independent basal samples (Base-1, Base-2, and Base-3)

were constructed according to Illumina’s instructions

(Shanghai Personalbio Co., China). The mRNA was

isolated using magnetic oligo (dT) beads. Fragmentation

buffer was added to cleave the mRNA into short fragments,

and these fragments were used as templates. Random

hexamer-primers were used to synthesize first-strand

cDNA. Buffer, dNTPs, RNase H, and DNA polymerase I

were used to synthesize second-strand cDNA. Then, the

fragments were purified using a QiaQuick PCR extraction

kit (Qiagen, Hilden, Germany) and resolved with elution

buffer for end repair and poly (A) addition. The resulting

short fragments were then connected to sequencing

adapters. Fragments with a suitable range of lengths were

selected based on the results of agarose gel electrophoresis

and were used as templates for library amplification.

Library quantification was performed using Pico green and

a fluorescence spectrophotometer (Quantifluor-ST fluo-

rimeter, Promega; Quant-iT Pico Green dsDNA Assay Kit,

Invitrogen). The library quality was confirmed using the

Agilent 2100 Bioanalyzer and Agilent High Sensitivity

DNA Kit (Agilent Technologies). Finally, the library was

pair-end sequenced using Illumina NestSeq 500. Raw

image data generated by sequencing were stored in fastq

format and submitted to the National Center for Biotech-

nology Information Sequence Read Archive database

(accession number: PRJNA505942).

Raw sequencing data were filtered to remove low-

quality reads before subsequent analyses. Quality analysis

by means of FastQC showed that the average quality of the

filtered data was very high. Theoretical values coincided

well with the measured values (Table S2). To annotate all

useful reads, the clean reads were mapped to the mouse

genome database; RPKM (reads per kilobase per million

reads) values were used to measure the expression of each

gene. The DESeq package was adopted to estimate

variance-mean dependence in the count data from the

Illumina sequencing assays and to test for differential

expression based on a model using the negative binomial

distribution in accordance with equation (1): (1) m = sl ?

as2l2, where l is the expected normalized count value

(estimated by the average normalized count value), s is the

size factor for the sample under consideration, and a is the

dispersion value for the unigene. Differentially-expressed

genes were detected in the apical and basal samples based

on average expression levels that differed at least 1.5-fold

and P value\ 0.05 when comparing apical and basal

samples.

Plasmid Construction and Expression

cDNA encoding two a subunits of Nav1.7 variants

(CbmNav1.7a and CbmNav1.7b) (GenBank Numbers:

KM373695.1 and KM373696.1) cloned from the develop-

ing cochlear sensory epithelia in our previous work [18]

and wild-type Nav1.7a from peripheral dorsal root gan-

glion (DRG) neurons (GenBank Number: NM-

001290674.1) were synthesized and each cloned into the

pIRES2 expression vector with an EGFP tag. To investi-

gate the effects of different substitution/deletions of amino

acid residues on channel properties which were induced by

various posttranscriptional modification events, nine

mutants (1–9) were generated and functionally compared.

These related mutant plasmids were produced using

sequential PCR (GenScript Biotech Corp., Nanjing, China).

Mutant 1 was generated by replacing two codons in exon 5

(substituting 201V206D for 201L206N) of wtNav1.7;

mutant 2 by deleting eleven codons in exon 11 (deletion

of 11 amino acid residues) of mutant 1; mutant 3 by

deleting exon 20 (deletion of 41 amino acid residues) of

mutant 2; mutant 2 was used as the starting material to

generate the 934R, 1037T, and 1643S variants (mutants

4–6); and CbmNav1.7a was used to generate the 934C,

1037I, and 1643F variants (mutants 7–9) (Table 1).

HEK293T cells were used in all experiments (Shanghai

Cell Bank of the Chinese Academy of Sciences, Shanghai,

China). The cells were cultured in Dulbecco’s modified

Eagle’s medium (Life Technologies, Grand Island, NY)

supplemented with 10% heat-inactivated fetal bovine

serum (Gibco, Grand Island, NY). Culture dishes were

incubated at 37 �C in a humidified atmosphere containing

5% CO2 and cultured for 2–3 days. One day before

transfection, HEK293T cells were transferred into 24-well

plates. At 90% confluence, the cells were transiently

transfected using Lipofectamine 3000 (Invitrogen) at a

ratio of 1 lL reagent to 1 lg total plasmid per well.

Electrophysiological experiments were performed

1–2 days after transfection.

Whole-Cell Electrophysiological Recordings

from HEK293T Cells

Whole-cell voltage-clamp recordings were made using an

Axon Multiclamp 700B Microelectrode Amplifier (Molec-

ular Devices) at room temperature (21 �C–25 �C). Patch
pipettes were fabricated from glass capillary tubes using

the PC-10 Puller (Narishige, Tokyo, Japan) with resis-

tances of 2 MX–3 MX. Data acquisition and stimulation

protocols were controlled by a Pentium III computer

(Legend, Beijing, China) equipped with pCLAMP10.3

(Molecular Devices). Capacitance transients were can-

celled and cells with a seal resistance \ 1 GX were

omitted. Series resistance (Rs) was compensated (80%–

90%) to minimize voltage errors, and cells with an

uncompensated Rs[ 10 MX were omitted. Leak subtrac-

tion was performed using the P/N protocol. Data were
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sampled at 50 kHz and low-pass filtered at 10 kHz. The

extracellular solution contained (in mmol/L): 140 NaCl, 3

KCl, 1 MgCl2, 1.5 CaCl2, 10 D-glucose, and 10 Hepes-

NaOH (pH 7.4, 320 mOsmol/kg). The pipette solution

contained (in mmol/L): 131 CsCl, 3 MgCl2, 1 EGTA-

CsOH, 5 Na2ATP, 5 Hepes-CsOH, and 10 sodium phos-

phocreatine (pH 7.3, 292 mOsmol/kg).

Na? currents were elicited by 100-ms depolarizing

pulses to ? 80 mV from a holding potential of - 100 mV.

Mean conductance (G) was calculated from peak current-

voltage relationships using equation (2) as follows: (2)

G = I/(V - Vr), where I is the peak current elicited by

depolarization, V is the membrane potential, and Vr is the

reversal potential. The voltage dependence for activation

was fitted using the Boltzmann relationship as follows

(equation 3): (3) G/Gmax = 1/[1 ? exp(V - Vm)/km],

where Vm is the voltage for half-maximum activation

and km is the slope factor. Current decays were fitted using

a double-exponential equation (4) as follows: (4) I = Afast 9

exp[–(t - K)/sfast] ? Aslow 9 exp[– (t - K)/sslow] ? ISS,

where I is the current, Afast and Aslow represent the

percentages of channels inactivating with time constants

sfast and sslow, t is the conditioning pulse duration, K is the

time shift, and ISS is the steady-state asymptote. The

voltage-dependence of the steady-state inactivation and

fast inactivation data was described using the two-state

Boltzmann equation (5) as follows: I/Imax = 1/

[1 ? exp(V - V1/2)/k], where V is the membrane potential

of the conditioning step, V1/2 is the membrane potential at

which half-maximal inactivation is achieved, and k is the

slope factor. Recovery data were fitted with a single-

exponential equation (6) as follows: (6) I/Ipeak =

1 - A 9 exp(- t/srec), where A is the relative proportion of

current recovering with time constant srec, and t is the recovery

interval. Voltage-dependent deactivation kinetics was assessed

by eliciting tail currents at a range of potentials after briefly

activating the channels (0 mV, 0.5 ms). The averaged voltage-

plot was compiled using time constants (sd) obtained from tail

current recordings and determined by fitting each decay

component with a single-exponential equation. Ramp current

generation was assayed using a slow depolarizing ramp stimulus

(0.27 mV/ms, 600 ms) from - 120 mV to ? 40 mV at a

holding potential of- 120 mV. Inward ramp currents displayed

are the result of dividing the individual traces by the peak

transient Na? current recorded during the I/V protocol, thus

yielding the percentage of peak current for each recording.

Statistical Analysis

Data are presented as the mean ± SEM and were analyzed

using Origin 8.5 (OriginLab, Northampton, MA) and

GraphPad Prism 7 (GraphPad Software, La Jolla, CA).

The number of cells recorded in the electrophysiological

experiments is represented by n. The paired or unpaired

Student’s two-tailed t-test was used for two-group com-

parison and one-way analysis of variance (ANOVA)

followed by the post-hoc Bonferroni test was used for

multiple comparisons. P\ 0.05 was considered statisti-

cally significant.

Results

Sodium Currents Shape the Action Potentials

of Immature IHCs

Current-clamp recordings demonstrated that the immature

IHCs generated spontaneous and evoked action potentials,

which were reversibly abolished by the absence of

extracellular Ca2? (Fig. S1). No spontaneous action

potentials were detectable in developing OHCs, but single

action potentials were elicited by depolarizing current

injection (Fig. S2). Voltage-clamp recordings showed that

typical voltage-dependent Na? currents were elicited in

both IHCs and OHCs following 200-ms conditioning steps

to a range of potentials from - 100 mV to ? 80 mV

(Fig. 1A–E). To evaluate whether Na? currents contribute

to the action potentials, IHCs were further studied before

Table 1 Construction strate-

gies of nine Nav1.7 mutants.
Mutant 1 Mutant 2 Mutant 3

wt Nav1.7 (L201V/N206D) mutant 1 (647–657 deletion) mutant 2 (1266–1306 deletion)

Mutant 4 Mutant 5 Mutant 6

mutant 2 (C934R) mutant 2 (I1037T) mutant 2 (F1643S)

Mutant 7 Mutant 8 Mutant 9

CbmNav1.7a (R934C) CbmNav1.7a (T1037I) CbmNav1.7a (S1634F)

Note: Mutants 1–3 were employed to analyze the substitution/deletion of amino acid residues respectively

induced by three alternative splicing events. Mutants 4–6 were constructed to analyze the substitution of

amino acid residues induced by three RNA editing events. Mutants 7–9 were generated for backward

verification of the effects of three RNA editing events on channel properties.
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and after extracellular application of TTX. The extracel-

lular application of 500 nmol/L TTX did not prevent the

induced action potentials in immature IHCs, but affected

their time course (Fig. 1F, G). In the presence of TTX, the

amplitude (Fig. 1H) and repolarization rate (dV/dt) of

action potentials were unchanged (Fig. 1K), but the

subthreshold depolarization rate was significantly slower

(P\ 0.001, n = 10) (Fig. 1I). The lack of Na? currents

was also found to decrease the maximum rate of rise of the

action potential upstroke (P\ 0.001, n = 10) (Fig. 1J). In

addition, we measured the width of the action potential at

levels below threshold (20% of spike height) and the action

Fig. 1 Quantitative effects of TTX on action potentials in immature

hair cells. A Na? current recorded from a P6 IHC (apical) by applying

depolarizing voltage steps from a holding potential of - 100 mV

(recording conditions: Vm - 60 mV, Cm 7.83 pF, temperature 37 �C).
B Na? current recorded from a P6 OHC (basal). For clarity, only

some of the traces are shown and some of the potentials are shown

next to them (recording conditions: Vm - 62 mV, Cm 8.79 pF,

temperature 37 �C). C–E Three rows of OHCs with ‘‘V’’-like

stereocilia and one row of IHCs (409 water-immersion lens).

F Action potentials evoked by ?40 pA injection in a P5 IHC before

(black solid line) and during superfusion (red solid line) with

500 nmol/L TTX (recording conditions: Vm - 67 mV, Cm 11.8 pF,

temperature 37 �C). G Measurement of the width of the action

potentials at the 20% and 80% labels (black dotted lines) between

peak and maximum repolarization levels (dotted lines). H Amplitude

of single action potentials before and during the TTX application

(n = 10). I–K Rate of subthreshold depolarization (I), upstroke (J),

and repolarization (K) of single action potentials before and during

TTX application (n =10). L, M Width of action potentials measured at

the two levels shown in G (n = 10). ***P\ 0.001, control versus

TTX-superfusion group, paired Student’s t-test. Data are presented as

the mean ± SEM.

123

54 Neurosci. Bull. January, 2020, 36(1):49–65



potential proper (80% of spike height). At the subthreshold

level, the width of action potentials was greater in the

presence of TTX (P\ 0.001, n = 10) (Fig. 1L). However,

the width of the actual spike did not change significantly

(Fig. 1M). These results are consistent with previous

studies showing that the Na? currents in premature IHCs

play a role in shaping the action potentials mainly by

reducing the time necessary for the membrane potential to

reach threshold [8, 17].

Expression and Distribution of VGSC Subtypes

in Immature Hair Cells

Immunolabeling experiments showed that IHCs and OHCs

in the organ of Corti were specifically labeled by antibodies

directed against the nine VGSC subtypes (Fig. 2A–I).

Further, RT-PCR experiments revealed that all subtypes

(Nav1.1a–1.9a) were present in developing cochlear

sensory epithelia (Fig. 2J). Single-cell qPCR revealed that

six of the subtypes (Nav1.2a, 1.3a, 1.4a, 1.5a, 1.7a, and
1.9a) were found in apical and basal IHCs, while the other

three (Nav1.1a, 1.6a, and 1.8a) were expressed at

extremely low levels or undetectable (Fig. 2K). On the

other hand, six subtypes (Nav1.2a, 1.3a, 1.5a, 1.6a, 1.7a,
and 1.9a) were detected in apical and basal OHCs, while

the other three (Nav1.1a, 1.4a, and 1.8a) were only found

in either apical or basal OHCs (Fig. 2L). Compared to the

other eight subtypes, Nav1.7a exhibited the highest

expression in immature IHCs and OHCs from apical and

basal sensory epithelia, suggesting that it might be the

dominant subtype that contributed to the Na? currents in

developing hair cells (Fig. 2K, C). Furthermore, transcrip-

tome analyses revealed that the a subunits of the nine

VGSC subtypes and four b subunits (b1–b4) occurred in

the apical and basal sensory epithelia. Among them,

Nav1.5a was expressed at a higher level in apical sensory

epithelia, whereas Nav1.1a and b4 were expressed at

higher levels in basal sensory epithelia (differential screen-

ing criteria: fold of change C 1.5, P\ 0.05) (Fig. 2M, N).

Functional Characterization of Nav1.7 Variants

in Cochlear Sensory Epithelia

When compared to the typical wtNav1.7 variant from

peripheral DRG neurons, CbmNav1.7a and CbmNav1.7b

cloned from developing cochlear sensory epithelia have

been characterized by distinct molecular structures pro-

duced by three alternative splicing and three RNA editing

events [18] (Fig. 3A, B). In the present study, we

determined that Na? currents were not elicited from

CbmNav1.7a and 1.7b upon exogenous expression in

HEK293T cells (Fig. 3C–E). To identify which amino-

acid replacement/deletion silenced these two Nav1.7

variants, 9 related mutants were constructed and function-

ally expressed in HEK293T cells (the mutation strategies

are listed in Table 1). We found that mutants 1 and 2

generated Na? currents, whereas mutant 3 did not,

indicating that the deletion of this segment (segment 4

and part of segment 3 in domain III attributed to alternative

deletion of exon 20) might be responsible for the lack of

currents associated with CbmNav1.7b (Fig. 3F–H). Na?

currents were recorded from mutants 5 and 6, but not

mutant 4 (Fig. 3I–K). In contrast, Na? currents were

recorded from mutant 7 but not mutants 8 and 9 (Fig. 3L–

N). This suggested that an amino-acid substitution (C934R)

located in the extracellular linker between segments 5 and

6 of domain II might be the key factor leading to loss of

currents in CbmNav1.7a and 1.7b. Furthermore, western

blot and immunolabeling experiments showed that Nav1.7

protein was present in the membrane and cytosol of

HEK293T cells transfected with mutant 4, suggesting that

the residue replacement C934R results in complete loss-of-

function of Nav1.7 (Fig. S3).

Then, we speculated that the Na? currents of hair cells

might be attributable to functional CbmNav1.7a(C934) (mutant

7) under physiological conditions. To test this hypothesis, we

compared the biophysical properties of wtNav1.7 and

CbmNav1.7a(C934). The expression levels of the two variants

were not statistically different with a current density of

384.03 ± 44.63 pA/pF for wtNav1.7 (n = 20) and

320.54 ± 58.2 pA/pF for CbmNav1.7a(C934) (n = 15), and

their peak currents were observed at - 10 mV (Fig. 4A).

There was no significant difference between wtNav1.7 and

CbmNav1.7a(C934) in terms of the G(V) relationship and the

recovery process (Fig. 4B, H and Table 2). The fast inactiva-

tion time constants in the range of depolarization (- 20 mV to

? 20 mV) of CbmNav1.7a(C934) were significantly larger

(P\0.001) (Fig. 4C). The midpoint of activation (V1/2) for

steady-state inactivation of CbmNav1.7a(C934) was signifi-

cantly shifted leftward (P\0.001), while the slope factor (km)

remained unchanged (Fig. 4D, Table 2). The V1/2 of fast

inactivation for CbmNav1.7a(C934) was shifted in a hyperpo-

larizing direction (P\ 0.05), whereas the km remained

unchanged (Fig. 4E, Table 2). The time constants for deac-

tivation of CbmNav1.7a(C934) during potentials ranging from

- 100 mV to ? 40 mV were smaller (P\ 0.001) (Fig. 4F).

In addition, the peak amplitude of the ramp current of

CbmNav1.7a(C934) was significantly larger than that of

wtNav1.7 (P\ 0.05) (Fig. 4G). The recovery time constant

and Imax of CbmNav1.7a(C934) were similar to those of

wtNav1.7 (Fig. 4H, Table 2). These data showed that

CbmNav1.7a(C934) was associated with a slower fast-inacti-

vation process from the open-state and a quicker deactivation

process as well as a larger ramp current amplitude.

123

Y. Zhou et al.: Distribution and Functional Characteristics of Voltage-Gated Sodium Channels 55



Alternative Splicing Events Modified the Character-

istics of CbmNav1.7a(C934)

To determine whether alternative splicing events contribute

to the function of CbmNav1.7a(C934), the biophysical

properties of wtNav1.7, mutant 1, and mutant 2 were

compared. Mutant 1 did not significantly differ from

wtNav1.7 in terms of I–V curve (348.25 ± 52.5 pA/pF for

mutant 1 at - 10 mV, n = 10), G(V) relationship, V1/2 and

km of steady-state inactivation and fast inactivation, and

recovery time constants (Fig. 5A, B, D, H, Table 3).

Analyses of current decay showed that the sfast and sslow of

Fig. 2 Distribution and expression of VGSC subtypes in immature

hair cells. A–I Red, VGSC subtypes (anti-Nav1.1a–1.9a); green, hair
cell specific–marker (anti-myosin 7a); yellow, co-labeling. J mRNA

segments of the 9 VGSC a subunits from sensory epithelia. K, L
mRNA expression levels of Nav1.1a–1.9a in single IHCs and OHCs

in apical and basal sensory epithelia from P6 mice. M Volcano plots

of the expression levels of genes in apical and basal sensory epithelia

(y-axis, log10 P-value of difference; x-axis, log2 fold-changes; fold-

change C 1.5 and P-value\ 0.05 were set as threshold to identify

differentially-expressed genes). N P values vs fold-changes for the 9

a-subunits and 4 b-subunits of VGSCs; red, differentially-expressed

genes (Nav1.1a, 1.5a, and b4).
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mutant 1 were both smaller than those of wtNav1.7

(P\ 0.001 and P\ 0.01, respectively) at high depolariz-

ing voltages (0 mV to 20 mV), whereas sfast was markedly

larger (P\ 0.05) at low depolarizing voltages (- 20 mV

to - 10 mV) (Fig. 5C). Analyses of deactivation kinetics

showed that the time constant of deactivation for mutant 1

Fig. 3 Electrophysiological recordings from CbmNav1.7 variants

and related mutants in HEK293T cells. A, B Locations of the

substitution and deletion of amino-acids in CbmNav1.7a and 1.7b

compared with wtNav1.7 (purple, segment replacement generated by

alternative splicing of exon 5; red, segment deletion generated by

alternative splicing of exon 11 or exon 20; blue, single amino-acid

residue replacement produced by three RNA editing events in exons

15, 16. and 26). C–E Na? current recordings from wtNav1.7,

CbmNav1.7a, and CbmNav1.7b exogenously expressed in HEK293T

cells. F–N Na? current recordings of nine Nav1.7 mutants exoge-

nously expressed in HEK293T cells.
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was significantly larger (P\ 0.01) than wtNav1.7 across a

range of voltages from - 100 mV to - 80 mV (Fig. 5F).

In addition, mutant 1 also had a larger peak value of ramp

current than wtNav1.7 (P\ 0.05) (Fig. 5G). These data

signified that the alternative splicing of exon 5, leading to

amino-acid replacements L201V/N206D, accelerates the

fast/slow inactivation at high depolarizing voltages, retards

the fast inactivation at low depolarizing voltages, slows the

deactivation, and increases the ramp current.

Mutant 2 did not differ significantly from mutant 1 in

terms of I-V curve (373.82 ± 53.6 pA/pF for mutant 2 at

0 mV, n = 14), G(V) relationship, V1/2 and km of steady-

state inactivation and fast inactivation, recovery time

constant, and ramp current (Fig. 5A, B, D–H, Table 3).

The sfast of mutant 2 was significantly larger at higher

depolarizing potentials (0 mV to 20 mV) (P\ 0.001)

(Fig. 5C) and its deactivation time constant was lower

for potentials ranging from - 100 mV to - 40 mV

Fig. 4 Biophysical properties of CbmNav1.7a(C934). A Peak current-

voltage relationships for wtNav1.7 (black squares) and

CbmNav1.7a(C934) (white squares). B Voltage-dependence of activa-

tion of wtNav1.7 and CbmNav1.7a(C934) fitted with a Boltzmann

function. C Kinetics of inactivation of wtNav1.7 (white squares) and

CbmNav1.7a(C934) (white triangles) fitted with a double-exponential

equation, and the time constants representing the slow (sslow) and fast

(sfast) components. D Voltage-dependence of steady-state inactivation

of wtNav1.7 (black squares) and CbmNav1.7a(C934) (white squares)

fitted with a Boltzmann function. E Voltage-dependence of fast

inactivation of wtNav1.7 and CbmNav1.7a(C934) fitted with a

Boltzmann function. F Time constant for tail current deactivation at

repolarization potentials ranging from - 100 to - 40 mV for

wtNav1.7 and CbmNav1.7a(C934) obtained with single-exponential

fits. G Example of ramp current traces for wtNav1.7 (black line) and

CbmNav1.7a(C934) (grey line); peak ramp currents were calculated.

H Recovery of channel availability from fast inactivation of wtNav1.7

and CbmNav1.7a(C934); the continuous curve is a single-exponential

function fitted to the data with a time constant. *P\ 0.05,

**P\ 0.01, ***P\ 0.001, wtNav1.7 vs CbmNav1.7a(C934), unpaired

Student’s t-test. Data are presented as the mean ± SEM.
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(P\ 0.01) (Fig. 5F). These data indicated that the alter-

native splicing of exon 11, leading to a deletion of amino-

acid fragment 647–657, slows the fast inactivation at high

potentials and accelerates the deactivation.

The sfast of mutant 2 across potentials from - 20 mV to

20 mV was significantly larger than that of wtNav1.7

(P\ 0.05), while the sslow at 10 mV was smaller

(P\ 0.01) (Fig. 5C). The deactivation time constant was

markedly smaller than that of wtNav1.7 (- 40 mV to

- 100 mV) (P\ 0.05) (Fig. 5F), and the peak ramp

current of mutant 2 was also larger than that of wtNav1.7

(P\ 0.05) (Fig. 5G).

RNA Editing Events Account for the Functional

Characteristics of CbmNav1.7a(C934)

To investigate whether RNA editing events contribute to

the function of CbmNav1.7a(C934), we broadly compared

its biophysical properties with those of mutants 2, 5, and 6.

We found no significant differences between mutants 2 and

5 in terms of I-V curve (376.28 ± 84.17 pA/pF for mutant

5 at - 10 mV, n = 7), G(V) relationship, V1/2 and km of

steady-state inactivation and fast inactivation, ramp cur-

rent, and recovery (Fig. 6A, B, D, E, G, H, Table 4).

Compared to mutant 2, the sfast of mutant 5 was larger for

potentials from - 20 mV to 20 mV (P\ 0.01), whereas

the sslow showed selective increases at some depolarizing

potentials (P\ 0.01) (Fig. 6C). The deactivation time

constant of mutant 5 was higher at - 40 mV and - 45 mV

(P\ 0.05) (Fig. 6F). These results show that the U-to-C

RNA editing at exon 16, leading to the amino-acid

substitution I1037T, delays fast/slow inactivation, and

deactivation.

The current density (310.54 ± 32.93 pA/pF for mutant

6 at - 10 mV, n = 11), G(V) relationship, recovery, and

ramp current for mutants 2 and 6 did not statistically differ

(Fig. 6A, B, G, H, Table 4). The sfast of mutant 6 was

significant smaller for potentials from - 20 mV to 20 mV

(P\ 0.05) (Fig. 6C). The steady-state and fast inactivation

curves of mutant 6 were both shifted in a hyperpolarizing

direction, and their V1/2 values were each decreased

(P\ 0.001) (Fig. 6D, E, Table 4). In addition, the deac-

tivation time constant was markedly larger than that of

mutant 2 for potentials from - 100 mV to - 40 mV

(P\ 0.001) (Fig. 6F). These data indicate that the U-to-C

RNA editing at exon 26, leading to the amino-acid

substitution F1643S, accelerates fast inactivation, delays

the transition of the channel from an inactive to an open

state, and delays deactivation.

The sfast of CbmNav1.7a(C934) was larger for potentials

from - 10 mV to 20 mV than mutant 2 (P\ 0.001)

(Fig. 6C). The steady-state and fast inactivation curves for

CbmNav1.7a(C934) were both shifted in a hyperpolarizing

direction, and their V1/2 values were each decreased

(P\ 0.001 and P\ 0.05) (Fig. 6D, E and Table 4). These

data suggested that the two RNA editing events coopera-

tively slow the fast inactivation and delay the transition

from an inactive to an open state.

Discussion

Physiological Role of Sodium Currents in Pre-

hearing Hair Cells

Spontaneous electrical activity is a common feature of

sensory systems during early development, and has been

implicated in promoting neural survival and maturation, as

well as the growth and refinement of their projections to

yield circuits [20–23]. In the auditory system, spontaneous

electrical activity generated by cochlear hair cells before

the onset of hearing has also been implicated in shaping the

Table 2 Biophysical properties

of CbmNav1.7a(C934) variant.
Mutant form Voltage-dependent activation Steady-state inactivation

V1/2 (mV) km (mV) n V1/2 (mV) km (mV) n

wtNav1.7 - 20.00 ± 1.64 4.23 ± 0.55 19 - 37.53 ± 1.61 6.31 ± 0.82 9

CbmNav1.7a(C934) - 19.13 ± 2.25 4.89 ± 0.90 14 - 43.26 ± 0.85*** 6.63 ± 0.52 8

Mutant form Fast inactivation Recovery from inactivation

V1/2 (mV) Time (ms) n Imax Time (ms) n

wtNav1.7 - 38.45 ± 2.27 11.24 ± 1.11 9 1.00 ± 0.004 2.61 ± 0.14 8

CbmNav1.7a(C934) - 44.83 ± 1.51* 13.22 ± 1.05 14 1.05 ± 0.002 3.02 ± 0.11 6

Note: Values are mean ± SEM

*Significant difference (*P\ 0.05, ***P\ 0.001) between wtNav1.7 and CbmNav1.7a(C934) using

unpaired Student’s two-tailed t-test.

123

Y. Zhou et al.: Distribution and Functional Characteristics of Voltage-Gated Sodium Channels 59



organization of nascent circuits [24, 25]. The spontaneous

action potentials in premature IHCs are mainly due to the

interplay between an inward Ca2? current and a delayed

rectifier K? current and are also finely modulated by other

transiently-occurring conductance events, such as small

conductance Ca2?-sensitive K? currents [5]. In this study,

we found that the spontaneous action potentials in prema-

ture IHCs were reversibly abolished by Ca2?-free solution,

clearly showing that spontaneous activity is Ca2?-

dependent, consistent with a previous report [8]. The

typical inward Na? current was recorded in IHCs from P6

mice, and the biophysical characteristics were similar to

those in premature rat IHCs [17]. However, although it is

the main contributor to the rising phase of the action

potential in most neurons [12], the Na? current in

immature IHCs is not necessary for the generation of

action potentials, but rather regulates their frequency [8]. In

the present study, we re-assessed the potential

Fig. 5 Biophysical properties of alternative splicing variants of

CbmNav1.7a. A Peak current-voltage relationships of wtNav1.7,

mutant 1, and mutant 2. B Voltage-dependence of activation of

wtNav1.7, mutant 1, and mutant 2 fitted with a Boltzmann function.

C Kinetics of inactivation of wtNav1.7, mutant 1 and mutant 2 fitted

with a double-exponential equation, and the time constants repre-

senting the slow (sslow) and fast (sfast) components. Symbols:

wtNav1.7 (black squares), mutant 1 (white squares), mutant 2 (white

triangles). D Voltage-dependence of steady-state inactivation of the 3

variants fitted with a Boltzmann function. E Voltage-dependence of

fast inactivation of the 3 variants fitted with a Boltzmann function.

F Time constant for tail current deactivation at repolarization

potentials ranging from - 100 to - 40 mV for the 3 variants,

obtained from single-exponential fits. *Difference between wtNav1.7

and mutant 1; #(dark), difference between mutants 1 and 2; #(gray),

difference between wtNav1.7 and mutant 2. G Example of ramp

current traces for wtNav1.7 (black) and mutant 1 (grey); peak ramp

currents were calculated, *significant difference of mutant 1 and

mutant 2 each compared with wtNav1.7. H Recovery of channel

availability from fast inactivation of the 3 variants; continuous curve

is a single-exponential function fitted to the data with a time constant.

*P\ 0.05, **P\ 0.01, ***P\ 0.001, one-way ANOVA followed

by a Bonferroni post-hoc test for multiple comparison of the

wtNav1.7, mutant1 and mutant 2. Data are presented as the

mean ± SEM.
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physiological role of Na? current in immature IHCs and

found that it shaped their action potentials by decreasing

the time necessary for the membrane potential to reach a

threshold. These data strongly suggest that the Na? current

can make the generation of spontaneous action potentials in

immature IHCs more robust and regulate their frequency.

On the other hand, our current recordings showed that

premature OHCs did not fire spontaneous action potentials,

although a single action potential was triggered by

depolarizing current injection from the resting potential,

in accord with a previous study [26]. Since IHCs and OHCs

exhibit otherwise qualitatively similar basolateral mem-

brane currents, the lack of repetitive action potential

activity in OHCs is somewhat surprising. This might be

due to the absence of the SK2 current, which plays a

crucial role in sustaining repetitive action potential activity

in immature IHCs, and/or different concentrations of Ca2?-

buffering proteins between the two cell types [27, 28]. In

addition, Cav1.3 gene knockout induces the degeneration

of OHCs as well as IHCs, pointing to a possible role of

Ca2? action potentials in the normal maturation of both

immature hair cell types [29]. The typical Na? current was

initially recorded in premature OHCs from isolated acute

cochlear sensory epithelia in the present study, which

verified the existence of a Na? current in isolated

premature OHCs [10]. The Na? current in early develop-

mental stage strongly suggests a noteworthy role in OHC

maturation.

Composition of VGSC Subunits in Pre-hearing Hair

Cells

The Na? currents in premature cochlear IHCs and OHCs

are considered to be TTX-sensitive [8, 10]. Nav1.1a and

Nav1.6a have been determined to be located on the

membrane of IHCs and OHCs, whereas Nav1.2a and

Nav1.7a are located on the nerve fibers below IHCs and

OHCs [17]. In the current study, we found six VGSC

subtypes (Nav1.1a, 1.2a, 1.3a, 1.4a, 1.6a, and 1.7a)
mediating TTX-sensitive currents on the membrane of

IHCs and OHCs, which strongly hinted that multiple

subtypes might synergistically contribute to the Na?

currents in developing hair cells. Furthermore, three

subtypes (Nav1.5a, 1.8a, and 1.9a) that mediate TTX-

insensitive currents were also detected in premature IHCs

and OHCs. These results are consistent with previous

findings identifying the full-length mRNA encoding nine

VGSC subtypes in developing cochlear sensory epithelia

[18]. However, it seems that the three subtypes with

extremely low abundance (Nav1.5a, 1.8a, and 1.9a) cannot
functionally mediate the detectable TTX-insensitive cur-

rents in immature hair cells [8, 17]. Furthermore, the

biophysical properties of Na? currents in IHCs and OHCs

are similar, but their sensitivity to TTX differs (1 mmol/L

TTX fully blocks the currents in IHCs, while 10 mmol/L is

required for OHCs) [10, 17]. This discrepancy could be

attributed to the combinational expression patterns and the

expression levels of VGSC subtypes in the two types of

hair cell.

Among the nine known subtypes of VGSC, the Nav1.7

subtype has been suggested to be the main carrier of Na?

currents in premature IHCs, because of the similarity in its

biophysical and pharmacological properties [8]. Nav1.7 is

preferentially expressed in peripheral neurons and produces

a TTX-sensitive Na? current with hyperpolarized steady-

state activation/inactivation, and fast kinetics [30]. The

interesting thing is that the biophysical properties, channel

kinetic characteristics, and the pharmacological sensitivity

to TTX (KD 4.8 ± 0.6 nmol/L) of Na? current in immature

IHCs were similar to that carried by Nav1.7 (KD of TTX

Table 3 Biophysical properties

of mutant 1 and mutant 2.
Mutant form Voltage-dependent activation Steady-state inactivation

V1/2 (mV) km (mV) n V1/2 (mV) km (mV) n

wtNav1.7 - 20.00 ± 1.64 4.23 ± 0.55 19 - 37.53 ± 1.61 6.31 ± 0.82 9

Mutant 1 - 21.28 ± 1.29 4.76 ± 0.51 11 - 37.37 ± 1.78 6.65 ± 0.88 8

Mutant 2 - 18.65 ± 1.22 4.69 ± 0.51 14 - 35.84 ± 1.16 6.86 ± 0.62 10

Mutant form Fast inactivation Recovery from inactivation

V1/2 (mV) km (mV) n Imax Time (ms) n

wtNav1.7 - 38.45 ± 2.27 11.24 ± 1.11 9 1.00 ± 0.004 2.61 ± 0.14 8

Mutant 1 - 40.95 ± 1.61 10.83±0.88 6 0.99 ± 0.002 2.70 ± 0.14 5

Mutant 2 - 38.02 ± 2.81 13.76 ± 1.74 8 1.00 ± 0.004 2.71 ± 0.16 8

Note: Values are mean ± SEM. No significant difference between wtNav1.7, mutant 1 and mutant 2 using

one-way ANVOA followed by a Bonferroni post-hoc test.
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4.3 ± 0.92 nmol/L) [8, 17]. In the present study, we

showed that Nav1.7 protein was located on the membrane

of hair cells and was also the predominant Na? channel

transcript in single hair cells, with low abundance of other

Na? channel transcripts. In our previous work, Nav1.6a
mRNA was shown to have higher expression levels than

the other eight subtypes in developing sensory epithelia

[18]; however, the single-cell qPCR data here showed that

the mRNA expression level of Nav1.6a was markedly

lower than that of Nav1.7a in single hair cells. These

inconsistent results may be due to the different

experimental material used. The cochlear sensory epithelia

used in the previous study consisted of many types of cells

(hair cells, supporting Deiters’ cells, Hensen cells, pillar,

inner phalangeal, and border cells), and Nav1.6a might

have been expressed not only in hair cells but also in other

subtypes in the immature cochlea. These findings led us to

hypothesize that Nav1.7 is the main contributor to the Na?

current in immature hair cells. In addition, Nav1.7

generates currents with slow closed-state inactivation that

permits the production of ramp currents in response to

small, slow depolarization near the resting membrane

Fig. 6 Biophysical properties of RNA editing variants of

CbmNav1.7a. A Peak current-voltage relationships of mutants 2, 5,

6, and 7 (CbmNav1.7a(C934)). B Voltage-dependence of activation of

the variants fitted with a Boltzmann function. C Kinetics of

inactivation of the variants with a double-exponential equation, and

the time constants representing the slow (sslow) and fast (sfast)
components. *difference between mutants 2 and 5; #(dark), difference

between mutants 2 and 6; #(gray), difference between mutant 2 and

CbmNav1.7a(934). D Voltage-dependence of steady-state inactivation

of the variants fitted with a Boltzmann function. E Voltage-depen-

dence of fast inactivation of the variants fitted with a Boltzmann

function. F Time constants for tail current deactivation at repolariza-

tion potentials ranging from - 100 to - 40 mV for the variants from

single-exponential fits. G Example of ramp current traces for mutant

2 (black) and CbmNav1.7a(C934) (grey); the peak ramp currents were

calculated. H Recovery of channel availability from fast inactivation

of the variants; the continuous curve is a single-exponential function

fitted to the data with a time constant. *P\ 0.05, **P\ 0.01,

***P\ 0.001, one-way ANOVA followed by a Bonferroni post-hoc

test for multiple comparisons of the variants. Data are presented as the

mean ± SEM.
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potential [31]. Thus, Nav1.7 could be a threshold channel

that amplifies small membrane depolarization close to the

action potential threshold [32]. For example, in peripheral

DRG neurons, the shape of the action potential is

determined mainly by TTX-resistant Na? currents, but

Nav1.7 current contributes to the spike waveform by

decreasing the time to reach threshold [33]. This might

allow the conclusion that the Na? currents mainly carried

by Nav1.7 contribute to the subthreshold depolarization

and regulate the frequency of spontaneous action potentials

in premature hair cells.

It is known that the primary a-subunit forms the central

pore of the VGSC and serves as the voltage sensor, while

the auxiliary b-subunits modulate the gating kinetics and

surface expression of VGSCs [34]. Here, we demonstrated

that four b-subunits (b1–b4) are expressed in immature

sensory epithelia, the b4 subunit being highly expressed in

basal sensory epithelia. These details raise an interesting

question, specifically whether a and b subunits of VGSCs

assemble in a dynamic matched-paired formation in apical

and basal sensory epithelia.

Post-transcriptional Regulation of VGSCs in Devel-

oping Cochlea

Transcriptional modification events such as alternative

splicing and RNA editing result in a single gene encoding

multiple functional proteins. VGSCs undergo extensive

transcriptional modification under various physiological

and pathological conditions. Our previous study has shown

that two novel Nav1.7 variants (CbmNav1.7a and 1.7b) in

cochlear sensory epithelia undergo various post-transcrip-

tional modifications [18]. The interesting question is

whether the cochlea-specific modifications affect the gating

properties and kinetic parameters of Nav1.7. In the present

study, the Na? currents of CbmNav1.7a and 1.7b could not

be detected in HEK293T cells. The Na? current recordings

from eight Nav1.7 mutants revealed that the disappearance

of CbmNav1.7a currents was attributable to an amino-acid

residue replacement (C934R) located at the extracellular

linker between segments 5 and 6 of domain II via U-to-C

RNA editing in exon 15. In this case, the uncharged Cys

residue was replaced by a positively-charged Arg residue,

which led to the loss of the CbmNav1.7a current. If so,

Cys/Arg934 might be a novel loss-of-function mutation in

Nav1.7 that occurs under physiological conditions. More-

over, the lack of segment 4 and part of segment 3 in

domain III of CbmNav1.7b results in a truncated non-

functional channel protein. A somewhat similar modifica-

tion event has been shown in the hNav1.6 and CACNL1A4

genes, and this was speculated to be a ‘‘fail-safe’’

mechanism [35, 36]. These data suggest that the RNA

editing in exon 15 and alternative splicing of exon 20 could

result in ‘‘fail-safe’’ protection of CbmNav1.7 in premature

hair cells, which might be beneficial for decreasing cellular

excitability under physiological conditions.

The next question concerns which Nav1.7 variant is the

main contributor to Na? currents in cochlear hair cells

in vivo. Here, we considered CbmNav1.7a(C934) to be a

potential candidate. Compared to wtNav1.7, the functional

shift of CbmNav1.7a(C934) (slower fast-inactivation from

open-state, faster deactivation, and larger ramp current)

could strengthen its ability to receive and amplify weak

electrical signals under conditions of lower depolarized

membrane voltage. These results imply that the Na?

currents in developing IHCs might be attributed to

Table 4 Biophysical properties

of mutant 5 and mutant 6.
Mutant form Voltage-dependent activation Steady-state inactivation

V1/2 (mV) km (mV) n V1/2 (mV) km (mV) n

Mutant 2 - 18.65 ± 1.22 4.69 ± 0.51 14 - 35.84 ± 1.16 6.86 ± 0.62 10

Mutant 5 - 20.90 ± 1.55 3.77 ± 0.77 8 - 36.05 ± 1.21 5.86 ± 0.64 6

Mutant 6 - 21.54 ± 0.67 4.60 ± 0.25 12 - 54.99 ± 1.01*** 7.08 ± 0.46 9

CbmNav1.7a (C934) - 19.13 ± 2.25 4.89 ± 0.90 14 - 43.26 ± 0.85*** 6.63 ± 0.52 8

Mutant form Fast inactivation Recovery from inactivation

V1/2 (mV) km (mV) n Imax Time (ms) n

Mutant 2 - 38.02 ± 2.81 13.76 ± 1.74 8 1.00 ± 0.004 2.71 ± 0.16 8

Mutant 5 - 41.63 ± 1.65 9.50 ± 0.89 8 1.01 ± 0.003 3.05 ± 0.13 4

Mutant 6 - 52.26 ± 1.78 *** 12.41 ± 1.25 9 1.01 ± 0.003 2.87 ± 0.10 6

CbmNav1.7a (C934) - 44.83 ± 1.51* 13.22 ± 1.05 14 1.05 ± 0.002 3.02 ± 0.11 6

Note: Values are mean ± SEM.

*Significant difference (* P\ 0.05, *** P\ 0.001) of mutant 2 vs mutant 6, and mutant2 versus

CbmNav1.7a (C934) using one-way ANVOA followed by a Bonferroni post-hoc test.
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CbmNav1.7a(C934) in vivo, which is largely activated

around the resting membrane potential and then involved

in shaping spontaneous action potentials.

Finally, it was unclear which post-transcriptional events

lead to the distinctive biophysical properties of

CbmNav1.7a(C934). The ramp current of CbmNav1.7a(C934)
was increased by (201)V(206)D (exon 5 alternative

splicing) in the DI/S3–S4 linker. This result was in accord

with a previous report showing that exon 5 (5N and 5A)

alternative splicing of hNav1.7 enhances the amplitude of

currents in response to a slowly-depolarizing ramp stimulus

[37]. The faster deactivation associated with

CbmNav1.7a(C934) was attributed to deletion of the

647–657 amino-acid fragment (exon 11 alternative splic-

ing). In addition, F1643S (a U-to-C RNA editing event in

exon 26) delayed the deactivation process, and I1037T

itself had no effect on deactivation. The delayed inactiva-

tion from the open state in CbmNav1.7a(C934) might be

induced by the systemic roles of the two alternative

splicing events and two RNA editing events noted above,

and the accelerated deactivation of CbmNav1.7a(C934)
might be attributed to two alternative splicing events and

an RNA editing event at exon 26. These results indicate

that the residue replacements and fragment deficiency

distributed in four functional areas can modify channel

dynamics in an individual or combinational manner

(Table 5).

It was also interesting that deactivation of the Nav1.7

variant was delayed by the F1643S substitution; however,

when I1037T coexisted with F1643S, the deactivation was

conserved. The I1037T substitution was located at the

intracellular linker between DII and DIII of

CbmNav1.7a(C934), whereas the F1643S substitution was

at the intracellular linker between DIV S4 and DIV S5. One

remaining question is how these two modifications regulate

the deactivation of CbmNav1.7a(C934). Regardless, these

results provide important clues to understanding the

dynamic-functional mechanisms of VGSCs.

Conclusion

The present study demonstrated that cochlea-specific post-

transcriptional modifications amend the biophysical prop-

erties of the CbmNav1.7 variant, the main contributor to

Na? currents involved in regulating the frequency of

spontaneous action potentials in premature IHCs.
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Table 5 Respective contributions of transcriptional modification events for biophysical properties of CbmNav1.7a(C934).

Location sites Exon 5 Exon 11 Exon 5&11 Exon 16 Exon 26 Exon

16&26

Altered proper-

ties of

CbmNa1.7a(C934)Posttranscriptional

modification

events

Alternative

splicing

Alternative

splicing

RNA editing RNA editing

Amino acid substi-

tution or deletion

L201V/N206D 647–657

deletion

L201V/

N206D

647–657

deletion

I1037T F1643S I1037T&

F1643S

Topological

structure

Extracellular lin-

ker of S3 and S4

in Domain I

Intracellular

linker of

Domain I and

II

Intracellular

linker of

Domain II and

III

Intracellular lin-

ker of S4 and S5

in Domain IV

Channel dynamics

Activation

Inactivation

component

? - - - ? - -

Steady

inactivation

- - -

Fast inactivation - - -

Deactivation - ? ? - ?

Ramp current ? ? ?

Note:‘‘?’’ represents the process is faster or larger, ‘‘-’’ represents the process is slower, ‘‘empty form’’ represents no change.
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Abstract Accumulating evidence suggests that the circa-

dian rhythm plays a critical role in mood regulation, and

circadian disturbances are often found in patients with

major depressive disorder (MDD). The mitogen-activated

protein kinase (MAPK)/extracellular signal-regulated

kinase (ERK) pathway is involved in mediating entrain-

ment of the circadian system. Furthermore, the MAPK/

ERK signaling pathway has been shown to be involved in

the pathogenesis of MDD and the rapid onset of action of

antidepressant therapies, both pharmaceutical and non-

pharmaceutical. This review provides an overview of the

involvement of the MAPK/ERK pathway in modulating the

circadian system in the rapid action of antidepressant

therapies. This pathway holds much promise for the

development of novel, rapid-onset-of-action therapeutics

for MDD.

Keywords Major depressive disorder � MAPK pathway �
Circadian system � Rapid antidepressant therapy

Introduction

Rapid-onset antidepressant therapies have been shown to

be related to the circadian rhythm, but the specific

molecular pathways have not been clarified [1–3]. The

mitogen-activated protein kinase (MAPK)/extracellular

signal-regulated kinase (ERK) signaling pathway is

involved in major depressive disorder (MDD), but such

an involvement has not been interpreted from the perspec-

tive of the circadian system [4]. The regulation of circadian

genes by the MAPK/ERK pathway has been demonstrated

elsewhere but not linked specifically to depression [5, 6]. In

this review, we propose that rapid-onset pharmaceutical

and non-pharmaceutical antidepressant therapies may

modulate the circadian rhythm through the MAPK

pathway.

Circadian Rhythm and Its Effect on Mood

The circadian rhythm in mammals is controlled by the

suprachiasmatic nucleus (SCN), which is often referred to

as the central circadian clock. It synchronizes the periph-

eral clock in various cells throughout the body. The

molecular machinery of the circadian clock consists of
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interlocked molecular feedback loops [2, 7–9]. The core

circadian loop consists of positive and negative branches.

The positive branch consists of circadian locomotor output

cycles kaput (CLOCK) and brain and muscle ARNT-like 1

(BMAL1) proteins, which heterodimerize and bind to the

Enhancer Box of the period and cryptochrome genes to

activate their transcription. The period (PER) and cryp-

tochrome (CRY) proteins then heterodimerize in the

cytoplasm and are phosphorylated by glycogen synthase

kinase-3 and casein kinase Ie. Afterward, they shuttle back

into the nucleus to inhibit the transcription of Clock and

Bmal1 genes. Lastly, the PER and CRY proteins are

degraded in the cytoplasm and release the inhibition of

transcription. This process lasts about 24 h.

In addition to the core circadian feedback loop, inter-

locking feedback loops have also been explored with

regard to their modulation of the circadian rhythm. The

other feedback loop contains Rora and Rev-erba, which
regulate BMAL1 expression [10–13]. Rora activates the

expression of BMAL1, and Rev-erba inhibits it, which

reinforces the oscillations. Another loop consists of Dec1

and Dec2, which negatively regulate circadian rhythms

[14]. The CLOCK and BMAL1 complexes activate the

transcription of the Dec1 and Dec2 genes, whereas the PER

and CRY complexes inhibit them. In addition, differenti-

ated embryo chondrocytes self-regulate to inhibit the

transcription of their own genes. They also inhibit

transcription of the Per and Cry genes [15]. These form

multiple interlocked molecular feedback loops that provide

stability and fine regulation of the circadian machinery

(Fig. 1).

Previous studies have shown that daily rhythms are

prominent in every aspect of bodily function, such as sleep/

wake periods, core body temperature, blood pressure,

hormone secretion, cognition, and mood [16, 17]. Distur-

bances of the circadian rhythm may be related to mental

disorders. For example, since the 1950s, circadian distur-

bances have been reported in patients with mood disorders

[18]. Circadian clinical manifestations in MDD patients

include social activity rhythm disorder, sleep/wake cycle

disorder, blood pressure rhythm disorder, and hormone

secretion rhythm disorder [19]. In the late 1980s, the Social

Zeitgeber Theory of mood disorders proposed that stress

leads to alterations of the circadian rhythms in susceptible

individuals, resulting in depressive or manic episodes [20].

Research on patients with first-episode MDD has shown

disturbances in circadian rhythms of the expression of

PERIOD1, PERIOD2, CRY1, BMAL1, NPAS2, and GSK-

3b, as well as abnormalities in the circadian rhythms of the

secretion of melatonin, vasoactive intestinal peptide,

cortisol, adrenocorticotropic hormone, insulin growth fac-

tor-1, and growth hormone [21]. And these abnormalities

are correlated with the severity of depressive symptoms.

Some studies have also reported that mood symptoms are

Fig. 1 Circadian feedback loops in mammalian cells. The loops

contain the classical core feedback loop (including BMAL1/CLOCK

and PER/CRY proteins), an REV-ERB/ROR loop, and a Dec loop,

which interlocks with the classical core loop. CLOCK and BMAL1

form heterodimers that activate the transcription of Cry and Per

genes. PER dimerizes with CRY to inhibit CLOCK–BMAL1-

mediated transcription. Rora activates the expression of BMAL1,

and Rev-erba inhibits it, forming a feedback loop. The CLOCK and

BMAL1 complexes activate transcription of the Dec1 and Dec2

genes, whereas the PER and CRY complexes inhibit them. In

addition, DECs self-regulate to inhibit the transcription of their own

genes. This forms another loop. These loops are interlocked. CK1e/d,
casein kinase 1e/d; CRY, cryptochrome; DEC, differentiated embryo

chondrocyte; E-box, enhancer-box; PER, period; ROR, retinoic acid-

related orphan receptor; P, phosphorylation.
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alleviated along with the resumption of circadian rhythms

with treatment [18, 19]. All therapeutic strategies that are

employed for mood disorders alter or steady circadian

rhythms [3]. Nevertheless, the mechanisms that underlie

circadian rhythm disturbances that might induce mood

alterations have not been clarified. Logan et al. found that

chronic unpredictable mild stress (CUMS), a widely used

animal model of depression, significantly reduces the

rhythmic amplitude of activity and body temperature in

mice [22]. These alterations of biological rhythms are

directly correlated with depressive-like behaviors. Expres-

sion of the amplitude of the clock gene per2 rhythm is

decreased in the SCN and increased in the nucleus

accumbens (NAc) of CUMS mice. Molecular circadian

changes in the SCN and NAc are directly correlated with

mood-related behaviors [22]. CUMS also causes distur-

bances in the circadian rhythms of plasma corticosterone,

melatonin, and vasoactive intestinal peptide in rats [23].

The functions of daily rhythms of the hypothalamus-

pituitary-thyroid (HPT) axis are also reduced in rats

exposed to CUMS [24]. In addition, CUMS induces

alterations of the rPER2 rhythm in the rat SCN [25]. The

hippocampal CLOCK protein has been shown to play an

important part in the continuance of the depressive-like

behaviors induced by CUMS [26].

Clock gene variants have often been associated with

diurnal preference [19] and have been explored with regard

to the mechanisms of mood disorders [27]. Preclinical and

clinical reports suggest that mutations of both Clock

[28, 29] and Per [30, 31] are associated with mood

disorders. Previous research on circadian regulation has

impressively exhibited its predictive value for the initiation

of depression. Spulber et al. [32] studied the long-term

behavioral changes induced by prenatal exposure to

excessive glucocorticoids. They found that progressive

changes in circadian entrainment precede depression.

Circadian oscillations in clock gene mRNA expression

are also diminished in skin fibroblasts before the initiation

of depression. These results indicate that changes in the

circadian entrainment of spontaneous activity and possibly

clock gene expression in fibroblasts signal the development

of depression. Other researchers have suggested that

circadian disturbances might be the origin of mood

disorders rather than their consequence [2].

Circadian rhythm disorders might be a part of the

pathogenesis of mood disorders. However, detailed mech-

anisms, such as the cellular signaling pathways, have not

been sufficiently clarified.

Regulation of the Circadian System by the MAPK
Pathway

Light is known to be the strongest stimulus (zeitgeber) for

entrainment of the circadian pacemaker [33, 34]. The

retinohypothalamic tract (RHT) is located between the

retina and the SCN in mammals. Even very dim light has

been shown to entrain the circadian pacemaker [35–37].

However, non-photic stimuli have also been shown to exert

weak but independent effects on the SCN. That is, other

zeitgebers besides light can entrain the circadian

pacemaker.

The MAPK signaling pathway may act as a critical

common mediator of the circadian rhythm in the SCN, the

periphery, and cultured cells, and circadian entrainment by

photic and non-photic stimuli may be impacted by similar

molecular mechanisms [38] (Fig. 2).

MAPK Pathway Underlies Photic Entrainment

of the Circadian System

The MAPK pathway [39] in mammals consists of ERK1/2,

c-Jun N-terminal kinase (JNK), p38, and ERK5. The

MAPK pathway has been suggested to be involved in

entrainment of the circadian clock [38]. The potential

involvement of Ras, part of the MAPK signaling pathway,

in modulating the circadian rhythm has been proposed in

several studies [40–48]. ERKs have also been shown to

play a role in photic resetting of the clock in the rodent

SCN [49, 50]. The role of the SCN clock as a master

pacemaker is modulated by light via direct excitation from

the eyes. Intrinsic photosensitive retinal ganglion cells

detect light through melanopsin [51] and project directly to

the SCN through the RHT. The terminals of the RHT

release glutamate and pituitary adenylate cyclase-activat-

ing peptide (PACAP) in the SCN [52]. They are ligands for

N-methyl-D-aspartate receptors (NMDARs) and Pac1

receptors, respectively, at postsynaptic neurons in the

SCN. The activation of NMDARs is followed by an inflow

of Ca2? [53, 54], which stimulates Ca2?-calmodulin kinase

II that successively activates cyclic adenosine monophos-

phate (cAMP) response element binding protein (CREB)

[55, 56]. In parallel, the activation of NMDARs leads to the

activation of Ras, with subsequent activation of the MAPK

pathway. ERK1/2 phosphorylates p90 ribosomal S6 kinase,

which successively phosphorylates CREB, which is indis-

pensable for light-induced resetting of the circadian clock

in the SCN [57, 58]. Pac1 receptors can be activated by

both light and stress [59]. PACAP is a critical neurotrans-

mitter that is released in stress transduction areas of the

brain, including the paraventricular nucleus of the
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hypothalamus, the amygdala, extended amygdala nuclei,

and the prefrontal cortex (PFC).

A previous study provided strong evidence that CREB

plays a vital role as an endpoint of the MAPK pathway in

the regulation of the mPer (mPer1 and mPer2) genes [58].

Additional studies suggested that the MAPK pathway

mediates the photic input which is involved in immediate-

early gene (e.g., c-fos and Per1) induction in the SCN

[60–62]. Per1 is a clock gene in the negative feedback loop

of the circadian system, the activation of which is thought

to be an important event in modulating the clock [63]. The

MAPK pathway has a series of downstream effector

molecules that control the expression of related genes,

including circadian genes [64] (Fig. 2). Moreover, ERK

and MAPK interact with and phosphorylate CLOCK,

BMAL1, CRY1, and CRY2 in the circadian system [6].

MAPK Pathway Underlies Non-photic Entrainment

of the Circadian System

In addition to light, non-photic stimuli can also impact the

circadian clock [65–67]. Numerous other stimuli have been

shown to increase locomotor activity or arousal in animals,

including injections of triazolam [68, 69] and morphine

[70], confinement to a novel wheel [71, 72], social and

sexual cues [73], and sleep deprivation [74]. Some research

have also revealed that the circadian clock can be reset in

Fig. 2 Photic- and non-photic-responsive MAPK signaling pathways

in the brain. In photic circadian clock entrainment, the neurotrans-

mitters glutamate and PACAP are released onto SCN neurons via the

eye and RHT. The activation of NMDA and Pac1 receptors in turn

results in the activation of Ras and heterotrimeric G proteins, which

successively activate ERK and CREB. Non-photic stimulation by SD,

ECT, or DBS leads to the activation of adenosine A1 receptors, which

leads to the activation of ERK and CREB. Phosphorylated CREB is

translocated to the nucleus and activates the transcription of

immediate-early genes, including Per1. SD, sleep deprivation; ECT,

electroconvulsive therapy; DBS, deep brain stimulation; P, phospho-

rylation; ER, endoplasmic reticulum; TSS, transcription start site.
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humans by modulating mealtime, exercise, sleep-wake

schedule, and social stimuli [75].

The intracellular biochemical cascades that underlie

non-photic phase-shifts have gradually been identified. A

study [76] showed that dark pulses decrease the levels of

phosphorylated ERK1/2 but do not affect the levels of

phosphorylated Ets-like gene 1. Another study revealed the

involvement of the ERK/MAPK pathway in phase-shifts in

response to 3 h of sleep deprivation initiated at midday in

Syrian hamsters [67]. Cultured NIH-3T3 fibroblasts treated

with tissue plasminogen activator exhibit circadian oscil-

lations of gene expression that are restrained by a MEK

inhibitor, and sustained activation of the MAPK pathway is

sufficient to activate circadian gene expression [38]. These

results demonstrate that the MAPK pathway acts as a

critical mediator of signaling pathways that are involved in

circadian entrainment by non-photic stimuli.

Research on the mechanisms that underlie physical

therapy have revealed that sleep deprivation, electrocon-

vulsive therapy (ECT), and deep brain stimulation (DBS)

are associated with an increase in adenosinergic signaling

[77–80]. Sleep deprivation increases the secretion of

adenosine in the brain and upregulates adenosine A1

receptors in humans and rodents [81–83]. Two physical

therapies for depression, ECT and DBS, increase the levels

of adenosine and stimulate A1 receptors [77, 79, 84, 85].

Previous studies have shown that A1 receptors regulate

phospholipase C [86–89] and the ERK pathway [90, 91] in

cells where they are highly expressed (e.g., neurons and

smooth muscle cells). The MAPK pathway is an important

component of the circadian clock [6] and mediates the

regulation of the circadian rhythm. Evidence suggests that

A1 receptors mediate the circadian rhythm through the

MAPK pathway and downstream CREB (Fig. 2).

To summarize, these investigations indicate that the

MAPK pathway acts as a critical common mediator in the

signaling pathways that regulate the circadian rhythm

which is induced by both photic and non-photic stimuli.

Regulation of the circadian system by the MAPK pathway

may also play a critical role in depression.

MAPK Pathway in Depression

The MAPK/ERK pathway has been shown to play a critical

role in MDD [92, 93] and in the actions of antidepressants

[4, 94, 95]. Elements of the MAPK/ERK signaling

pathway, including MEK1, MEK2, and Rap1, are reduced

in the frontal cortex in MDD patients [96]. The levels of

CREB cAMP and Ca2? signaling also reduced in MDD

[96]. Evidence also suggests decreases in ERK1/2, ERK5,

MEK1, and CREB in the hippocampus [97, 98] and Rap1

activity in the PFC and hippocampus [99] in depressed

suicidal individuals. Postmortem investigations have

reported that the mRNA and protein levels of ERK1/2 in

prefrontal cortical areas and the hippocampus are signif-

icantly reduced in depressive suicide individuals

[96, 99, 100]. MAPK-phosphatase 1 (MKP-1), a negative

modulator of the MAPK pathway, is increased in the

hippocampus of MDD patients [93]. The overexpression of

MKP-1 is sufficient to induce depressive-like behavior in

rodent models [93, 101]. The MAPK pathway has been

suggested to play a vital role in the development of

depression [95, 102].

Activity of the MAPK pathway is inhibited by chronic

stress and restored by antidepressant treatment [103].

Inhibition of the MAPK pathway induces depressive- and

anxiety-like behaviors [104]. Duman and colleagues

demonstrated that inhibition of the MAPK pathway leads

to depressive-like behaviors and blocks the behavioral

actions of antidepressants on rodents [4]. Furthermore,

depressive-like behavior is positively associated with a

reduction of pERK in a rat model of depression [105].

Inhibition of the ERK pathway produces depressive-like

behavior and blocks the antidepressant effects of ketamine

[106]. Moreover, Pochwat et al. reported that ERK

activation is crucial for both the short- and long-term

antidepressant-like actions of NMDAR antagonists in the

forced swim test in rats [107]. Recently, Labonté and

colleagues reported that an increase in ERK signaling in

glutamatergic pyramidal neurons in the ventromedial PFC

(vmPFC) specifically increases the susceptibility of female

rats to stress [108]. However, these results are in sharp

contrast to those of previous studies in rodents [109–111]

and postmortem human brains [96]. The study by Labonté

and colleagues investigated the vmPFC, whereas most

other previous studies focused on other cortical regions or

the NAc. This may be the main reason for the discrepant

findings. Further work is needed to illustrate why an

increase in ERK signaling in the female vmPFC results in

depressive-like behavior, while the same change in the

male vmPFC has diverse outcomes.

In summary, abundant evidence indicates that the

MAPK/ERK pathway is involved in the pathogenesis of

depression and may be an attractive target for the

development of new therapeutic strategies for MDD.

Regulation of the Circadian System by the MAPK
Pathway: Involvement in Rapid Antidepressant
Effects

Accumulating evidence suggests that MDD is a circadian-

related disorder. Almost all patients with MDD suffer from

alterations of diurnal rhythmicity (e.g., temperature, sleep,

hormone secretion, and mood) during depressive episodes

123

70 Neurosci. Bull. January, 2020, 36(1):66–76



[3]. A review showed that both low-dose ketamine and

sleep deprivation therapy (SDT) modulate the circadian

rhythm in humans, animals, and neuronal cells [3]. The fact

that both therapies impact sleep homeostasis and the

circadian rhythm indicates that the circadian and sleep-

wake systems and their interactions are related to rapid

antidepressant effects.

Sleep Deprivation Therapy and Other

Non-pharmaceutical Treatments

The advent SDT was a major revolution when considering

its rapid remission of depressive manifestations [112]. SDT

generally refers to keeping patients awake for *36 h. The

mechanism underlying the effects of SDT has been

investigated for many years, but no mechanism has yet

been demonstrated. Bunney et al. proposed that abnormal

circadian clock genes which control rhythms are altered by

a change of the sleep-wake cycle [7, 16]. SDT responders

present distinct activation of circadian genes (Rora, Dec2,

and Per1) after SDT, whereas non-responders present

notable reductions in the expression of these genes

afterwards [7]. A few studies of clock genes in mice

showed that a subset of circadian clock genes (e.g., Per1

and Per2) appear to behave as immediate-early genes and

are transcriptionally responsive within hours after sleep

deprivation [113–116]. Depriving mice of sleep inhibits

*80% of rhythmic genes [114, 117].

The MAPK/ERK signaling pathway has been shown to

be involved in the mechanism of action of SDT [118]. The

diurnal activation of ERK in the dorsomedial SCN (i.e. the

‘‘shell’’) is suppressed following sleep deprivation. A

previous study indicated that adenosine A1 receptors are

important for the antidepressant effects of sleep deprivation

[119, 120]. Two other rapid-onset non-pharmaceutical

therapies for depression, ECT and DBS, are also associated

with an increase in the release of adenosine and the

activation of A1 receptors [77, 79, 84]. Interestingly, A1

receptors regulate the ERK pathway [90, 91]. These studies

suggest that the rapid-onset non-pharmaceutical treatments

for depression exert their antidepressant effects by stimu-

lating A1 receptor-ERK1/2 signaling (Fig. 2).

Besides, light therapy can also produce a rapid antide-

pressant effect. However, the parameters of light therapy

varied among different clinical trials, so the results were

different [121, 122]. Currently, there is no uniform

procedure for light therapy. Above, we discussed the

involvement of the MAPK/ERK pathway in both photic

and non-photic entrainment of the circadian system. We

propose that rapid-onset-of-action non-pharmaceutical

treatments for depression exert their antidepressant effects

by activating MAPK/ERK signaling, which mediates

resetting of the circadian system, although no direct

evidence is yet available to support our viewpoint.

Low-Dose Ketamine

Several studies indicate that the rapid antidepressant

effects of low-dose ketamine are closely related to the

regulation of circadian systems. Duncan et al. [123] found

an association between the clinical antidepressant effects

of ketamine and circadian timekeeping (i.e., amplitude

and timing) using wrist-activity monitors in MDD

patients. Bellet et al. [124] found that ketamine affects

molecules associated with the central circadian clock.

Specifically, ketamine decreases the amplitude of circa-

dian transcription of the Bmal1, Per2, and Cry1 genes in

a dose-dependent manner. Ma et al. [125] reported that

ketamine accelerates the differentiation of double cortin-

positive adult hippocampal neural progenitors into func-

tionally mature neurons. This process requires activation

of the tyrosine kinase receptor B (TrkB)-dependent ERK

pathway. TrkB-dependent neuronal differentiation is

related to the sustained antidepressant effects of ketamine.

Moreover, another study reported that acute inhibition of

the MAPK pathway produces depressive-like behavior

and blocks the antidepressant effect of ketamine [106].

Recently, Yang et al. found that (R)-ketamine signifi-

cantly attenuates the decrease in ERK phosphorylation

and its upstream effector MAPK/ERK in the PFC and

hippocampal dentate gyrus in susceptible mice following

chronic social defeat stress [126]. Based on this evidence,

we speculate that low-dose ketamine produces its rapid

antidepressant effects through the MAPK pathway to

regulate the circadian system.

Overall, these results suggest that both SDT and

ketamine act on circadian genes through the ERK/MAPK

pathway, which phosphorylates CREB to produce a rapid

antidepressant response. Using comparative transcrip-

tomics analyses, Orozco-Solis et al. found that both

SDT and ketamine act on the circadian clock via the

MAPK/ERK pathway in the anterior cingulate cortex

[127]. These findings suggest that the mediation of

entrainment of the circadian system by the MAPK/ERK

pathway may be involved in neuropathological processes

that are associated with depression and antidepressant

therapy, although further studies are needed to test this

possibility (Fig. 3).

At present, most of the commonly-used first-line

antidepressants target monoamine neurotransmitters, such

as the selective serotonin reuptake inhibitors. Although the

MAPK signaling pathway is involved in almost all of their

mechanisms, they do not directly target this signaling

pathway, so the onset of their action takes a relatively long
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time. Sleep deprivation can have a rapid antidepressant

action but this only lasts for a short period and is easy to

reverse. Depressive symptoms can recur as sleep recovers.

However, the other rapid antidepressant methods, such as

DBS, modified ECT, and low-dose of ketamine, whose

mechanisms of action are still in the exploratory stage, are

not well established. So we cannot provide the long-term

outcomes of the currently available interventions targeting

the MAPK pathway for antidepressant effects.

Conclusions and Future Directions

To date, accumulating evidence has indicated that the

MAPK/ERK pathway is involved in the pathogenesis of

depression and the mechanism of action of both pharma-

ceutical and non-pharmaceutical antidepressant therapies.

Increasing evidence also demonstrates the mediation of

entrainment of the circadian system by the MAPK/ERK

pathway. However, little evidence links these systems to

depression. To our knowledge, only one study has directly

demonstrated such a mechanism in depression [127] using

comparative transcriptomics analyses. Future studies are

needed to test this hypothesis using various models,

including behavioral tests, western blot, virus microinjec-

tion into specific brain areas, and conditioned intervention

genes in animals.

Some basic questions still need to be answered. First,

does the circadian system play an important or indispens-

able role in the pathogenesis of depression? Second, do

other pathways mediate entrainment of the circadian

system? Third, how do these pathways interact with and

affect the circadian system? These are critical questions

that need to be explored. The MAPK pathway is a

promising target for novel therapeutics with a rapid onset

of action for the long-term treatment of severe, refractory

MDD.

Based on previous studies, we propose that the regula-

tion of circadian genes by the MAPK pathway is involved

in the mechanism of depression. Nonetheless, direct

evidence is needed to demonstrate that the rapid antide-

pressant effects of non-pharmaceutical and pharmaceutical

therapies occur through entrainment of the circadian

system mediated by the MAPK/ERK pathway. In fact,

not all MDD patients respond to one kind of rapid

antidepressant therapy, such as sleep deprivation, DBS or

low-dose ketamine. This indicates that the mechanism

underlying depression differs in different individuals.

Nevertheless, the circadian rhythm involvement in depres-

sion and antidepressant therapy may also be complicated.

Lazzerini Ospri et al. argued that circadian rhythms and

mood could have synergistic effects but not be causally

linked [128]. They proposed that mood could be affected

by a comparison of the incidental properties of the output

of circadian oscillators. Nevertheless, direct evidence or

detailed mechanisms have not been provided. Above all,

we need to explore the mechanism underlying this

phenomenon. The MAPK pathway is important for mood

regulation and clock entrainment, but the existing evidence

cannot explain this complicated phenomenon.

In conclusion, most researchers in this field support the

idea that circadian rhythm and mood are closely related,

and some believe that there may be a causal link between

them. However, so far there is no direct evidence of such a

link. In this review, we propose that rapid-onset antide-

pressant therapies, both pharmaceutical and non-pharma-

ceutical, may regulate the circadian rhythm through the

MAPK pathway. As far as we know, this is the first review

to link the MAPK pathway, the circadian system, and

antidepressant action, and only one report supports this

link. Hence, in the future, we need use various animal

models, specific gene interventions, virus microinjection

into specific brain areas, or conditioned intervention genes

in animals to test this hypothesis. And this may provide

strong support for the Social Zeitgeber Theory of mood

disorder.
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Fig. 3 Low-dose ketamine and non-pharmaceutical treatments,

including SD, DBS, and ECT, regulate the circadian system through

the MAPK pathway, which phosphorylates CREB to produce a rapid

antidepressant response. Phosphorylated CREB directly binds to the

CRE sequence of the per1 and per2 genes and regulates their

transcription. ERK/MAPK interacts with and phosphorylates

CLOCK, BMAL1, CRY1, and CRY2 in the circadian system, leading

to a rapid antidepressant effect. SD, sleep deprivation; ECT,

electroconvulsive therapy; DBS, deep brain stimulation.
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Abstract Insomnia is a common sleep disorder among

older adults, and a risk factor for poor physical and mental

health. However, the relationship between insomnia and

cognitive health is not well understood. Here, we review

observational studies that have investigated whether

insomnia is associated with deficits in objective cognitive

performance and an increased risk of dementia, magnetic

resonance imaging studies that have assessed grey matter

volumes and white matter microstructure, and interven-

tional studies that have explored whether the treatment of

insomnia can improve cognitive outcomes. There are

inconsistent findings regarding impaired performance in

objective cognitive tests and reduced grey matter volumes,

and limited, emerging, evidence that suggests that insom-

nia is associated with an increased risk of dementia and

reduced white matter integrity. Although the interventional

literature is still in its infancy, there is some indication that

treatment may have an impact on vigilance. Well-powered

studies examining sources of heterogeneity are warranted.

Keywords Insomnia � Sleep � Dementia � Cognition

Introduction

Insomnia is a common sleep disorder among older adults,

up to 50% of whom report symptoms of insomnia and,

depending on the diagnostic guidelines used, up to 20%

meet the criteria for insomnia disorder [1]. Symptoms of

insomnia include difficulty in initiating sleep, maintaining

sleep continuity, or waking up earlier than desired, despite

adequate opportunity for sleep. For a clinical diagnosis of

chronic insomnia disorder to be made according to the

most recent guidelines, symptoms must be present at least

three times a week, for at least three months, and be

associated with daytime consequences [2, 3]. Insomnia is

thought to stem from graded contributions of cognitive-

behavioral and neurophysiologic processes, and a range of

models have been proposed to explain its etiology

(Table S1). Treatments span pharmacological (e.g. benzo-

diazepines and benzodiazepine-receptor agonists) and non-

pharmacological [e.g. cognitive behavioral therapy for

insomnia (CBT-I)] approaches, with evidence-based guide-

lines concluding that CBT-I is superior to hypnotic

treatment in terms of therapeutic efficiency in both the

short and long term [4]. Insomnia is an established risk

factor for poor physical and mental health [5], and has also

been proposed as a risk factor for poor cognitive health

[6, 7]. Indeed, over the past decade, insomnia has variably

been associated with deficits in objective cognitive func-

tioning, increased risk of dementia, and reductions in grey

matter volume and white matter integrity in networks

essential for cognitive functioning. The possibility that

successful treatment of insomnia could impact on cognitive

markers is a tantalizing prospect.

Enthusiasm, however, regarding the extent to which

insomnia represents a noteworthy modifiable risk factor for

cognitive health in aging has been dampened by frequent
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null findings. To provide an update on the research

landscape, we review observational and interventional

research published over the past 10 years that has explored

the relationship between insomnia and cognitive health in

mid- and late-life ([40 years of age), from three different

perspectives. First, we summarize observational studies

that have examined whether insomnia is associated with

deficits in objective cognitive performance and an

increased risk of dementia. Second, we review magnetic

resonance imaging (MRI) studies that have assessed grey

matter volumes and white matter microstructure in insom-

nia. Third, we present interventional studies that have

investigated whether treatment of insomnia can improve

cognitive outcomes. Through considering all three

approaches, we aim to review whether the results are

consistent within each approach, before considering

whether the findings are complimentary across approaches.

Review of Evidence

Given that heterogeneity between studies may, in part,

result from variations in the classification of insomnia (i.e.

from the symptom to the disorder level) and small sample

sizes, our review focuses on studies that used diagnostic

criteria for insomnia, did not list a specific co-morbidity as

an inclusion criterion, and included at least 20 participants

with insomnia.

Objective Cognitive Functioning and Risk

of Dementia

Table 1 provides an overview of studies of insomnia in

mid- and late-life that have examined objective cognitive

functioning. With regard to general cognitive function,

null findings [8–10] outnumber studies that report signif-

icant deficits in insomnia [11]. With regard to specific

cognitive domains, reduced performance in insomnia has

been reported in individual tests spanning attention

[10, 12], episodic memory [8, 10], working memory

[11, 13], executive function [10], and language [10].

However, the number of null findings for individual tests

is substantial [9, 14, 15]. Interestingly, while significant

findings from individual cognitive tests are sporadic,

pooling of measures by domain by calculating composite

measures may be more sensitive in detecting group

differences. Reduced performance with insomnia has been

reported for composite scores for attention and episodic

memory [8],as well as for working memory, verbal

information processing, verbal memory, verbal fluency,

and visual memory [16].

Although insomnia has typically not been included in

reviews of modifiable risk factors for dementia [23, 24], an

increasing number of epidemiological studies have exam-

ined the effects of insomnia on cognition in older adults.

However, three systematic reviews and meta-analyses have

been inconsistent in their findings [25–27]. To the best of

our knowledge, only two studies have used diagnostic

criteria to assess insomnia. One study of 179,738 male

veterans (aged 55 years and older) from the Department of

Veterans Affairs National Patient Care Database suggested

that those with insomnia were 26% more likely to develop

Alzheimer’s disease over 8 years of follow-up, but were

not significantly more likely to develop vascular dementia

or Lewy body dementia [28]. Another study using Tai-

wan’s National Health Insurance Research Database found

that patients (aged 50 years and older) with insomnia and

long-term use of hypnotics had more than double the risk

of dementia over 3 years [29]. While these two studies both

supported the idea that insomnia could be a risk factor for

dementia, further confirmatory longitudinal studies from

different population settings are needed.

Grey Matter Volume and White Matter

Microstructure

In order to understand the biological processes that may

underlie cognitive deficits in insomnia, a growing number

of studies have used MRI techniques to examine differ-

ences in grey matter volumes and white matter microstruc-

ture between insomnia and control groups (Table 2). Even

though certain studies indicate reduced volume of the

hippocampus [16], frontal cortex [30], and pineal gland

[31] in participants with insomnia compared to controls,

findings are not consistent across studies, especially after

full correction for multiple comparisons across space

[10, 32, 33]. Two papers, which used overlapping samples,

related grey matter volumes to cognitive performance.

Cognitive tests scores were not significantly associated

with grey matter in voxel-based morphometry analyses

[10], but reduced composite measures of verbal memory,

processing, and fluency scores were associated with

atrophy of the dentate gyrus and the CA2-4 subfields of

the hippocampus [16].

While fewer studies have examined white matter

microstructure, the results appear to be more consistent,

with two diffusion tensor imaging studies reporting signif-

icant reductions in fractional anisotropy in insomnia within

fronto-subcortical tracts, indicating a decline in white

matter integrity [34, 35]. Interestingly, such regions have

also been implicated in studies of insomnia disorder in

younger age groups [36] and studies of poor sleep quality

in older adults [37].
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Table 1 Clinical studies assessing objective cognitive functioning.

Study

(Country)

Demographics Insomnia Methods & Results

N Age (years) % Female Diagnostic

Criteria

Duration

(years)

PSQI Cognitive Measures – Significant Group

Differences in Bold *Reduced Perfor-

mance in Insomnia Group

Zhang et al. 2018 [11]

(China)

I: 34

C: 17

I: 41.1 ± 10.1

C: 41.4 ± 9.9

I: 64

C: 47

DSM-V C 0.5 14.0^

[13.0, 16.0]

MoCA-C*, 9-Box Maze – ORcM*, SWM*,
OWM*, SRM, ORM

Chen et al. 2016 [13]

(China)

I: 21

C: 20

I: 41.8 ± 10.4

C: 38.1 ± 10.4

I: 71

C: 65

ICSD-3 C 0.5 17.0^

[14.0, 19.0]*

9-Box Maze – ORcM*, SWM*, OWM, SRM,

ORM

Li et al. 2016 [17]

(China)

I: 36

C: 25

I: 40.4 ± 12.36

C: 39.9 ± 12.5

I: 43

C: 47

DSM-IV-TR C 0.5 14.3 ± 2.9 ANT - Accuracy, RT, Alertness, Orientation,

Executive*

Fortier-Brochu et al. 2014 [8]

(Canada)

I: 25

C: 16

I: 44.0 ± 11.5

C: 42.8 ± 12.9

I: 56

C: 50

DSM-IV

/ ICD-10

17.3 ± 13.1 N/A MMSE

Attention Composite*: CPT-II – Hit Rate, Hit

Rate Block Rate, Omissions, Commissions,

Detectability, Perseverations

Working Memory Composite: Digit Span - For-

ward, Backward; PASAT, CVLT-II – Trial 1

Episodic Memory Composite*: CVLT-II – Trial

5, Delayed Recall, Repetitions, Intrusions*

Executive Function Composite: Tower - Executive,

Violations; Verbal Fluency – Alphabetic, Cate-

gory, % Set Loss Errors, % Repetition Errors

Liu et al. 2014 [18]

(China)

I: 36

C: 26

I: 42.0 ± 11.0

C: 40.5 ± 12.0

I: 58

C: 62

DSM-IV 6.5 ± 6.0 13.6 ± 3.4 ANT – Alertness, Orientation, Executive*

Lovato et al. 2013 [15]

(Australia)

I: 49

C: 49

I: 70.0 ± 9.3

C: 69.4 ± 4.8

I: 55

C: 55

Not specified C 0.5 11.7 ± 2.6 Double Span Memory – Objects, Locations,

Double

Sivertsen et al. 2013 [9]

(Norway)

I: 30

C: 91

T: 64.0 ± 7.6 T: 69 DSM-IV-TR N/A N/A MMSE

Processing Speed: CWIT – Reading, Naming;

Verbal Fluency – FAS, Category; TMT A

Executive Function: CWIT – Inhibition, Inhibition

/ Switching; FAS Category Switching; Letter

Number; TMT B; Coding

Memory: CVLT – Learning, Short Delay, Long

Delay, Recognition; RCF – Immediate, Delay,

Recognition

Visual Cognition: WASI Matrix Reasoning, Rey –

Copy

CDT – Accuracy, RT, Valid RT, Invalid RT,

Neutral RT, Nocue RT

Joo et al. 2014 [16] (A)

(South Korea)

I: 27

C: 30

I: 51.2 ± 9.6

C: 50.4 ± 7.1

I: 93

C: 93

ICSD-2 8.4 ± 9.1

[C 1]

14.9 ± 4.6 Working Memory Composite*; Executive Func-

tion Composite; Verbal Information Process-
ing Composite*; Verbal Memory Composite*;
Verbal Fluency Composite*; Visual Memory
Composite*

Joo et al. 2013 [10] (A)

(South Korea)

I: 27

C: 27

I: 52.3 ± 7.8

C: 51.7 ± 5.4

I: 93

C: 85

ICSD-2 7.6 ± 6.1

[C 1]

19.1 ± 4.3 MMSE

Attention: Digit Span – Forward, Backward; Corsi

– Forward, Backward; TMT – A, B; Digit
Symbol*

Visuospatial Function: RCF

Memory: RCF – Immediate Recall*, Delayed
Recall*, Recognition*; Korean-CVLT – Total,

Short Delay, Long Delay, Recognition

Language: Korean Boston Naming Test*

Executive: COWAT – Animal, Supermarket,

Phonemic; Stroop – Word, Color*

Nissen et al. 2011 [14]

(Germany)

I: 33

C: 53

I: 46.2 ± 5.1

C: 46.7 ± 4.7

I: 58

C: 60

DSM-IV N/A 11.7 ± 6.6 Mirror Tracing – Draw Time, Error Count, Error

Time; Verbal Memory; Visual Memory; Short-

Term Memory; Psychomotor Speed; Alertness;

Divided Attention
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Interventional Studies

Although, to the best of our knowledge, there have been no

interventional studies examining the effect of treatments

for insomnia on the risk of dementia or structural MRI

outcomes, a growing literature is exploring whether

successful treatment of insomnia has an impact on

objective cognitive functioning.

In a study of 77 adults over the age of 60 who met DSM-

IV-TR and ICSD-2 criteria for insomnia, Wilckens et al.

[38] found that a 4-week brief behavioral treatment of

insomnia did not improve performance in tests of recall,

working memory, or reasoning compared with the provi-

sion of sleep information as a control condition. This was

despite significant decreases in waking after sleep onset in

the treatment group compared with the control group.

In a study of 25 adults meeting the DSM-IV criteria for

primary insomnia, a six-week multi-component interven-

tion (including sleep restriction, cognitive behavioral

therapy, bright-light therapy, physical activity, and body

temperature manipulations) restored reaction time in a test

of psychomotor vigilance to a level comparable to that

displayed by a control group without insomnia (reducing

reaction time in a simple vigilance task, and increasing

reaction time in a complex vigilance task) [12].

Finally, in a study of 46 adults over the age of 55 who

met the DSM-IV criteria for insomnia, participants were

randomized into a 6-week program of CBT-I, a hypnotic

treatment group (Zopiclone), or a placebo control group

[39]. Across CBT-I and Zopiclone groups, reaction time

performance in a vigilance task improved both at post-

treatment and at 6-month follow-up assessments. There

were no significant group-by-time interactions in reaction

time or number of correct responses. Performance on the

number of correct responses in the vigilance task worsened

significantly in the CBT-I group post-treatment, but not at

follow-up. This final finding likely reflects CBT-I imple-

menting time-in-bed restriction in the early stages of

treatment. Indeed, it is consistent with a study of younger

adults who met the research criteria for insomnia, in which

4 weeks of sleep restriction therapy was shown to be

associated with increases in psychomotor vigilance test

lapses within the acute treatment phase, returning to

baseline levels by 3-month follow-up [40].

Discussion

We reviewed a range of observational and interventional

studies that have investigated the relationship between

insomnia and measures of cognitive health in ageing. From

the observational studies, the evidence is mixed regarding

impaired performance in objective cognitive tests and

reduced grey matter volumes. There is limited, emerging

evidence suggesting that insomnia is associated with an

increased risk of dementia and reduced white matter

integrity. From the interventional studies, although the

literature is still in its infancy, there is some indication that

treatment of insomnia may have an impact on reaction time

in vigilance tasks.

Given the variation in results for objective cognitive

functioning and grey matter volumes, and the limited

number of studies on the risk of dementia or white matter

microstructure, it is no surprise that it is challenging to

draw strong conclusions on the concordance between

different observational approaches. For example, it is not

the case that cognitive studies consistently highlight a

particular cognitive domain, and MRI studies consistently

report structural deficits in networks essential for that

cognitive domain. To shed further light on this area, it is

encouraging that a growing number of studies are inves-

tigating the anatomical substrates of cognitive deficits in

Table 1 continued

Study

(Country)
Demographics Insomnia Methods & Results

N Age (years) % Female Diagnostic

Criteria

Duration

(years)

PSQI Cognitive Measures – Significant Group Differ-

ences in Bold *Reduced Performance in Insomnia

Group

Altena et al. 2008 [12]

(Netherlands)

I: 25

C: 13

I: 60.6 ± 6.0

C: 60.1 ± 8.3

I: 72

C: 69

DSM-IV N/A 12.3 ± 3.1 Simple Vigilance – Lapses; Complex Vigilance -

Lapses, False Positives; Complex / Simple
Reaction Time Ratio*

Unless otherwise indicated, values are the mean ± SD. ^ denotes P50 [P25, P75] for non-normally distributed variables. (A) indicates

overlapping samples.

ANT: Attention Network Task; C: Control Group; CDT: Cued Visual Discrimination Task; COWAT: Controlled Oral Word Association Test;

CPT: Conners Continuous Performance Test; CVLT: California Verbal Learning Test; CWIT: Color-Word Interference Test; DSM: Diagnostic

and Statistical Manual of Mental Disorders [3, 19, 20]; I: Insomnia Group; ICD: International Classification of Disease [21]; ICSD: International

Classification of Sleep Disorders [2, 22]; MoCA-C: Montreal Cognitive Assessment – Chinese-Beijing; MMSE: Mini-Mental State Examination;

N/A: Not Applicable; ORcM: Object Recognition Memory; ORM: Object Recognition Memory; OWM: Object Working Memory; PASAT:

Paced Auditory Serial Addition Task; RCF: Rey Complex Figure; RT: Reaction Time; SRM: Spatial Recognition Memory; SWM: Spatial

Working Memory; T: Total; TMT: Trail Making Test.
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insomnia within their samples, although the results remain

mixed. Clearly, further studies are needed before a

consensus can be reached.

Variability in results between studies may not only stem

from differences in approach, but also from differences in

the demographics of participants (age, gender, and nation-

ality), illness characteristics (diagnosis, duration, severity,

and treatment status) and methods (cognitive test or MRI

analysis tool). Since a full consideration of every factor

that may have influenced the results is outside the scope of

this review, we instead highlight the possible role of

diagnostic criteria and the duration of insomnia.

While we limited our review to studies that used

recognized diagnostic criteria for insomnia (DSM-IV,

DSM-IV-TR, DSM-V, ICD-9, ICD-10, ICSD-2, or ICSD-

3), the criteria differ in quantitative thresholds, meaning

that insomnia samples are still heterogeneous in nature.

Such heterogeneity was illustrated in the results of the

America Insomnia Survey, in which insomnia prevalence

estimates varied from 4% when based on ICD-10 criteria to

Table 2 Case-control MRI studies examining grey matter volume or white matter microstructure.

Demographics Insomnia Method Group Differences

N Age (years) %

Female

Diagnostic

Criteria

Duration

(years)

PSQI

Dai et al. 2018

[32]

(China)

I: 39

C: 39

I: 48.9 ± 11.4

C: 47.9 ± 9.2

I: 74

C: 67

ICSD-2 6.5 ± 5.7

[[1]

15.1

±

2.2

GM: GMV,

VBM

No significant differences

Li et al. 2016

[35]

(China)

C: 23

I: 30

C: 41.1 ± 10.5

I: 41.6 ± 9.5

I: 57

C: 40

DSM-IV 1.5 ± 1.7 13.4

±

3.2

WM: Tract

Based Spa-

tial

Statistics

; FA in anterior and poste-

rior limb of internal cap-

sule, anterior and superior

corona radiata, superior

longitudinal fasciculus,

corpus callosum. No sig-

nificant differences in

AxD, RD or MD.

Bumb et al.

2014 [31]

(Germany)

I: 23

C: 27

I: 43 ± 7.4

C: 39 ± 13.1

I: 48

C: 59

DSM-IV-

TR,

ICSD-2

8.6 ± 7.3

[0.5 – 30]

N/A GM: ROI –

Pineal

Gland

; Pineal gland

Joo et al. 2014

[16] (A)

(South Korea)

I: 27

C: 30

I: 51.2 ± 9.6

C: 50.4 ± 7.1

I: 93

C: 93

ICSD-2 8.4 ± 9.1

[C 1]

14.9

±

4.6

GM: ROI – Hippocampus

; Hippocampus

Spiegelhalder

et al. 2014

[34] (B)

(Germany)

I: 24

C: 35

I: 42.7 ± 14.5

C: 40.1 ± 9.1

I: 58

C: 57

DSM-IV-

TR

12.0 ± 10.9 11.2

±

2.8

WM: VW ; FA in anterior internal

capsule

Joo et al. 2013

[10] (A)

(South Korea)

I: 27

C: 27

I: 52.3 ± 7.8

C: 51.7 ± 5.4

I: 93

C: 85

ICSD-2 7.6 ± 6.1

[C 1]

19.1

±

4.3

GM: VBM No significant differences

Spiegelhalder

et al. 2013

[33] (B)

(Germany)

I: 28

C: 38

I: 43.7 ± 14.2

C: 39.6 ± 8.9

I: 64

C: 55

DSM-IV-

TR

12.1 ± 11 10.9

±

3.0

GM: ROI –

Freesurfer

Cortical

Volumes;

VBM

No significant differences

Altena et al.

2010 [30]

(Netherlands)

I: 24

C: 13

I: 60.3 ± 6.0

C: 60.2 ± 8.4

I: 71

C: 69

DSM-IV 17.7 ± 15.8

[2.5 – 50]

12.1

±

3.0

GM: VBM ; OFC

Only results after correction for multiple comparisons are presented. Values are the mean ± SD. (A, B) indicates overlapping samples.

;, reduced in insomnia; :, increased in insomnia; AxD, axial diffusivity; C, control group; DLPFC, dorsolateral prefrontal cortex; DSM,

Diagnostic and Statistical Manual of Mental Disorders [3, 19, 20]; FA, fractional anisotropy; GM, grey matter; GMV, total grey matter volume; I,

insomnia group; ICD, International Classification of Disease [21]; ICSD, International Classification of Sleep Disorders [2, 22]; MD, mean

diffusivity; N/A, not applicable; OFC, orbitofrontal cortex; rACC, rostral anterior cingulate cortex; RD, radial diffusivity; ROI, region of interest;

VBM, voxel-based morphometry; VW, voxel-wise; WM, white matter.
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22% when based on DSM-IV-TR criteria [41]. While

limiting diagnoses to the most severe cases may be more

sensitive in detecting relationships with cognitive out-

comes, relevant cases may be missed. Well-powered

studies examining different diagnoses and the exact

phenotyping of insomnia features (sleep-maintenance ver-

sus sleep-onset vs early-awakening) are warranted. In

addition, to reduce sources of heterogeneity, studies that

listed a specific co-morbidity as an inclusion criterion were

considered outside the scope of this review. However, it is

important to note that insomnia is often co-morbid with

psychiatric disorders, medical conditions, and/or other

sleep disorders [42]. The extent to which such co-

morbidities have been considered by research studies

varies between approaches. For example, in a recent

review that evaluated the impact of CBT-I on cognitive

outcomes, insomnia was co-morbid with a physical or

mental health condition in the majority of included studies

[43]. This is in contrast with the MRI literature, where

specific co-morbidities have rarely been examined. Given

that the relationship between insomnia and cognitive health

may differ depending on the presence and nature of co-

morbidities, this is an important area for future research.

Duration of illness may also influence results. While the

duration of insomnia was variably reported by case-control

studies of cognition, it was consistently included in MRI

studies. Across studies assessing grey matter volume, the

mean duration of insomnia ranged between 1.5 and 17.7

years, with the shortest duration 0.5 years and longest 50

years. If insomnia causes reductions in grey matter volume,

then it follows that increased duration could have cumu-

lative effects on brain structure, and be associated with

greater reductions in volume. Certain studies indicate that

increased duration of insomnia is associated with reduced

hippocampal volume [44], however, others have not found

associations between duration and MRI measures after

correction for multiple comparisons [10, 16, 30–32]. It is

important to note, though, that duration is often poorly

defined. For example, in most cases it is unclear whether

duration is calculated from symptom onset or first diagno-

sis, and whether it is based on self-reports or corroborated

by others and/or objective measurements. Going forward, a

careful consideration of the duration of insomnia and its

relation to outcome measures, by both observational and

interventional studies, has the potential to yield important

insights for the field.

The reviewed literature builds on a substantial literature

that suggests that sleep plays a critical role in maintaining

cognitive health. Transcriptomic studies have highlighted

the protective role of sleep on oligodendrocyte function

and myelination [45]. Animal studies indicate that pro-

longed restriction or disruption of sleep has cumulative

effects on the brain, for example leading to reduced

hippocampal cell proliferation, cell survival, and neuroge-

nesis [46]. Meanwhile, in humans, experimental studies

have shown that sleep deprivation is associated with

significantly reduced performance on tests of attention,

working and short-term memory [47], and widespread

changes in white matter microstructure [48], It follows that

the reduced quality or quantity of sleep in insomnia may

impact on cognitive health.

Symptoms of insomnia in older populations may also be

a direct consequence of age- or early neurodegeneration-

related changes in networks essential for sleep onset and

maintenance, consistent with a neurobiological model of

insomnia (Table S1). Indeed, there has been a particular

focus on the relationship between sleep and Alzheimer’s

pathology. For example, pathology studies indicate that the

IPA/VLPO neuronal loss in Alzheimer’s disease is not

significant in age-matched controls [49], and amyloid-

precursor protein/amyloid b overproduction causes dis-

rupted sleep in animal models [50]. The relationship

between sleep and Alzheimer’s pathology is proposed to be

bi-directional, though, with sleep disruption also linked to

increased production and decrease clearance of amyloid b
[50]. In addition, modelling sleep-wake dysregulation in

Alzheimer’s disease allows for linking its two core

pathologies, tauopathy and amyloidopathy [51], in a bi-

directional relationship between sleep and pathology.

Specifically, the presence of early tau pathology in sleep-

wake regulating nuclei (Braak stages I/II) [52–54], leads to

decreased attenuation of cortical activity during sleep,

which in turn promotes subsequent cortical amyloid

pathology via activity-dependent amyloid deposition

[55, 56].

Conclusion

In conclusion, there is mixed evidence for impaired

performance in objective cognitive tests and reduced grey

matter volumes, and emerging evidence of an increased

risk of dementia and reduced white matter integrity.

Overall, the heterogeneity could be attributed to different

demographics of the participants, illness characteristics,

and methods used. Further longitudinal studies are needed

to determine whether insomnia is a true risk factor for

dementia, and the inclusion of biomarkers and MRI

measures would help to understand the underlying mech-

anisms. Ultimately, intervention studies that assess the

effects of insomnia treatment on cognition might help open

up new opportunities for the prevention of cognitive

decline and dementia in the long run.
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Itch (also called pruritus) is an unpleasant somatosensation

that evokes a desire or reflex to scratch in humans and other

mammals [1]. Itch is now considered to be a unique

sensory modality that is encoded by a labeled line that has

genetically distinguishable neurons in the peripheral and

central nervous systems [1]. Acute itch evokes scratching

that may help to remove potentially harmful irritants from

the skin, which is believed to be evolutionarily important

for survival. Pathological chronic itch often occurs in

patients with inflammatory skin diseases, systemic dis-

eases, and neurological conditions. Importantly, chronic

itch causes uncontrollable itch-scratch cycles that induce

skin damage, affect sleep, and seriously reduce the quality

of life [2]. At present, effective treatment for chronic itch is

still lacking, possibly due to limited understanding of the

mechanism of itch information-processing in the nervous

system. Therefore, elucidation of the molecular, cellular,

and circuitry mechanisms of itch will eventually help to

develop new effective strategies for the management of

chronic itch.

Itch sensation originates from the surface of the skin or

mucosa. An itch stimulus is detected by the peripheral

terminals of primary sensory neurons whose cell bodies are

located in the dorsal root ganglia and trigeminal ganglia

[3]. The central branches of primary sensory neurons,

which contain glutamate and neuropeptides, project to the

superficial dorsal horn of the spinal cord. In a simplified

model, the central terminals of itch sensory neurons that

contain the neuropeptide natriuretic polypeptide b (Nppb)

make synaptic connections with gastrin-releasing peptide

(GRP)-expressing neurons that express the Nppb receptor

NPRA in lamina II of the spinal cord. GRP-expressing

neurons release GRP to act on its receptor GRPR, which is

expressed in a group of excitatory interneurons expressing

vesicular glutamate transporter 2 (VGLUT2). GRPR-ex-

pressing neurons excite projection neurons in spinal cord

lamina I, which send itch signals to the brain [3]. There are

also several groups of itch inhibitory neurons, such as

BHLHB5 (basic helix-loop-helix domain-containing pro-

tein, class b, 5)-expressing and neuropeptide Y-expressing

interneurons, which act on GRPR-expressing neurons or

their downstream neurons in the itch pathway to gate itch

transmission in the dorsal horn [3]. Thus, there is a

complicated gating mechanism for itch transmission in the

spinal cord, which may involve distinct population of

interneurons, including both excitatory and inhibitory

interneurons [4, 5].

After processing in the spinal cord, axons of the itch

projection neurons, possibly neurokinin 1 (NK1)-express-

ing neurons located in superficial lamina I, cross the

midline to the contralateral side and join the spinothalamic

tract projecting to the thalamus and/or the spinoparabra-

chial tract projecting to the parabrachial nucleus (PBN) [3],

which in turn project into various brain areas. A subpop-

ulation of PBN neurons, which require VGLUT2 for signal

transmission, make disynaptic connections with GRPR?

neurons in the spinal cord. Positron emission tomography
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and functional magnetic resonance imaging have shown

that primary and secondary somatosensory cortex are

frequently activated in humans. In addition, other itch-

activated areas include the cingulate and prefrontal cortex,

amygdala, and limbic systems (possibly involved in

emotional processing), as well as premotor, motor, and

supplementary motor areas (possibly involved in scratching

behavior) [3]. Although non-histaminergic itch induced by

cowhage activates distinct brain areas, such as insular

cortex, basal ganglia, claustrum, putamen, and thalamic

nuclei, both histaminergic and non-histaminergic itch

activate similar brain areas. Compared with pain, the

precuneus and the posterior cingulate cortex are thought to

be itch-specific, although it is still under debate whether

there are itch-selective brain areas. Histamine-induced

activation of some areas, such as the cingulate and

prefrontal cortex, is more robust in chronic itch patients

than in healthy individuals, indicating the central sensiti-

zation of itch under chronic itch conditions [3]. Neverthe-

less, our understanding of how itching and scratching are

processed under physiological and pathophysiological

conditions is still limited.

Like pain, itch-responsive neurons in the spinal cord are

significantly affected by descending modulatory pathways

from higher brain regions. Serotoninergic neurons in the

nucleus raphe magnus send descending facilitatory projec-

tions to the spinal cord and directly stimulate GRPR?

neurons by acting on heterodimers of the 5-hydrox-

ytryptamine (5-HT) 1A and GRP receptors [3]. Noradren-

ergic neurons in the locus coeruleus send descending

inhibitory projections to the spinal cord, possibly via a-
adrenergic receptors, to enhance the activity of inhibitory

interneurons [3]. The periaqueductal gray (PAG), a major

endogenous pain modulatory area and controller of mor-

phine analgesia [6], is also activated during itch-induced

scratching. Thus, activation of the PAG during scratching

is traditionally considered to be correlated with descending

itch suppression by opioids [3]. However, the precise

neural circuitry of itch processing in the PAG remains

unexplored.

In a new paper published in Neuron, Gao et al. have

revealed that tachykinin 1 (Tac1)-expressing (Tac1?)

neurons located in the PAG facilitate itch-scratch cycles

via a descending rostral ventromedial medulla (RVM)

pathway in mice [7]. First, they reported that neuronal

activity in the lateral and ventrolateral PAG (l/vlPAG),

reflected by an increased number of c-fos? neurons and in

extracellular electrophysiological recordings, significantly

increases after intradermal injection of pruritogens (such as

histamine or chloroquine). Pharmacogenetic inhibition of

the l/vlPAG neurons significantly decreases the scratching

behavior induced by pruritogens. Gao et al. further found

that pharmacogenetic suppression of the RVM-projecting

neurons, especially glutamatergic neurons, in the l/vlPAG

significantly decreases itch behavior in mice. Thus, acti-

vation of glutamatergic PAG neurons promotes itch-scratch

cycles via a descending RVM pathway in mice.

Next, Gao et al. found that ablation of a subpopulation

of glutamatergic neurons in the l/vlPAG (Tac1? neurons)

significantly decreases the scratching behavior induced by

acute and chronic itch in mice. In the mouse cheek model,

ablation of Tac1? neurons in the l/vlPAG significantly

decreases itch-induced scratching, but not pain-induced

wiping. Further, the activity of Tac1? neurons in the

l/vlPAG, reflected by fluorescent signal fluctuations, sig-

nificantly increases during itch-induced scratching, but

only slightly increases during pain-induced wiping. Thus,

l/vlPAG Tac1? neurons selectively respond to peripheral

itch stimuli.

Further, Gao et al. showed that pharmacogenetic and

optogenetic activation of Tac1? neurons is sufficient to

induce robust scratching behavior, which is inhibited by the

ablation of spinal GRPR? neurons by intrathecal injection

of bombesin-saporin, but not GRPR itself, in mice. Finally,

Gao et al. found that the scratching behavior induced by

activation of l/vlPAG Tac1? neurons is not affected by

depletion of spinal 5-HT fibers or pharmacological block-

ade of spinal 5-HT1A receptors, suggesting that the

descending 5-HT projection is not involved in the facili-

tatory role of l/vlPAG Tac1? neurons in itch transmission.

Interestingly, previous work has demonstrated that spinal

GRPR? neurons are not involved in chronic mechanical

itch in mice [8]. Whether the l/vlPAG Tac1? neurons are

involved in mechanical itch processing warrants further

investigation. Based on our understanding of the mecha-

nisms underlying itch, we provide a simplified overview of

the ascending and descending pathways for itch (Fig. 1).

This work provides important insight into the neural

circuitry underlying a descending modulatory pathway of

itch sensation in mice. However, it also raises a series of

interesting questions. First, under acute itch conditions,

scratching is very effective for relieving itch. In contrast,

under chronic itch conditions, an itch-scratch-itch cycle

occurs [2], suggesting that chronic itch is no longer

inhibited by scratching; rather, scratching may promote

itch. Do Tac1? neurons in the PAG play a distinct role in

acute and chronic itch? Second, given that acute itch can be

inhibited by pain or scratching [1], can pain stimuli or

scratching itself affect the activity of Tac1? neurons in the

PAG? Do Tac1? neurons in the PAG play any role in the

inhibition of itch induced by painful stimulation? Third,

opioids such as morphine can induce or exacerbate itch

sensation in humans and animal models. Given that the

PAG is a major area for the action of morphine (such as in

analgesia), does morphine have any effect on the activity of

Tac1? neurons in the PAG to modulate itch processing?
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Interestingly, one study has shown that local injection of

bombesin, a GRPR ligand, into the PAG reduces scratching

behavior followed by immobility in an animal model [9].

Fourth, what is the role of GRP-GRPR signaling in the

PAG and its relationship with Tac1? neurons in itch

processing? Finally, if the descending 5-HT projection is

Fig. 1 Overview of the neural circuitry for itch-processing in the

central nervous system in mice. CeA, central amygdala; GRPR,

gastrin-releasing peptide receptor; NK1, neurokinin 1; PAG,

periaqueductal gray; PBN, parabrachial nucleus; RVM, rostral

ventromedial medulla; Tac1, tachykinin 1; VGLUT2, vesicular

glutamate transporter 2.
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not involved in the facilitatory role of PAG Tac1? neurons

in itch processing, what transmitter is involved in facili-

tating the modulation of itch?

Interestingly, grooming is an innate behavior with an

evolutionarily-conserved pattern and is frequently used as a

measure of repetitive behavior in rodent models of autism

spectrum disorder and obsessive compulsive disorder [10].

Gao et al. found that activation of PAG Tac1? neurons also

evokes robust grooming behavior, and scratching and

grooming behaviors are likely mediated by different

subsets of these neurons. To further identify the roles of

these subpopulations of PAG Tac1? neurons based on their

molecular identity or connectivity in distinct functions

(such as grooming and scratching) is extremely urgent.

In summary, Gao et al. clearly demonstrated that Tac1?

neurons in the PAG facilitate the itch-scratching cycle via a

descending RVM pathway. We also speculate that dys-

function of the descending modulatory system of itch may

play a critical role in the development of chronic itch. This

has important clinical implications for the discovery of

descending neural circuitry to drive the itch-scratching

cycle, given that the cycle is a common phenomenon under

chronic itch conditions. Thus, this newly identified top-

down pathway may provide potential therapeutic targets in

the central nervous system for the management of chronic

itch
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Alzheimer’s disease (AD) is the most common neurode-

generative disease that affects memory, thinking, behavior,

and the ability to perform everyday activities. It has been

estimated that more than 35 million people worldwide

suffered from AD in 2018 [1], and this figure continues to

grow. Unfortunately, no cure or treatment that slows the

progression of the disease has been discovered despite

extensive efforts from academics and the pharmaceutical

industry. Most drug trials for AD have targeted the b-

amyloid protein [2], which accumulates in this disease, and

the failure of amyloid-based drugs to impact on cognition

in people with AD has led to re-questioning of the amyloid

hypothesis of AD, and has provided a fresh impetus to

explore alternative therapeutic strategies.

Recently, Sha and colleagues [3] performed a random-

ized clinical trial to test the safety, tolerability, and

feasibility of weekly administration of young fresh-frozen

plasma (yFFP) to treat patients with mild to moderate AD.

The same research group had previously shown that young

mouse plasma treatment enhances learning and memory in

aged mice [4] and that aged immunodeficient mice treated

with human cord plasma have impaired memory [5]. Based

on the hypothesis that anti-aging agents in the young blood

can provide therapeutic benefits for AD patients, the

authors have now translated these mouse studies into an

early clinical trial of 18 patients who were divided into two

groups matched for age, sex, baseline Mini-Mental State

Examination score, and the apolipoprotein E4 genotype.

The first group served as an open-label cohort which

included 9 patients, and the patients were informed that

treatment with 250 mL yFFP once a week for four weeks

was applied. The second group, which also contained 9

patients, participated in a double-blind crossover protocol.

Four of the 9 patients in the second group received yFFP

once a week for four weeks, followed by a 6-week

washout, and then saline was infused once a week for four

weeks until the conclusion of the trial. The remaining 5

patients received saline first, followed by washout and

yFFP infusion. In baseline and post-yFFP assessments,

there were no related serious adverse events and no

statistically significant differences were found in the

outcomes, including cognitive, functional, and magnetic

resonance imaging analyses.

Almost at the same time, Grifols, the largest plasma

production company in Europe, also performed a clinical

trial for AD using plasma exchange therapy under a

different working hypothesis. Grifols had discovered

previously that albumin can modify the levels of cere-

brospinal fluid (CSF) and plasma amyloid (Ab) 1–42 [6]

and that the post-translational nitro-glycated modification

state [7] as well as the oxidation state of albumin [8] are

significantly increased in AD. They hypothesized that

albumin binds to circulating Ab in plasma and CSF, and

this could mobilize Ab from the brain to the plasma.

Therefore, Grifols combined plasmapheresis with albumin,

and evaluated the efficacy of plasma exchange using

different replacement volumes. They also examined vari-

ous concentrations of albumin. In a cohort of moderate AD

patients, the authors demonstrated a statistically significant
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reduction of 61% in disease progression from baseline

across both primary efficacy endpoints as measured by the

AD Assessment Scale—Cognitive and the AD Cooperative

Study—Activities of Daily Living scales. These data

therefore highlight the potential of plasma exchange as a

potential therapeutic strategy for AD.

However, the mechanism underlying how plasma

exchange therapy benefits AD patients remains unknown.

Tissue inhibitor of metalloproteinases 2 (TIMP2) has been

shown by the same group to be a key factor in plasma that

reverses senility in aged mice [5]. They showed that

systemic injection and shuttling of TIMP2 from the blood

into the brain mediates increased synaptic plasticity in the

normally-functioning hippocampus, and induces significant

improvements in behavior, long-term potentiation, and

memory performance in aged mice; however AD mouse

models have yet to be investigated. Others have used

parabiosis and shown that peripheral Ab can enter in the

brain to increase the amyloid plaque burden [9], and

removal of Ab from the blood can reduce brain Ab levels

in mice [10], which may provide mechanistic insights.

Nevertheless, aging is the most critical risk factor for AD

[11], and the molecular mechanisms of aging can be clearly

distinguished from the pathogenesis of AD [12]. The fact

that plasma exchange therapy works in both aging alone,

and AD, suggests that it may not be specific strategy for the

disease.

Meanwhile, plasma replacement therapy is currently

applied to rare, chronic diseases like alpha-1 antitrypsin

deficiency, primary immune deficiency diseases, von

Willebrand disease, and hemophilia; these patients gener-

ally require regular infusions or injections throughout their

lives. According to the WHO Global Plasma Status Report,

the plasma resource gap exceeds 10,000 tons (The 2016

global status report on blood safety and availability. World

Health Organization 2017. http://www.who.int/iris/handle/

10665/254987). The World Federation of Hemophilia

estimates that 70% of patients with hemophilia worldwide

are still unable to access any treatment. In this case, if

plasma replacement is approved as a therapy for AD, it will

face the same challenge as the fetal disorders to allocate the

source of blood, and the dilemma of which disease the

limited resource should supply.

Overall, the work by Sha and colleagues has added an

important avenue to our efforts to cure AD. Further studies

and discussions are needed to identify the mechanism of

plasma exchange therapy, to investigate its specificity, and

to address the ethical concerns related to the low world-

wide supply of this human product.
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Reaching across multiple fields of focus, spanning from

periodontistry to gastroenterology to neurobiology to behav-

ior, interest in the influence of the microbiome in human

physiology and pathology has risen over the past few

decades. Microbiota co-exist in and on humans forming an

evolutionarily symbiotic biological unit, a halobiont, in

which disruptions in the relationship can occur through

genomic alterations and mutations [1]. The human micro-

biome consists of bacteria, viruses, fungi, and protozoans

that contribute 450 times more genes to this relationship and

slightly outnumber human host cells [2, 3]. The bacteria in

the gastrointestinal (GI) tract are of the most interest and

exist within five phyla: Bacteroidetes, Firmicutes, Pro-

teobacteria, Actinobacteria, and Verrucomicrobia. Within

the Verrucomicrobia an interesting bacterium has emerged,

Akkermansia muciniphila, a mucus-degrading bacterium

that influences intestinal permeability [3, 4]. The composi-

tion of individual microbiota communities depends on host

lifestyle and genetics [1]. Often the Firmicutes-to-Bac-

teroidetes ratio is considered a method for measuring the

health of a community [2–7] but has not been fully validated

in other studies suggesting themeasurement of phyla in feces

as a diagnostic tool may not be practical. Malfunction in the

GI tract impacts other systems and leads the loss of

physiological function, which disrupts the relationship

between microbes and host. Gut microbial community

disturbances caused by the host lifestyle (antibiotic use,

food consumption, and lack of exercise), results in a decrease

in diversity and have been linked to cardiovascular diseases,

such as hypertension [2, 3, 5, 8], neurodegenerative Parkin-

son’s and Alzheimer’s diseases [4, 6], and even obesity [7].

Microbes in the GI tract utilize the food consumed by the

host as an energy source and aid in breaking down some

foodstuffs, such as fermentable fibers, resistant starches

(prebiotics), and some dairy products. Through various

metabolic pathways, microbes produce short-chain fatty

acids (SCFAs) such as butyric acid, propionic acid, acetic

acid and the alpha-hydroxy acid, lactic acid.At physiological

pH, these SCFAs exist as conjugate bases; butyrate, acetate,

propionate, and lactate (Fig. 1). These SCFAs, particularly

butyrate is known tomodulate gut functions, such asmotility

and permeability [3–5, 9, 10] whereas acetate and lactate are

absorbed into the circulation and either used or eliminated.

The response of human cells to alterations in metabolite

concentrations may be regionally specific and influenced by

host genomics [1, 8, 10], suggesting the pertinence to

investigate microbe populations on the mucosa in various

regions of the small intestine and colon. The types of

receptors present on specific human cells and the numbers of

receptors present alter the downstream effects in response to

the presence of SCFAs in a dose-dependent manner (Fig. 1)

[8–10]. Little is known about the molecular mechanisms

underlying the link between microbial composition, SCFA

metabolite concentrations, and overall systemic effects on

host physiology. Exploring microbial community composi-

tion and associated metabolomic information in normal

individuals and those with various diseases may lead to the
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development of recognizable biomarkers (host or microbial

byproducts) that indicate the possibility of pathology, which

hopefully will aid in preventative therapeutic interventions.

Understanding the specific receptors to which SCFAs bind

and their downstream effects could lead to therapies

targeting specific receptors and thus restore gene expression

and changes in neuronal signaling. In this insight, we seek to

investigate the role of SCFAs produced by resident gut

microbes, in regulating the autonomic nervous system and

the implications of this regulator role in the development of

human pathology.

SCFA Modulation in the Vagus Nerve

Various intraluminal and intramucosal factors can modulate

enteric neuronal function, potentially increasing neuronal

excitability, which, if occurring over long periods of time

alters neuronal morphology, gene expression, and excitabil-

ity [9, 10]. Most SCFAs present in the plasma are byproducts

of bacterial metabolism and act as physiological modulators

of the enteric nervous system [8, 9]. The presence of lipids in

the intestines stimulates vagal afferent pathways [9, 10],

possibly altering expression in specific brain regions, and

increasing parasympathetic output from various brain areas,

altering the autonomic influence on the body. SCFAs for

example butyrate activate intestinal vagal nerves by directly

acting on the terminals in a cholecystokinin-independent

manner [9], indicating othermechanisms of neurotransmitter

release that are currently unknown. In contrast to long-chain

fatty acids, SCFAs showa quicker and longer-lasting afferent

chemical response, possibly promoting the changes in gene

expression. Feeding Sprague–Dawley rats a resistant starch

diet increasesGI luminal SCFA concentrations and increases

acetylcholine synthesis, monocarboxylate transporter 2

receptor expression, neuronal excitability, and histone acety-

lation [10], displaying the impact microbe SCFAs have on

host gene expression. Administration of butyrate increases

the proportion of choline acetyltransferase in myenteric

neurons, promoting GI motility and contractility [10].

Understanding the underlying mechanisms by which buty-

rate increases the activity of cholinergic neurons and

enhances gut motility could be potential therapeutic targets

for individuals suffering from GI dysfunction.

Fig. 1 Physiological effects of short-chain fatty acids (SCFAs)

produced by gut microbes on various organs. SCFAs produced by

gut bacterial either bind to intestinal endothelial receptors activating

various second messenger pathways, pass through cell membranes to

influence gene expression, or move through endothelial cells into the

portal system (1) to bind to receptors elsewhere. Binding to GPCR 41

receptors in blood vessels induces vasodilation; binding to Olf78

receptors in the blood vessel induces vasoconstriction (2) and renin

secretion in the kidney (3); both increase arterial blood pressure

(ABP). Once in the bloodstream, SCFAs can cross the blood brain

barrier via monocarboxylate transporter (MCTs) (4) and influence

various neurons with different receptor expression causing cascading

effects, such as increasing sympathetic outflow to increase heart rate

(5) and vasoconstriction or by increasing parasympathetic outflow to

alter gut motility and the microbes themselves (6). As well as

traveling through the blood to the brain, SCFAs can increase the

retrograde communication between the gut and the brain, causing

downstream effects (7).
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In addition, insulin-resistant rats fed a high-fat diet have

increased whole-body acetate turnover and increased fecal

and plasma acetate concentrations both of which are

accompanied by a rise in parasympathetic activation [7].

The study conducted by Perry and colleagues revealed an

acetate-induced increase of parasympathetic vagal stimula-

tion, acutely driving glucose-stimulated insulin secretion

through the autonomic activation of pancreatic b-cells. This
condition of hyperinsulinemia leads to a fivefold increase in

gastrin and a threefold increase in ghrelin,which in turn leads

to a dramatic intake of calories resulting in obesity [7].

Understanding the underlying mechanisms by which acetate

concentrations influence the autonomic parasympathetic

outflow could lead to therapeutics for treating obesity and

diabetes. Even though the animal models vary and the

downstream effects of increased SCFAs production differ,

an increase in SCFA production by gut microbes increases

parasympathetic output through the vagus and glossopha-

ryngeal nerves to impact host function. The difference in

effects may be attributed to the various transporters/recep-

tors with which SCFAs interact: monocarboxylate trans-

porter (MCTs), G protein-coupled receptors (GPCRs), or

olfactory receptors [8, 10]. The expression and localization

of these receptors found in specific neurons and/or various

regions of the body, or perhaps their concentrations may

influence the receptor response and phenotypic output

[8, 10–12]. Comprehension of the downstream effects of

SCFA-receptor activation and the influence on the auto-

nomic nervous system will lead to novel discoveries in

pathophysiology and lead to new approaches in therapeutics

and medicine.

SCFA Modulation in the Sympathetic Nervous
System

Disruption of the microbiome in disease models in combi-

nation with a decrease in intestinal barrier integrity may lead

to alterations in SCFA concentrations in the blood. The

increase in permeability allows a rise in SCFA concentra-

tions in the blood, leading to enhanced activation of

sympathetic nerves by SCFAs [5, 11]. A gain in sympathetic

outflowmodulates various organ systems, including those of

the cardiovascular system controlling heart rate, contractil-

ity, vasoconstriction, and renin secretion. Changes in any of

these, result in changes in arterial blood pressure (ABP).

Interestingly, pre-hypertensive young spontaneous hyper-

tensive rats (SHRs) exhibit a decrease in tight-junction

protein expression, which is preceded by an increase in

permeability, sympathetic output, and a shift in the gut

microbial composition [3, 5]. Measuring individuals

assumed at risk of developing hypertension for tight-junction

protein gene expression could be used as a biomarker to

determine whether a person is at increased risk of intestinal

permeability pathology.

Increasing permeability of the GI allows for higher

concentrations of signal molecules, such as SCFAs and

cytokines, to reach and cross the blood-brain barrier [8],

targeting various regions of the brain and resulting in effects

dependent on receptor expression and localization. In SHRs, a

shift in the SCFA concentrations stimulates the paraventric-

ular nucleus (PVN) in the hypothalamus, which increases

sympathetic signaling to the GI [3, 5]. An increase in

autonomic outflow to the GI alters the environment of the GI

causing a shift in microbial composition, Yang et al. [3]

reported a shift to an increase in lactic acid-producing

Firmicutes. This rise in lactic acid production acts in a positive

feedback loop by further increasing PVN sympathetic output,

possibly propagating continuous shifts in microbial popula-

tions and potentially leading to hypertension.

Microbial dysbiosis is a state in which there is a

maladaptation or imbalance in microbial composition.

Dysbiosis may induce a shift promoting abnormally high

numbers of acetate-producing bacteria. Acetate is the end-

product of ethanol/ alcohol metabolism and has a structural

homology to glutamate carboxyl terminals [11] with the

ability to act in the brain through various mechanisms.When

acetate activates N-methyl-D-aspartate receptors

(NMDARs) in the central nucleus of the amygdala, sympa-

thetic activity increases resulting in a rise in ABP [11]. In a

dose-dependent manner acetate has been shown to induce

excitotoxicity in dopaminergic PC12 cells [12] by either

binding to NMDARs or entering the cell presumably though

MCTs. The opening of NMDARs channels increases

cytosolic Ca2? concentrations acting on several second

messenger systems. The transport of acetic acid into the cell

through MCTs decreases the pH, altering cell functions.

These actions point towards upregulation and expression of

the pro-inflammatory cytokine tumor necrosis factor alpha

and contribute to cell death [12] and possibly contributing to

neurodegenerative diseases such as Parkinson’s and Alzhei-

mer’s. Understanding the pathways through which different

SCFAs induce changes in brain signaling and linking the

changes in autonomic outflow to adaptations in themicrobial

population could potentially lead to decreases in sympathetic

and parasympathetic output through dietary changes that

alter the diversity the gut microbiome selecting for increases

or decreases in specific populations.

Influence of SCFAs on Hypertension

The influence of microbial metabolites on hypertension and

other cardiopulmonary pathologies is a relatively new

focus of study with much still to be discovered. Unraveling

the underlying mechanisms by which microbiota secretions
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and metabolites act on human cells will impact human

health and potentially lead to new methodologies of

treatment. According to Koch’s third postulate, if microor-

ganisms contribute to disease, then transferring the

microorganism to a healthy organism will induce

pathogenicity. Using the third postulate as a guide, when

normotensive Wistar-Kyoto (WKY) rats receive a fecal

microbiota transplant (FMT) from a stroke-prone (SHR),

there was an increase in ABP [2]. Along with the rise in

ABP, the recipient rats had an increase in SCFA concen-

trations in the fecal matter accompanied by a shift in

microbiome community composition [2], mimicking the

diseased microbial configuration.

Microbial composition shifts alter the production of

metabolites produced by various bacteria, potentially

influencing several systems in the human body. Previous

reports using mice, demonstrated that acetate and propi-

onate bind to various GCPRs acting as chemical sensors in

the circulatory system and the kidney to play roles in renin

secretion and blood flow resistance [8]. Olfactory (Olf) 78

receptors are localized in a subset of smooth muscle cells

composing renal artery branches and small resistance

vessels associated with the renal juxtaglomerular appara-

tus, ideal locations for influencing renin secretion and

blood flow resistance. Propionate binding to Olf78 recep-

tors induces the release of renin from juxtaglomerular cells

in the afferent arterioles, resulting in an increase in ABP.

However, if propionate binds to GPCR 41, the ABP drops

[1, 8]. Thus, these two receptors are capable of counter-

acting each other to maintain homeostatic mean arterial

pressure in response to varying SCFA concentrations [8].

Building knowledge of the various receptors to which

SCFAs bind in different tissues could lead to potential

antagonist and agonist drug development to aid in the

regulation of ABP.

WKY rats have diverse microbial populations from the

major five phyla discussed earlier [2, 3] and when the

diversity of the ecosystem decreases it becomes unsta-

ble and susceptible to perturbation. Yang et al. found that

the SCFA concentrations in fecal samples differed depend-

ing on the overall microbial composition [3]. SHRs had

significantly higher lactate levels associated with dimin-

ished acetate and butyrate concentrations than WKY rats.

WKY rats that receive a FMT from stroke-prone SHRs

show an increase in fecal SCFA acetate, propionate, and

butyrate concentrations, which increase above those in

WKY and stroke-prone SHRs do not receive FMT [2]. The

difference in SCFA concentrations between WKY and

SHRs and the shift in SCFA concentrations following FMT

of disrupted microbiota into WKY rats are correlated with

an increase in Firmicutes and decreases in Bacteroidetes,

Proteobacteria, and Verrucomicrobia species [2, 3, 5]. It

appears that the initial onset of microbial disruption from a

normal composition causes an increase in SCFA produc-

tion [2, 3, 5], inducing an elevated ABP though an increase

in sympathetic outflow. Alterations in microbial commu-

nities can modify intestinal permeability, possibly allowing

elevated amounts of SCFAs to enter the blood and inducing

various physiological responses. An exploration into the

mechanisms promoting the growth of various species

following initial disruption could lead to potential probiotic

and prebiotic therapies to reestablish diversity in the

microbial community and restore the balance among

species. Several groups have demonstrated a shift in SCFA

concentrations and microbial composition in fecal samples

[2–7], but there is still a need for exploration into the

composition of bacterial populations associated with the

mucosal layer throughout the GI. Characterization of

various bacterial populations at different sites in the GI

may lead to novel discoveries on how the metabolites of

bacterial populations influence host cell function.

Influence of SCFAs on Neurodegeneration

Emerging evidence has linked microbial dysbiosis and

changes in metabolite production in the GI to neurodegen-

eration [4, 6]. Several neurodegenerative disorders, such as

Parkinson’s and Alzheimer’s, are associated with the

aggregation of proteins in specific regions of the brain,

impacting function inducing pathogenicity [4, 6]. Interest-

ingly, aggregation of the protein alpha-synuclein (aSyn) is
first seen in the GI of Parkinson’s patients [4], suggesting

that the pathogenicity spreads from the GI to the CNS

through the vagal and glossopharyngeal nerves.

The use of animal models allows researchers to establish

various pathways that stimulate the overexpression or

aggregation of specific proteins in various brain regions.

Fecal samples from individuals with Parkinson’s disease

(PD) have a lower acetate concentration than those taken

from age-matched controls [4]. The administration of

Parkinson’s patient samples into germ-free mice results in

a similar decrease in the relative abundance of acetate in

fecal samples [6]. This decrease in acetate could indicate

compromised intestinal integrity, allowing more acetate to

move from the lumen into the bloodstream to be distributed

throughout the body. Exploration of the possible effects of

an increase in acetate concentrations in various tissues

could lead to discoveries of downstream mechanisms

inducing pathogenicity.

Most SCFAs have the capacity to cross the blood-brain

barrier via the MCT and affects the central nervous system

[6, 7, 10]. SCFA administration in the Thy1-aSyn (alpha-

synuclein-overexpressing, ASO) mouse induces an

increase in microglia activation in a region-specific manner

[6]. Microglia activation is associated with the upregulation
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of aSyn aggregation. Microglia in germ-free mice are

unable to complete morphological changes in order to

induce an inflammatory response [6], showing a correlation

between gut microflora secretions and the maintenance of

neuronal and glial health. Transplantation of PD fecal

samples into ASO mice increases motor impairment [6],

suggesting that microbiota contribute to synucleinopathies

and progression of the neurodegenerative disorder.

Dysbiosis of bacterial phyla is seen in the GI of

individuals with PD in comparison to control samples

[4, 6]. Patients with PD display a decrease in Bacteroidetes

and Firmicutes accompanied by an increase in Proteobac-

teria, Actinobacteria, and Verrucomicrobia species Akker-

mansia muciniphila [4, 6]. Bacterial disruption is

associated with several pathologies spanning several sys-

tems of the human host however, specific community

disruptions and underlying mechanisms of the changes in

microbial metabolite production and pathogenicity is still

largely unknown.

Conclusions

Over the past two decades, it has been made clear that the

composition of the gut microbiome impacts various

physiological functions and plays a major role in the

development of pathology. Often the Firmicutes-to-Bac-

teroidetes ratio is used as a diagnostic tool, but the

literature is controversial [2–7] illuminating its insuffi-

ciency for clinical use at the current level of understanding.

Potential direction of investigation into not only the

bacterial composition of fecal matter but also the compo-

sition of bacterial populations associated with the mucosal

cells of the host could present a more reliable and accurate

assessment of microbial communities associated with

pathology and health. The varying compositions of micro-

bial communities between pathologies implies a need for

future research into microbial diversity in disease states

compared to healthy and possible high-risk individuals.

Dysbiosis results in a shift in metabolite production and

the concentrations found in the GI, blood plasma, and brain

regions. Responses to various SCFAs concentrations may

differ regionally [9], depending on receptor expression on

resident cells [1, 8], possibly influenced by host genomics

[10]. Pathogenicity can change receptor responses to SCFA

binding [10]; in normal physiology, binding may cause a

reaction that completely opposes the activity induced in a

pathogenic state. Investigation into specific regional recep-

tor responses to SCFA binding in normal and pathogenic

models will lead to novel discoveries underlying

mechanisms propagating various pathologies, such as

hypertension and Parkinson’s disease. Distinguishing early

biomarkers, tight-junction protein expression and gut

microbiota diversity, will aid in the development of

therapies targeting prevention of the early onset of

cardiovascular diseases and neurodegeneration.
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