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EDITORIAL

Tau Accumulation and Defective Autophagy: A Common
Pathological Mechanism Underlying Repeat-Expansion-Induced
Neurodegenerative Diseases?
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Repetitive DNA tracts (microsatellites) occur thousands of

times throughout the human genome, and their expansion is

known to cause many diseases. Expansion of CAG repeats

encoding polyglutamine (polyQ) tracts is a pathological

cause of nine neurodegenerative diseases: spinal and bulbar

muscular atrophy, Huntington’s disease, dentatorubropal-

lidoluysian atrophy, and six autosomal dominant forms of

spinocerebellar ataxia (SCA1, 2, 3, 6, 7, and 17) [1]. In

2011, two independent groups found an intronic GGGGCC

(G4C2) expansion mutant in C9orf12 as the most common

genetic cause of both amyotrophic lateral sclerosis (ALS)

and frontotemporal dementia (FTD) [2, 3]. Evidence from

these studies supports the idea that both loss-of-function

and gain-of-function mechanisms contribute to these

diseases. Bidirectional transcription of mutant C9orf72

produces sense and antisense hexanucleotide repeat expan-

sions. These RNA tracts can undergo repeat-associated

non-AUG translation to produce aggregated dipeptides.

The aggregated substances can lead to nuclear dysfunction,

affecting RNA splicing and transcription as well as causing

DNA damage. Proteostasis pathways have also been

implicated in disease pathology, including impairments in

autophagy and lysosomal function, the unfolded protein

response, and the endoplasmic reticulum [4], as well as the

ubiquitin–proteasome system [5]. Besides gain-of-function

mechanisms, the G4C2 repeats (G4C2r) also interfere with

the expression of the C9orf72 gene product, leading to a

decreased protein level. Therefore, both C9orf72 defi-

ciency and toxic gain-of-function mechanisms can lead to

various disruptions of nucleotides and proteins, although

the pathological mechanisms remain largely unclear

(Fig. 1).

Tau, a microtubule-associated protein first discovered in

1975 and encoded by MAPT, functions in microtubule

assembly and stabilization (Fig. 2). Aggregation of tau is a

defining pathological feature of several neurodegenerative

diseases that are collectively known as tauopathies, includ-

ing Alzheimer’s disease, progressive supranuclear palsy,

corticobasal degeneration, Huntington’s disease, and fron-

totemporal dementia with parkinsonism-17 [6]. Under

pathological conditions, the altered modification of tau

can result in detachment of tau from microtubules, leading

to defects in microtubule stabilization. Neurofibrillary

tangles, which consist of hyper-phosphorylated tau acting

in a toxic gain-of-function manner, interfere with the

transport of vesicles and other cargos [7].

Previous studies implied a synergistic interaction

between G4C2r expansion and tau that leads to neurode-

generation-related pathological features in both humans

and flies. Moreover, the protein and phosphorylation levels

of tau are increased by G4C2r expansion [8]. Hyperphos-

phorylated tau that tends to aggregate into insoluble

neurofibrillary tangles are found in tauopathy patients. A

new finding published in this issue of Neuroscience

Bulletin demonstrates a potential role of tau in the

development of G4C2r expansion-induced neurodegenera-

tive diseases [9].

In this study by Wen and colleagues, overexpression of

(GGGGCC)30 repeats [(G4C2r)30] induced ALS-related

phenotypes in flies, including neurodegeneration, motor
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deficits, and shortened life span, indicating that the fly

model recapitulates some of the major symptoms in

human ALS patients [9]. Importantly, dtau homozygous

(dtau -/-) or heterozygous knockout (dtau ?/-) success-

fully rescued the ALS-related phenotypes in flies overex-

pressing (G4C2r)30, implying that tau mediates the

neurological perturbations caused by G4C2r expansion

[9]. Consistent with the findings at the cellular and

behavioral levels, expanded G4C2r increases the tau

protein levels and phosphorylated-tau levels in both fly

and human cells, further suggesting a key role of tau in the

expanded G4C2r-induced neurodegeneration [9].

In ALS patients with C9ORF72 expansion, cytoplasmic

p62/sequestosome-1 (SQSTM1)-positive inclusions have

been observed in neurons of the cerebellum, hippocampus,

and neocortex. Given that SQSTM1/p62 functions as an

autophagy receptor, this suggests autophagy deficits in

these patients. Molecular characterizations in cell lines and

primary neurons indicate that C9ORF72 regulates the

initiation of autophagy by interacting with the Rab1a and

ULK1 autophagy initiation complex. Depletion of C9orf72

leads to p62/SQSTM1-positive inclusions in these cells

[10]. In the current study, on the other hand, the authors

found that expansion of G4C2r in both fly and human cells

impaired autophagic flux by inhibiting autophagosome-

autolysosome fusion, which contributes to tau aggregation

[9]. Bcl2-associated athanogene 3 (BAG3) is a member of

the BAG family of co-chaperones and interacts with heat

shock protein (Hsp) 70. As an autophagy regulator, BAG3

can cooperate with the autophagy receptor SQSTM1/p62 to

mediate the clearance of soluble tau and its phosphorylated

forms. During this degradation process, BAG3 regulates

autophagic flux through interaction with the post-synaptic

cytoskeletal protein synaptopodin in mature neurons [11].

In this study, the authors showed that expanded G4C2r

expression reduced BAG3/starvin mRNA levels and over-

expression of BAG3 rescued the impaired autophagic flux

[9]. Taken together, these results reveal a potential

pathological mechanism underlying neurological diseases

caused by G4C2 expansion: the expanded G4C2r expres-

sion decreases BAG3 expression, leading to reduced

autophagic flux and tau accumulation. Given that tau also

appears to mediate HTT-induced neurodegeneration, alter-

ations in the BAG3-autophagy-tau pathway may contribute

to the pathological processes in Huntington’s disease and

Fig. 1 Cellular processes implicated in FTD and ALS associated

with GGGGCC repeat expansion

Fig. 2 Potential roles of tau in different subcellular compartments
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perhaps other repeat-expansion-induced neurodegenerative

diseases as well. Further explorations are needed to

validate this, as well as to determine whether these findings

in flies hold true in mammals. Nonetheless, the current

work offers new hope for possible therapeutic targets for

these devastating neurodegenerative diseases.
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Abstract General anesthesia severely affects the metabo-

lites in the brain. Glycogen, principally stored in astrocytes

and providing the short-term delivery of substrates to

neurons, has been implicated as an affected molecule.

However, whether glycogen plays a pivotal role in

modulating anesthesia–arousal remains unclear. Here, we

demonstrated that isoflurane-anesthetized mice exhibited

dynamic changes in the glycogen levels in various brain

regions. Glycogen synthase (GS) and glycogen

phosphorylase (GP), key enzymes of glycogen metabolism,

showed increased activity after isoflurane exposure. Upon

blocking glycogenolysis with 1,4-dideoxy-1,4-imino-D-

arabinitol (DAB), a GP antagonist, we found a prolonged

time of emergence from anesthesia and an enhanced d
frequency in the EEG (electroencephalogram). In addition,

augmented expression of glycogenolysis genes in glycogen

phosphorylase, brain (Pygb) knock-in (PygbH11/H11) mice

resulted in delayed induction of anesthesia, a shortened

emergence time, and a lower ratio of EEG-d. Our findings
revealed a role of brain glycogen in regulating anesthesia–

arousal, providing a potential target for modulating

anesthesia.

Keywords Anesthesia-arousal � Brain glycogen � General
anesthesia � Glycogen phosphorylase � Glycogen syn-

thetase � Isoflurane

Introduction

General anesthetics are widely used clinically. However,

the mechanisms through which general anesthetics induce

quiescent neuronal activity and cause unconsciousness

remain largely unknown [1–6]. In recent decades, the role

of cerebral energy metabolism has attracted increasing

attention [7, 8]. It has been revealed that mutations in

complex I of mitochondria increase the sensitivity of

Caenorhabditis elegans to volatile anesthetics [9–12].

Recently, emerging evidence has indicated that a reduction

in cellular adenosine triphosphate (ATP) levels is associ-

ated with a delay in isoflurane-induced loss of the righting

reflex (LORR) in mice [13], suggesting that changes in

available cerebral energy might regulate anesthetic effects

[11–13].
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Brain glycogen, principally stored in astrocytes rather

than in neurons, is considered to be the largest on-demand

energy source in the brain [14–17]. Glycogen can be

metabolized into phosphorylated glucose and subsequently

produce pyruvate, which is eventually converted to lactate

[15]. According to the ‘‘lactate shuttle’’ hypothesis, the

lactate derived from astrocytic glycogen is transferred into

neighboring neurons to fuel the tricarboxylic acid cycle

[18–20]. In addition, a growing body of evidence indicates

that astrocytic glycogenolysis and the subsequent lactate

transport play a crucial role in memory formation, long-

term potentiation of synapses, and other physiological and

pathological events in the brain [17, 21–23]. Although

general anesthetics such as ether and pentobarbital have

been reported to induce increased levels of brain glycogen

[24–26], dynamic changes in brain glycogen throughout

anesthesia and their association with anesthetic effects

remain unclear. Moreover, since the amount of brain

glycogen is steadily and dynamically maintained due to the

balance between glycogenesis and glycogenolysis, two key

enzymes – glycogen synthase (GS) and glycogen phos-

phorylase (GP) – are responsible for the regulation of brain

glycogen levels [15]. However, much less attention has

been directed toward the effects of anesthetic agents on

glycogen metabolic enzymes.

In this study, we investigated changes in the brain

glycogen levels and key enzymes of glycogen metabolism

in the cortex, hippocampus, thalamus, and striatum during

isoflurane anesthesia in mice. Furthermore, an inhibitor of

GP (DAB) and transgenic Pygb knock-in (PygbH11/H11)

mice were used to test the hypothesis that brain glycogen

plays a crucial role in modulating anesthesia–arousal.

Materials and Methods

Animals and Experimental Protocols

Male C57BL/6 mice (8 weeks old) weighing 22 g–25 g

were purchased from the Animal Experimental Center of

the Fourth Military Medical University (Xi’an, China), and

all experiments were conducted with the approval of the

Ethics Committee for Animal Experimentation of the

Fourth Military Medical University. Mice were housed in

an environment with a temperature of 22�C–24�C, humid-

ity 38%–42%, and a light-dark cycle of 12 h/12 h. Standard

rodent chow and tap water were available ad libitum. Mice

with Pygb knocked in at the H11 locus on chromosome 11

(heterozygous: PygbH11/?; from Cyagen Biosciences Inc.,

Guangzhou, China) were housed in a specific pathogen-

free environment and were interbred to obtain homozygous

PygbH11/H11 mice and wild-type (WT) littermates.

Experiment 1: To investigate whether brain glycogen

levels change during isoflurane anesthesia, 12 mice were

randomly divided into two groups (n = 6 per group): a

control group and an isoflurane exposure group (2 h of

exposure). Then, the levels of brain glycogen in the cortex

(CTX), hippocampus (HIPPO), thalamus (THAL) and

striatum (STRIAT) were measured. To further evaluate

the dynamic variations in brain glycogen during isoflurane

anesthesia, the glycogen levels in the mice exposed to 1.4%

isoflurane for different durations (0.5, 1, 2, or 4 h; n = 6 per

duration) and in control mice were measured. We also

assessed the glycogen levels under both control conditions

and the following anesthetic states: LORR, isoflurane

exposure for 2 h, recovery of righting reflex (RORR), and 2

h after isoflurane exposure (n = 8 per group).

Experiment 2: The effects of isoflurane exposure on

key glycogen metabolic enzymes were examined. 8 mice

were randomly divided into two groups (n = 4 per group): a

control group and an isoflurane exposure group (2 h of

exposure). The levels of phosphorylated GS and GP and

their activities were measured in the indicated brain regions

as described previously.

Experiment 3: To determine the role of brain glycogen

in the induction of, maintenance of, and recovery from

isoflurane anesthesia, 16 mice were randomly divided into

two groups (n = 8 per group): intracerebroventricular

injection of DAB (2 lL, 300 pmol) 15 min before

isoflurane exposure and a saline injection group [23, 27].

PygbH11/H11 mice and WT littermates were also used (n = 8

per group). For these mice, the time to LORR and to RORR

under 1.4% isoflurane exposure as well as the total

percentage of power in the EEG under 0.8% isoflurane

exposure were recorded.

Isoflurane Exposure

Mice were exposed to 1.4% isoflurane (R510-22, RWD

Life Science, Shenzhen, China) in 98.6% oxygen (oxygen

flow, 1 L/min) in a chamber with an air intake and exhaust

system (20910911 cm3). The temperature was controlled

at 37�C during anesthesia. The oxygen, carbon dioxide, and

isoflurane levels were continuously monitored (MP-60,

Phillips Medical Systems, Best, The Netherlands), and

post-anesthesia care was carried out. All instances of

isoflurane exposure were performed at 08:00–12:00 to

avoid the influence of circadian rhythms. The control mice

were administered 100% oxygen.

Brain Tissue Preparation and Glycogen

Measurement

A focused microwave irradiation system (ORW1.5S-Fo-

cus, Orient Microwave, Nanjing, China) was used to
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rapidly fix brain tissue and prevent glycogen breakdown

[28]. Briefly, a mouse was confined in a specialized animal

containment device. A high-energy microwave (1 kW) was

focused on the head for 5 s, after which the brain was

immediately removed and different regions were dissected

under a stereomicroscope (SZ51, Olympus, Tokyo, Japan).

For staining experiments, the brain was fixed in and

incubated with 4% paraformaldehyde prior to paraffiniza-

tion and sectioning. The glycogen levels in these samples

were assessed with a glycogen assay kit (K648, BioVision,

Milpitas, USA) or a periodic acid-Schiff (PAS) staining kit

(ab150680, Abcam, Cambridge, MA, USA).

Enzyme Activity Assay

GS and GP activities were determined with assay kits

(GMS50500.2 for GS and GMS50092.2 for GP, Genmed

Scientifics, Shanghai, China). Relative activity was calcu-

lated by measuring the absorbance at 340 nm on a

microplate reader (infinite M200, Tecan, Männedorf,

Switzerland) and then by normalizing the value to that of

the total protein levels in similar samples.

Immunoblotting

The brain tissue of mice was homogenized in RIPA lysis

buffer (Beyotime, Nantong, China) containing a complete

protease inhibitor and phosphatase inhibitor cocktail (1%,

Thermo Fisher Scientific, Waltham, MA, USA). The

protein concentration was determined with a BCA protein

assay kit (23225, Thermo Fisher Scientific). Equivalent

amounts of protein (30 lg per lane) were loaded and

separated on SDS-PAGE gels and then transferred to 0.22-

lm PVDF membranes (10600021, GE Healthcare, Munich,

Germany) for 2 h. After the membranes were blocked with

5% skim milk, they were incubated overnight at 4�C with

the following primary rabbit antibodies (Table S1): anti-

PYGB (ab154969, 1:1000, Abcam), anti-GYS1 (ab40867,

1:1000, Abcam), anti-pSer641-GS (3891, 1:1000, CST),

anti-pSer15-PYGB (synthesized by Genecreate Biological

Engineering Co., Ltd, Wuhan, China), anti-AGL

(ab133720, 1:1000, Abcam), anti-GBE1 (ab180596,

1:1000, Abcam), and anti-b-actin (ab119716, 1:1000,

Abcam). After three washes, the membranes were incu-

bated with goat anti-rabbit secondary antibody conjugated

to horseradish peroxidase (ab6721, 1:5000, Abcam) for 2 h

at room temperature. The membranes were washed again,

and the bands were detected using a chemiluminescent

horseradish peroxidase substrate (1812401, Millipore, MA,

USA). The optical density of each band was analyzed using

Quantity One software 5.0 (Bio-Rad, La Jolla, CA, USA).

Immunohistochemical/Immunofluorescent Staining

After brain sections were deparaffinized, endogenous

peroxidase activity was blocked by immersion in hydrogen

peroxide for 10 min. Then, the sections were incubated

with 5% normal donkey serum for 1 h to block non-specific

binding. Subsequently, the sections were incubated at 4�C
overnight with the following primary antibodies as appro-

priate (Table S1): rabbit anti-PYGB (HPA031067, 1:50,

Atlas), rabbit anti-GYS1 (1:25, Abcam), mouse anti-NeuN

(MAB377, 1:200, Millipore), chicken anti-GFAP

(GTX85454, 1:500, GeneTex), and goat anti-Iba1

(ab5076, 1:300, Abcam). The sections were then treated

with fluorescent secondary antibodies as follows: Alexa-

Fluor 488 (green)-conjugated goat anti-rabbit (A32731,

1:500), AlexaFluor 594 (red)-conjugated goat anti-chicken

(A32759, 1:500), AlexaFluor 594-conjugated donkey anti-

mouse (A32744, 1:500), and AlexaFluor 594-conjugated

donkey anti-goat (A11058, 1:500) (all from Thermo Fisher

Scientific). Nuclei were stained with DAPI (4’,6-di-

amidino-2-phenylindole; 1:1000; Sigma-Aldrich, St Louis,

MO, USA). Biotinylated secondary antibody (ab6721,

1:5000, Abcam) and peroxidase-conjugated streptavidin

followed by chromogenic reaction with 3,3’-diaminoben-

zidine were added to sections for immunohistochemical

staining, which were counterstained with hematoxylin.

Blood Glucose Analysis

The blood glucose levels were determined using a blood

glucose meter (OneTouch Ultra, Johnson& Johnson, New

Brunswick, NJ, USA).

Intracerebroventricular Injection

DAB (2 lL, 300 pmol, D1542, Sigma-Aldrich) or saline

was injected into the lateral ventricle through a cannula

(62003, RWD Life Science) placed 1 week before the

experiment (0.22 mm posterior to bregma, 1.0 mm lateral,

1.5 mm deep).

Analysis of Anesthesia Induction and Emergence

Each mouse was placed in a rotating cylinder and then

exposed to 1.4% isoflurane. The induction time was defined

as the interval from the beginning of anesthesia to the

LORR. Similarly, the emergence time was defined as the

interval from the termination of anesthesia to the RORR.

EEG Recording and Analysis

For EEG recording, electrodes were implanted 7 days

before experiments. After 0.8% isoflurane exposure for 30

123

Z. Fan et al.: Effects of Brain Glycogen on Anesthesia 1515



min, EEG signals were digitized at 1 kHz by a PowerLab

and LabChart system (AD Instruments, Dunedin, New

Zealand) and were bandpass filtered at 0.3 Hz–50 Hz. The

analysis of the percentage total power and construction of

spectra were completed in MatLab (MathWorks, Natick,

MA). EEG changes in the frequency bands d (0.3 Hz–4

Hz), h (4 Hz–10 Hz), a (10 Hz–15 Hz), b (15 Hz–25 Hz),

and c (25 Hz–50 Hz) were used to estimate the wake/

anesthesia states.

Statistical Analysis

GraphPad Prism 7.0 (GraphPad Software, San Diego, CA)

was used for statistical analysis. All results are shown as

the mean ± SEM. Comparisons between two groups were

made using an unpaired t-test, and comparisons between

multiple groups were made using one-way ANOVA with

Tukey-Kramer’s post hoc test. To determine statistically

significant differences among groups at different time

points throughout anesthesia delivery, one-way ANOVA

with Sidak’s multiple comparisons was used. P\0.05 was

considered statistically significant.

Results

Elevated Brain Glycogen Levels After Isoflurane

Exposure

Mice were exposed to 1.4% isoflurane in 98.6% oxygen.

Glycogen levels were measured in the CTX, HIPPO,

THAL, and STRIAT. PAS staining revealed that after

isoflurane exposure for 2 h, more intense signals were

observed in the analyzed regions compared to those in the

control group (Fig. 1A, B). Consistent with these data, the

glycogen assay kit revealed higher glycogen levels in the

homogenates of the CTX, HIPPO, THAL, and STRIAT

after 2 h of isoflurane exposure (Fig. 1C). These data

suggested that isoflurane anesthesia increases the glycogen

levels in various brain regions, including the CTX, HIPPO,

THAL, and STRIAT.

Dynamic Variations in Glycogen Levels Under

Isoflurane Anesthesia

Next, we evaluated the temporal changes in glycogen

levels during extended exposure to isoflurane (Fig. 2A).

We noted that the degree of glycogen increase in the four

regions was positively related to the duration of isoflurane

anesthesia (Fig. 2D). We then assessed the glycogen levels

under different anesthetic states according to the righting

reflex behavior: no anesthesia (control), LORR, isoflurane

exposure for 2 h, RORR, and 2 h after isoflurane exposure

(Fig. 2B, C). Generally, in the analyzed regions, the

glycogen levels were elevated during anesthesia but

reduced during arousal. Notably, the THAL displayed

remarkable sensitivity to changes in anesthetic state

because each state showed significant differences in

glycogen levels in the THAL, while other regions did not

show this pattern (Fig. 2E). Collectively, these results

revealed a changing pattern of glycogen in specific brain

regions under isoflurane anesthesia.

Glycogen Metabolism is Activated After Isoflurane

Exposure

As glycogen levels are maintained in a balance between

glycogenesis and glycogenolysis, we examined the key

enzymes of glycogen metabolism. First, we used

immunofluorescence to localize GS and GP. We found

that GP was predominately co-localized with GFAP rather

than with NeuN or Iba1, and GS co-localized with both

GFAP and NeuN (Fig. 3A, B). These results indicated that

both neurons and astrocytes are able to synthesize glyco-

gen. However, most relevant to the role of brain glycogen

as an energy source is the putative role of astrocytes in

regulating glycogenolysis. Next, to verify the effects of

isoflurane anesthesia on glycogen metabolism, we assessed

the expression of key enzymes in the CTX, HIPPO, THAL

and STRIAT. No significant differences were found after

isoflurane exposure for 2 h (Fig. S1). However, the level of

phosphorylated GS at Ser641 (p641-GS), which represents

the inactivated form, was lower in various brain regions in

the isoflurane-treated group than that in the control group,

although there were no significant differences in these

levels in the HIPPO and THAL (Fig. 3C). Concurrently,

increased GS activity was also found (Fig. 3E). Similarly,

the levels of phosphorylated GP at Ser15 (p15-GP) showed

increased trends in the CTX, THAL, and STRIAT

(Fig. 3D), which was consistent with the increased GP

activity in these regions (Fig. 3F). Notably, GP activity and

the phosphorylation level in the HIPPO showed no

significant differences between the two groups (Fig. 3D,

F). Therefore, these results demonstrated that isoflurane

exposure enhances both the anabolism and catabolism of

brain glycogen, although there is heterogeneity among

regions.

Inhibition of Glycogenolysis Enhances EEG-d Fre-

quency and Delays Emergence from Anesthesia

To explore whether the variations in brain glycogen affect

the isoflurane-induced EEG spectrum and anesthesia–

arousal, DAB (2 lL, 300 pmol), a GP antagonist, was

injected into the lateral ventricle (Fig. 4A). DAB injection

led to a significant decrease in GP activity in the HIPPO,
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Fig. 1 Brain glycogen levels increase in mice under isoflurane

anesthesia. A Representative PAS staining of sections in the four

brain regions. (arrows, cells with abundant glycogen; scale bars, 100

lm in upper panels, 20 lm in lower panels). B Numbers of PAS-

positive cells per field under 209 magnification (n = 4 per group).

C Glycogen levels (n = 6 per group). *P\0.05, **P\0.01, ***P\
0.001 vs control. CON, oxygen control; ISO 2 h, isoflurane exposure

for 2 h; CTX, cortex; HIPPO, hippocampus; THAL, thalamus;

STRIAT, striatum.

Fig. 2 Dynamic variations in

glycogen levels in mice under

isoflurane anesthesia.

A Schematic of the different

time points at which brain

glycogen levels during admin-

istration of isoflurane anesthesia

were measured. B Schematic of

brain glycogen at key time

points during isoflurane anes-

thesia. C Cartoon of observation

of righting reflex behavior.

D Brain glycogen slowly accu-

mulates in a time-dependent

manner in different brain

regions (n = 6 per group).

E Patterns of regional changes

in brain glycogen during isoflu-

rane anesthesia (n = 8 per

group). *P\ 0.05, **P\ 0.01,

***P\ 0.001, and ****P\
0.0001. ISO 2 h-R 2 h, 2 h after

isoflurane exposure; LORR, loss

of righting reflex; RORR,

recovery of righting reflex.
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THAL, and STRIAT (Fig. 4B). GP activity in the CTX was

also down-regulated, but there were no significant differ-

ences between the DAB and saline groups (Fig. 4B). At 15

min after DAB administration, mice were exposed to

isoflurane (Fig. 4C). The glycogen levels were higher in

the DAB injection group than in the saline group after

isoflurane exposure for 2 h (Fig. 4D). Despite a declining

trend, there were no significant differences in the LORR

time between the two groups (Fig. 4E), but the RORR time

was markedly delayed in the mice receiving DAB com-

pared with those receiving saline (Fig. 4F). The total

percentage power of the EEG spectrum under 0.8%

isoflurane exposure showed that the ratio of the d band

increased after DAB injection, and no significant differ-

ences in the other bands were found between the two

groups (Fig. 4G–I). Hence, we concluded that blocking

glycogenolysis by DAB has an anesthesia-promoting

effect.

Augmentation of Glycogenolysis Reduces EEG-d
Frequency, Prolongs Anesthesia Induction, and Fa-

cilitates Emergence from Anesthesia

To further corroborate the role of glycogenolysis in

isoflurane anesthesia, we generated GFAP-specific Pygb

knock-in mice by using CRISPR/Cas-mediated genome

editing to insert the ‘‘GFAP-mouse Pygb CDS-Poly A’’

cassette into the H11 locus on mouse chromosome 11

(Fig. S2A). Genotypes were identified by PCR, and

homozygous PygbH11/H11 mice (747 bp/747 bp) and WT

littermates (519 bp/519 bp) were used in the experiments

(Fig. S2B). Immunochemistry and immunoblotting were

used to evaluate the gene-targeting efficiency of Pygb

overexpression, both of which demonstrated a significant

increase in PYGB expression compared to that in WT

littermates (Fig. S2C, D). Under isoflurane anesthesia, the

glycogen levels in the four assessed regions were markedly

higher in PygbH11/H11 mice than in WT littermates

Fig. 3 Effects of isoflurane on

enzymes related to glycogen

metabolism. A, B Representa-

tive images of immunofluores-

cent staining of GS (A) and GP

(B) with GFAP, NeuN and Iba-1

(arrows, co-labeled cells; scale

bars, 20 lm). C, D Levels of

phosphorylated GS at Ser641

(C) and phosphorylated GP at

Ser15 (D) (n = 4 per group). E,
F Activity of GS (E) and GP

(F) in the presence or absence of
isoflurane exposure (n = 6 per

group). *P\ 0.05, **P\ 0.01,

***P\ 0.001, ****P\ 0.0001

vs control.
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(Fig. 5A). Compared with WT littermates, PygbH11/H11

mice exhibited an increased time to LORR (Fig. 5B) and a

reduced time to RORR (Fig. 5C). EEG signals showed that

the of d-band ratio was significantly decreased. In addition,

there were no significant differences in the other EEG

bands between the two groups (Fig. 5D–F). Taken

together, these results suggested that the enhanced capacity

for glycogenolysis in PygbH11/H11 mice leads to an arousal-

promoting effect.

Discussion

In the current study, we demonstrated that exposure to the

inhalational anesthetic isoflurane increased the levels of

glycogen in various brain regions: the CTX, HIPPO,

THAL, and STRIAT. Decreased phosphorylation of GS at

Ser641 and increased phosphorylation of GP at Ser15,

which were accompanied by increased activity of the two

rate-limiting enzymes in glycogen metabolism, occurred

after 2 h of isoflurane anesthesia. Interventions targeting

brain glycogen changed anesthesia-associated behaviors,

such as the latency of the LORR and RORR and the EEG

spectrum. We conclude that the availability of brain

glycogen is critical in the regulation of recovery from

isoflurane anesthesia.

Brain glycogen, which is regarded as an advantageous

form for glucose storage in astrocytes [15], has been

implicated in various physiological and pathological

events, such as memory formation, sleep, aging, exercise,

migraine, and stroke [23, 29–32]. Brain glycogen levels

have also been proposed to increase during general

anesthesia, and the degree of increase is related to both

the depth and duration of general anesthesia and the type of

anesthetic used [24–26]. However, whether brain glycogen

can be manipulated to regulate the effects of anesthesia

remains unknown. Here, we found that the glycogen levels

in the CTX, HIPPO, THAL, and STRIAT mildly increased

during isoflurane exposure in a time-dependent manner, in

agreement with previous studies [26]. Furthermore, we

refined the correlation between the changing pattern of

brain glycogen levels and anesthetic status: the induction

of, maintenance of, and emergence from anesthesia. We

concluded that brain glycogen levels increase as anesthesia

Fig. 4 Inhibiting glycogenolysis with DAB accelerates induction of

isoflurane anesthesia in mice. A Diagram of the intracerebroventric-

ular injection site. B GP activity in the brain regions 2 h after DAB

injection (n = 6 per group). C Protocol for recording the LORR and

RORR times of mice under 1.4% isoflurane anesthesia. D Brain

glycogen levels in the selected regions under isoflurane anesthesia for

2 h after DAB or saline injection (n = 6 per group). E. F The LORR

(E) and RORR (F) times in the DAB and saline injection groups after

2 h of isoflurane exposure (n = 8 per group). G Protocol for recording

the EEG in mice under 0.8% isoflurane anesthesia. EEG recording for

10 min began at 15 min after initial administration of isoflurane.

H Representative EEG traces and heat maps. (I) Total percentage

power of the EEG in mice under 0.8% isoflurane exposure (n = 8 per

group). *P\ 0.05, **P\ 0.01, ***P\ 0.001.
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progresses and decrease as arousal progresses. Among the

analyzed regions, the THAL showed strikingly sensitive

changes in glycogen levels in response to the changes in

anesthetic status, suggesting that glycogen in the THAL

might play a distinctly important role in the regulation of

anesthesia.

Since glycogen synthesis and degradation occur simul-

taneously, glycogen content varies depending upon the

immediate energy needs of the tissue [33, 34]. Two rate-

limiting enzymes, GS and GP, are involved in the

regulation of glycogen metabolism [35]. According to

our immunofluorescent staining results, GP is exclusively

expressed in astrocytes, while GS is localized to both

neurons and astrocytes in adult mice. The results are also

supported by previous studies [36]. GS exists in two forms:

the inactive phosphorylated form and active dephosphory-

lated form; its activity is controlled by glycogen synthase

kinase-3 (GSK-3) and protein kinase A (PKA) [37]. GP, by

contrast, exists in an active phosphorylated state and

inactive dephosphorylated state; its activity in the brain is

regulated by phosphorylase kinase (PhK) and the allosteric

binding of AMP and glucose [38, 39]. Our previous study

demonstrated that sevoflurane exposure induces the hyper-

phosphorylation of GSK-3b [40], resulting in a shift

towards GS dephosphorylation. Here, we provide evidence

that isoflurane exposure results in decreased phosphoryla-

tion of GS at Ser641 (p641-GS), in accordance with the

increased GS activity found in the biochemical assay.

Notably, isoflurane exposure also elicited hyperphospho-

rylation of GP at Ser15 (p15-GP) and increased GP activity

in the CTX, THAL, and STRIAT. However, the levels of

phosphorylated GP in the HIPPO showed no

detectable change in our study. Additional studies are

needed to clarify the heterogeneity of brain glycogen

metabolism among brain regions.

The biosynthesis of brain glycogen depends heavily on

the supply of blood glucose[41, 42], the levels of which

tend to correlate with brain glycogen levels [43]. It has

been reported that blood glucose levels are elevated after

isoflurane anesthesia [44]. However, the relationship

between blood glucose levels and brain glycogen under

isoflurane anesthesia were still unclear. In this study, we

investigated the pattern of blood glucose changes under

different stages of isoflurane anesthesia (Fig. 2A, B), and

found that the level began to increase significantly 30 min

after 1.4% isoflurane anesthesia, then remained at the peak

level (*14 mmol/L) for at least 4 h (Fig. S3A). The

dynamic variations in blood glucose at different stages of

isoflurane anesthesia were similar to those in brain

glycogen shown in Fig. 2E (Fig. S3B). Considering the

effect of brain glycogen and its underlying mechanism on

anesthetic status is not totally understood, one possibility is

that the effect might be induced by blood glucose levels

[45]. Therefore, these levels were manipulated in mice by

Fig. 5 PygbH11/H11 mice exhibit a decreased arousal time from

isoflurane anesthesia. A Comparison of glycogen levels in several

brain regions of PYGBH11/H11 mice and their WT littermates after

exposure to isoflurane for 2 h (n = 6 per group). B, C The LORR

(B) and RORR (C) times of PYGBH11/H11 and WT mice exposed to

isoflurane for 2 h (n = 8 per group). D Protocol for recording EEG

frequency in mice under 0.8% isoflurane anesthesia for 10 min,

beginning 15 min after initial administration of isoflurane. E Repre-

sentative EEG traces and heat maps. F Total percentage power of the

EEG bands in mice under 0.8% isoflurane anesthesia (n = 8 per

group). *P\ 0.05, **P\ 0.01, ***P\ 0.001.
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intraperitoneal injection of exogenous glucose (2 g/kg) or

glucose starvation with extended fasting (24 h) under

isoflurane exposure [46, 47] (Fig. S4A, B). The results

showed that the glycogen levels in the CTX, HIPPO,

THAL, and STRIAT were significantly increased after

glucose injection and decreased after extended fasting

(Fig. S4C), in accordance with previous studies [48].

Besides, a low blood glucose level significantly delayed the

time to RORR, while a high blood glucose level did not

change the time to RORR (Fig. S4D). Since our pharma-

cological intervention targeting glycogenolysis only

affected RORR (Fig. 4E, F), and in the interest of the

clinical value of arousal modulation [49], in this experi-

ment, we paid more attention to the effects of blood

glucose level on RORR rather than on LORR.We speculate

that the underlying mechanism that the extended fasting-

induced delayed RORR is associated with the abnormal

metabolism and dysfunction of neuronal cells under

conditions of hypoglycemia, such as mitochondrial damage

and oxidative stress [50, 51]. In addition, one explanation

why glucose injection did not affect the time to RORR is

that isoflurane anesthesia itself induces hyperglycemia

[44], additional glucose feeding might not change the

arousal from anesthesia. The mechanism underlying the

arousal-modulating effect of brain glycogen after general

anesthesia deserves further investigation.

Glycogenolysis in astrocytes is strictly associated with

the fate of glucose as described by the astrocyte–neuron

lactate shuttle (ANLS) hypothesis, which states that

astrocyte-derived lactate supports neuronal metabolism

and plasticity [30, 52]. To date, controversies about the

existence and significance of the ANLS continue [53]. The

‘‘energetic’’ explanation is that the glycogen stored in

astrocytes is rapidly converted to pyruvate/lactate via

glycolysis. As a predominant energy substrate, lactate is

transferred from astrocytes to neurons and metabolized in

the tricarboxylic acid cycle for ATP synthesis during

functional activation [18]. The rates of oxidative phospho-

rylation and changes in ATP concentrations alter thesen-

sitivity of C. elegans and rodents to volatile anesthetics

[11, 54, 55].We found that DAB treatment resulted in

significant amelioration of glycogenolysis and conse-

quently induced an increase in the ratio of the d band in

the EEG spectrum and delayed emergence from anesthesia.

By contrast, compared with WT littermates, transgenic

PygbH11/H11 mice showed a lengthened induction time and

reduced emergence time from anesthesia and the d ratio in

the EEG spectrum. Besides, a low blood glucose level

induced by 24 h fasting significantly delayed the time to

RORR, accompanied by reduced brain glycogen levels.

These consolidated results suggested that changes in

energy levels, particularly those produced by glycogen

degradation, modulate the effects of general anesthesia by

isoflurane.

A previous study based on 13C magnetic resonance

spectroscopy in vivo proposed that lactate, a product of

glycogenolysis, might be used as an alternative metabolic

substrate under thiopental anesthesia [56]. Here, we found

increased GP activity in the CTX, THAL, and STRIAT

after isoflurane exposure for 2 h, indicating that isoflurane

has an energy metabolism pattern similar to that of

thiopental anesthesia to some degree. We speculate that

the elevated GP activity is attributable to a compensatory

reaction following the elevated glycogen level. Additional

studies, such as investigating the time course of GS and GP

activity, might uncover the mechanism.

A main limitation of our study is that we did not

evaluate metabolites of glycogenolysis, such as lactate and

ATP. Cell-based experiments could be designed to explore

the energy network, especially the ANLS hypothesis,

between astrocytes and neurons in the future. In addition,

since the levels of blood glucose in the glucose injection

group were already decreased after 2 h of isoflurane

exposure compared with the beginning of anesthesia

(Fig. S4B), persistent perfusion or different doses of

glucose should be used to determinethe effect of hyper-

glycemia on RORR under isoflurane anesthesia.

In conclusion, our results show that the dynamic

variations in brain glycogen levels during general anesthe-

sia are crucial to anesthesia–arousal modulation. Develop-

ing novel drugs targeting the degradation of brain glycogen

may offer a promising strategy to modulate arousal during

general anesthesia.
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Abstract Expansions of trinucleotide or hexanucleotide

repeats lead to several neurodegenerative disorders, includ-

ing Huntington disease [caused by expanded CAG repeats

(CAGr) in the HTT gene], and amyotrophic lateral sclerosis

[ALS, possibly caused by expanded GGGGCC repeats

(G4C2r) in the C9ORF72 gene], of which the molecular

mechanisms remain unclear. Here, we demonstrated that

lowering the Drosophila homologue of tau protein (dtau)

significantly rescued in vivo neurodegeneration, motor

performance impairments, and the shortened life-span in

Drosophila expressing expanded CAGr or expanded

G4C2r. Expression of human tau (htau4R) restored the

disease-related phenotypes that had been mitigated by the

loss of dtau, suggesting an evolutionarily-conserved role of

tau in neurodegeneration. We further revealed that G4C2r

expression increased tau accumulation by inhibiting

autophagosome–lysosome fusion, possibly due to lowering

the level of BAG3, a regulator of autophagy and tau. Taken

together, our results reveal a novel mechanism by which

expanded G4C2r causes neurodegeneration via an evolu-

tionarily-conserved mechanism. Our findings provide novel

autophagy-related mechanistic insights into C9ORF72-

ALS and possible entry points to disease treatment.

Keywords ALS � C9orf72 � G4C2 � Huntington disease

Introduction

An expansion of the GGGGCC repeat (G4C2r) in intron 1

of C9ORF72 is a common mutation associated with

sporadic amyotrophic lateral sclerosis (ALS) and fron-

totemporal dementia (FTD) [1, 2]. ALS is a fatal neurode-

generative disorder primarily affecting motor neurons,

whereas FTD is caused by neurodegeneration primarily in

the frontal, insular, and anterior temporal cortex. The

aggregation-prone dipeptides synthesized from the

expanded G4C2 via repeat-associated non-ATG translation

and/or G4C2 RNA foci/membraneless granules originating

via phase separation are likely the major cause of

neurodegeneration, but the downstream molecular mecha-

nisms remain unclear [1–7]. Abnormalities of the micro-

tubule-binding protein tau play a central role in several

neurodegenerative diseases termed tauopathies, including

Alzheimer’s disease (AD), progressive supranuclear palsy

(PSP), and tau-positive FTD with parkinsonism (FTD with

parkinsonism-17). Among these, FTD with parkinsonism-

17 is caused by aberrant splicing of tau, and similar

mechanisms may contribute to the pathology in Hunting-

ton’s disease (HD) [8], another disease caused by

nucleotide repeat expansion (CAG repeat expansion in
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exon 1 of the HTT gene) [9]. Abnormal phosphorylation

and aggregation of tau has also been reported in patients

with C9ORF72-ALS [10]. Thus, we investigated whether

tau mediates expanded G4C2r-induced neurotoxicity,

which may share molecular commonalities in the patho-

logical mechanisms with CAG repeat expansion diseases.

Tau is the key protein in several neurodegenerative

diseases such as AD and other tauopathies. The tau-related

toxicity in neurodegenerative disorders may be a mixture

of both loss-of-function of normal tau and gain-of-function

of aggregation-prone tau caused by abnormal splicing and

post-translational modification under pathological condi-

tions. Loss of normal tau may have an impact on axonal

transport and thus contribute to synaptic dysfunction and

neurodegeneration [11]. Meanwhile, aggregated tau can be

generated by hyperphosphorylation [12, 13] and/or an

altered isoform ratio [14]. Hyperphosphorylated tau

detaching from microtubules usually misfolds and seques-

ters normal tau and other related proteins to produce large

insoluble tau aggregates, which may impair the cellular

clearance machinery [15, 16], axonal transport [17],

mitochondrial function [18, 19], and other cellular

processes.

Drosophila models have been widely used to study

genetic neurodegenerative disorders, especially CAG

expansion and G4C2 expansion diseases, probably because

of their monogenetic nature [20, 21]. Many of the genetic

and chemical modifiers identified in these models have

been validated in patient cells and mammalian models

[22–25]. In this study, we first characterized the patho-

physiological action of the Drosophila homologue of tau

(dtau) in a model of HD. We confirmed an evolutionarily-

conserved role of dtau in HD neurotoxicity by showing that

the loss of dtau significantly rescued phenotypes in the

Drosophila HD model expressing an exon 1 fragment of

human mutant HTT protein, consistent with the report in a

mouse model of HD expressing this fragment [8]. We then

investigated the potential role of dtau in the expanded

G4C2r-induced neurotoxicity in the Drosophila model, and

explored tau-related pathogenic mechanisms, in which

autophagy plays a key role.

Materials and Methods

Fly Stocks and Genetics

Fly cultures and crosses were maintained on standard food

according to standard procedures and raised at 25 �C. The
elav(c115)-GAL4 (elav(I)-GAL4) (no. 458), elav(II)-GAL4

(no. 8765), elav(III)-GAL4 (no. 8760), OK371-GAL4 (no.

26160), and UAS-GFP-mCherry-atg8a (no. 37749) were

from the Bloomington Drosophila Stock Center at Indiana

University (Bloomington, Indiana). The dtau-/- stock was

as described previously [26]. GMR61G12-GAL4 was from

the FlyLight GAL4 collection organization (http://flweb.

janelia.org/cgi-bin/flew.cgi). The UAS-(G4C2)30-EGFP

and UAS-(G4C2)3-EGFP lines were as described previ-

ously [27]. The transgenic Drosophila line expressing

human wild-type was as described previously [28]. The

expression of (G4C2)30 in all cells of the peripheral and

central nervous systems using elav(I)-GAL4 caused

lethality in early development as described previously [27].

As the pupal lethality of (G4C2)30 driven by elav(I)-GAL4

precluded studies in mature neurons of the adult brain, we

used elav(II)-GAL4 or elav(III)-GAL4 as a substitute. UAS-

HTT.ex1.Q25 and UAS-HTT.ex1.Q72 were generated by

injecting pUAST- HTT.ex1.Q25 or pUAST- HTT.ex1.Q72

plasmid with helper-plasmids named D2-3 into w1118.

Behavioral and Lifespan Experiments

In behavioral experiments (climbing assay), we placed 15

age-matched virgin female flies in an empty vial and

tapped them down. The percentage of flies that climbed

past a 9-cm line after 15 s was recorded. The mean of five

observations was plotted for each vial on each day, and

data from multiple vials containing different batches of

flies were plotted and analyzed using two-way ANOVA.

Flies were randomly placed into each tube. For lifespan

measurements, we placed C 60 age-matched virgin

females in an empty plastic vial and recorded the survival

in each vial on each day. In both behavioral and lifespan

measurement experiments, the investigator who performed

the experiments was blind to the genotypes until data

analysis. The survival distribution of the two genotypic

groups were compared using the log-rank (Mantel-Cox)

test.

Plasmids Used for Fly Strain Generation and Mam-

malian Cell Transfection

The HTT.ex1.Q25 and HTT.ex1.Q72 cDNA were obtained

by PCR amplification from pcDNA- HTT.ex1.Q25 and

pcDNA- HTT.ex1.Q72 plasmid, and they were cloned into

the pUAST vector. The tau-snap plasmid was generated by

inserting the cDNA expressing one transcript of human tau

(0N4R, cloned by PCR amplification from the UAS-htau4R

Drosophila strain) into a snap-tag vector (P9312S, New

England Biolabs, CA). (G4C2)3 and (G4C2)25 plasmids

were generated by inserting (G4C2)3 or (G4C2)25 repeats

into the pTT-sfGFP vector. The (G4C2)3 repeats were

generated by the primer-annealing process and (G4C2)25
repeats were generated using an enzyme to cut the plasmid

named pHR-Tre3G-29xGGGGCC-12xMS2 (cat.no.

#99149, Addgene, MA). The BAG3 (BAG family
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molecular chaperone regulator 3) vector was constructed

by cloning the human BAG3 cDNA sequence from

PUC57_BAG3wt-eGFP (cat.no. #98182, Addgene, MA)

into the pTT-sfGFP vector. As the end of the BAG3 gene

PCR product was a termination codon, GFP protein in the

vector was not expressed with BAG3 protein. The mRFP-

GFP-LC3B vector was from Addgene (cat.no. #21074,

Addgene, MA). The Lamp1-mcherry vector was a gift from

Prof. Shouqing Luo (Peninsula School of Medicine and

Dentistry, University of Plymouth, UK).

SiRNA Treatment

The siRNAs were reverse-transfected into HEK293T cells

with Lipofectamine 2000 (11668027, ThermoFisher, MA).

All transfections were performed according to the manu-

facturer’s protocol. Cells were collected 3 days after

siRNA transfection for western blots. The siRNAs were

validated by qPCR and/or western blots for target knock-

down. The siRNA target sequence was 50-AAGGUUCA-
GACCAUCUUGGAA-30.

Immunostaining

For immunofluorescence studies (Figs. 2D, 5A and 6C),

cultured HeLa cells were fixed in 4% paraformaldehyde

(PFA) at room temperature for 10 min after washing three

times with 19 PBS (20 min each), and then washed again

and permeabilized in 0.5% (v/v) TritonX-100 for 10 min.

The cells were then blocked in blocking buffer [4% bovine

serum albumin ? 0.1% (v/v) Triton X-100 in 19 PBS] for

30 min, incubated overnight at 4 �C with the primary

antibody (clone 5A6, P10636, Developmental Studies

Hybridoma Bank, IA), and then washed three times with

blocking buffer and incubated with secondary antibody at

room temperature for 1 h. The cells on coverslips were then

washed three times, stained with 0.5 mg/mL DAPI for 5

min at room temperature, and then mounted in Vectashield

mounting medium (H-1002, Vector Laboratories, CA).

Images were captured on a Zeiss Axio Vert A1 confocal

microscope (H1009664-1, Zeiss, Oberkochen, Germany)

and the number of htau puncta in each cell was analyzed

blindly using ImageJ (ImageJ 1.52a, Wayne Rasband

National Institures of Health, CA).

For immunofluorescence of cultured HEK293T cells

(Fig. 5C–E), all the procedures for immunostaining were

the same as for HeLa cells, except for LysoTracker and

cathepsin D (CTSD) immunostaining, for which Lyso-

Tracker dye (1:1000; L7526, ThermoFisher, MA) or

BODIPY-FL-pepstatin A dye (1:500; P12271, Ther-

moFisher, MA) was added to live cells and incubated for

1 h; after which the cells were immediately sealed on slides

with nail polish. Images were captured on a Zeiss Axio

Vert A1 confocal microscope and the number of puncta per

cell was analyzed blindly using ImageJ.

To image neurodegeneration in the fly brain (Figs. 1A,

S1A, B, and S2), the whole brains of adult flies at the

indicated ages were dissected on ice and then fixed in 4%

PFA on ice for 20 min. Immunostaining was then

performed in the same way as for cultured HeLa cells.

The primary antibody used was anti-GFP (50430-2-AP,

ProteinTech, Wuhan, China). The red fluorescence signals

of DenMarker (Fig. S2) were imaged directly without

antibody staining.

To immunostain neuromuscular junctions (NMJs;

Fig. 1B), muscle tissue was isolated by dissection of third

stage larvae. The dissected samples were fixed in 4% PFA

at room temperature for 30 min, and then washed 3 times in

0.5% PBST (* 20 min each time). Immunostaining was

then performed as for cells. The primary anti-Brp antibody

nc82 (AB 2314866, Developmental Studies Hybridoma

Bank, IA) was then added to the samples at 1:20 for

incubation at 4 �C overnight. The samples were washed 3

times (20 min each), then incubated with the fluorophore-

labeled primary anti-HRP antibody Cy3-HRP (1:200;

123-165-021, Jackson ImmunoResearch, PA) and the

secondary antibody (goat anti-mouse, 633 nm) for 1 h at

room temperature. The samples were then washed three

times and mounted in Vectashield mounting medium (H-

1002, Vector Laboratories, CA). Images were captured on

the Zeiss Axio Vert A1 confocal microscope and analyzed

blindly using ImageJ. The NMJs in muscles 6/7 of segment

A2 or A3 were chosen for analysis.

The immunostaining process for neurons driven by

OK371-GAL4 (Fig. 4D) was the same as for NMJ

immunostaining but without the antibody staining. Images

of neurons in the ventral nerve cord of each larva were

captured and analyzed blindly using ImageJ.

Western Blot Experiments

To extract proteins from fly tissues, samples (brains or

whole bodies) were dissected on ice and homogenized with

a tissue grinder for 5 min at 60 Hz and lysed on ice for 60

min in 19 RIPA buffer (P0013B, Beyotime, Shanghai,

China) and 19 complete protease inhibitor (4693159001,

Sigma, MO). The samples were then sonicated for 10

cycles of 15 s on and 20 s off. The whole lysates were then

loaded onto a 4%–12% bis-tris gradient gel for western

blots. For western blots of ref(2)P (Fig. 4B, C), the lysates

were centrifuged at [ 20,000 g at 4 �C for 30 min. The

precipitates were then collected and loaded for western

blots. To extract proteins from cells, the cell pellets were

lysed on ice for 30 min in 2% SDS [in 19 PBS ? 19

complete protease inhibitor (4693159001, Sigma, MO)]
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and sonicated for 10 cycles, 15 s on and 20 s off. The whole

lysates were then loaded for western blots.

Antibodies for Western Blots and Immunostaining

The antibodies used were: anti-Brp (ab2314866, Develop-

mental Studies Hybridoma Bank, IA); anti-htau (clone

5A6, P10636, Developmental Studies Hybridoma Bank,

IA); anti-actin (Millipore, cat. no. 92590); anti-b-tubulin
(ab6046, Abcam, Cambridge, UK); anti-ref(2)P (ab178440,

Abcam, Cambridge, UK); anti-GFP (50430-2-AP, Protein-

Tech, Wuhan, China); anti-BAG3 (10599-1-AP, Protein-

Tech, Wuhan, China); AT8 [detects phosphorylated tau

(phospho-tau), MN1020, ThermoFisher, MA]; pS262 (de-

tects Ser262 phospho-tau, OPA1-03142, ThermoFisher,

MA); and pS199 (detects Ser199 phospho-tau, 701054,

ThermoFisher, MA). The specificity of each antibody has

been validated in this study (Fig. S4) or in the literature

(e.g., as cited or indexed in Antibodypedia).

Bafilomycin A1 (bafA), chloroquine (CQ),

and MG132 Treatment

To assess the LC3B-II protein levels in HEK293T cells

expressing (G4C2)25 (Fig. 5B), after the cells were trans-

fected with (G4C2)3 or (G4C2)25 for 48 h, they were

incubated with the autophagy inhibitor bafA (100 mmol/L;

S1413, Selleck, TX) or CQ (10 lmol/L; C6628, Sigma,

MO) for another 24 h, then collected for western blots.

To determine the htau protein levels in HEK293T cells

expressing (G4C2)25 (Fig. 5F), after they were transfected

with (G4C2)3 or (G4C2)25 plus snap-tau vectors for 24 h,

they were incubated with CQ (10 lmol/L; C6628, Sigma,

MO) for another 48 h. Since MG132 (S2619, Selleck, TX)

is highly toxic to HEK293T cells, we used a concentration

of 2 lmol/L and the treatment time was *15 h. Then cells

were collected for western blots.

RNA Extraction and RT-qPCR

RNA was extracted from fly tissues or cells using an

RNAprep kit (DP419, Tiangen, Beijing, China) followed

by purification using an RNA-clean kit (DP412, Tiangen,

Beijing, China) to remove proteins, and RNase-free DNase

I (RT411, Tiangen) to break down the genomic DNA.

cDNA was obtained by reverse transcription using the

FastQuant RT Kit with the oligo (dT) primer (RR047A,

Takara, Japan). qPCR was then performed using SYBR

Green Realtime PCR Master Mix (QPK-201, Toyobo,

Japan). All the primers have been published, validated, and

further tested using standard and melting curves. Ampli-

fication efficiency was 95%–105% and the R2 for a linear

relationship was [0.999 for all primers. No reverse-

transcriptase controls were used to ensure the specificity

of the signals. The qPCR primer sequences were as

follows:

3R ? 4R-F 50-GGCGGCGAGAAGAAGATA-30,
3R ? 4R-R 50-GCGAACCGATTTTGGACTT-30; 4R-F

50-TGGGCTCGACGGCCAATGTGAAACA-30, 4R-R 50-
CCGCCACCGGGCTTGTGCTTTACA-30; 3R-PI-F 50-
AAGGACAAGGCCAAGCCGAAGGTG-30, 3R-PI-R 50-
GGTGCCTTCCAATACTTGATGTCTCCGC-30; 3R-PJ-F
50-AAGGACAAGGCCAAGCCGAAGGTG-30, 3R-PJ-R

50-TGGACTCTTGATGTCTCCGCCACCC-30; EGFP-F

50-TATATCATGGCCGACAAGCA-30, EGFP-R 50-GTTG
TGGCGGATCTTGAAGT-30; Upstream-F 50-TCAAT-
TAAAAGTAACCAGCAACCA-30, and Upstream-R 50-
TCCCTATTCAGAGTTCTCTTCTTGTA-30.

The process for testing standard curves was as follows.

The fly or cellular cDNA was diluted 5 times step-by-step

until 5 different concentration gradients were achieved.

Then the samples, including the 5 concentration gradients,

were subjected to qPCR. The results of qPCR for the

samples had amplification efficiency 95%–105% and an R2

for linear relationship[ 0.999.

Statistical Analysis

Statistical comparisons between two groups were assessed

with unpaired two-tailed t tests; for comparisons among

multiple groups with one-way ANOVA and post-hoc tests

(Turkey’s tests); and for comparisons of series of data

bFig. 1 Homozygous (dtau-/-) and heterozygous (dtau?/-) knockout

rescue the neurodegeneration, motor deficits, and shortened lifespan

in flies expressing (G4C2)30. A Representative immunofluorescence

images of whole-mount brains from flies of the indicated genotypes at

the indicated ages showing neuronal degeneration. The small ventral

lateral (sLNv) clock neurons were labeled by mCD8GFP protein,

which was driven by GMR61G12-GAL4 (scale bar, 100 lm). Dtau-/-

significantly rescued the neuronal degeneration induced by (G4C2)30
expression, using (G4C2)3 as the control (Ai, Aii; n, number of flies

tested; statistical analysis, two-way ANOVA with Turkey’s post-hoc
test). B Representative images and quantification of neuronal

degeneration in the neuromuscular junctions (NMJs) of flies with

the indicated genotypes. NMJs of muscle 6/7 in abdominal segments

A2 and A3 of third instar larvae were stained with anti-HRP (neuronal

axon marker, red) and anti-Bruchpilot (Brp) (active zone marker,

green) (arrows, boutons of NMJs; scale bar, 10 lm). The Brp-positive

active zones were reduced by (G4C2)30 expression, and rescued by

dtau?/- (numbers above bars, numbers of flies tested; statistical

analysis, one-way ANOVA with Turkey’s post-hoc test). C Motor

performance (climbing) of flies with the indicated genotypes and

ages. Dtau?/- rescued the motor deficits induced by (G4C2)30
expression (n, number of tested vials, each containing 15 virgin

females; statistical analysis, two-way ANOVA with Dunnett’s post-
hoc test). D Lifespans of flies with indicated genotypes. Dtau?/-

rescued the shortened life-span induced by (G4C2)30 expression (n,
number of flies; statistical analysis, log-rank test). For all plots in A–
D, error bars indicate mean ± SEM; n.s. P[ 0.05, ****P B 0.0001).
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collected at different times with two-way ANOVA tests.

The similarity of variances between groups to be compared

was tested using GraphPad Prism 7 and Microsoft Excel

2016. Normality of data sets was assumed for ANOVA and

t tests, and was assessed by Shapiro-Wilk tests. When the

data were significantly different from a normal distribution,

nonparametric tests were used. All statistical tests were

unpaired and two-tailed.

Results

Homozygous or Heterozygous dtau-Knockout Res-

cues HD-Related Phenotypes in the Drosophila

Model of HD

In order to capture the neuronal morphology in the

Drosophila brain clearly, we used a simple GAL4-UAS

system to express a membrane GFP marker (mCD8GFP) in

a very small group of neurons using GMR61G12-GAL4, so

that their morphology could be clearly observed. We

assessed the HD-related neurodegeneration by observing

the loss of major axon bundles from neurons labeled with

GFP induced by the expression of the human mHTT but

not the wild-type HTT exon1 fragment (HTT.ex1.Q72

versus HTT.ex1.Q25; Fig. S1A). The neurodegeneration in

both dendrites and axons was detected by fluorescent

protein-tagged marker proteins (Fig. S2).

At the whole-animal level, flies expressing mutant

HTTexon1 (HTT.ex1.Q72) by the pan-neural driver elav-

GAL4 caused motor impairments and shortened the life-

span compared to flies expressing the wild-type version

(HTT.ex1.Q25, Fig. S1C, D), recapitulating certain aspects

of the HD-related phenotypes in patients.

We then investigated the potential role of tau in HD by

testing knockout of the Drosophila tau gene (dtau, the

homologue of humanMAPT) to eliminate the expression of

dtau proteins. The dtau knockout line we used was

previously reported to present a specific deletion of the

genetic region spanning exon 2 to exon 6, which codes for

the microtubule-binding region of dtau [26]. Interestingly,

homozygous knockout (dtau-/-) or heterozygous knockout

(dtau?/-) significantly rescued the HD-related neurode-

generation, behavioral deficits, and shortened life-span

phenotypes, suggesting that dtau mediates mHTT neuro-

toxicity, at least partially (Fig. S1B–D). These findings are

consistent with a study using the mouse R6/2 HD model,

confirming an evolutionarily-conserved role of dtau in

neurodegeneration. To further demonstrate this, we

expressed human tau (htau4R) in these flies and found

that it restored the HD-related phenotypes in dtau?/-

Drosophila (Fig. S1C, D).

Homozygous or Heterozygous dtau-Knockout Res-

cues the Expanded G4C2r-Induced ALS-Related

Neurodegeneration, Behavioral Deficits, and Short-

ened Life-Span

We next investigated the potential functions of dtau in the

expanded G4C2r-induced neurotoxicity in a well-charac-

terized and widely-used Drosophila model expressing 30

repeats of G4C2 [(G4C2)30] [27]. Similar to the Drosophila

model of HD, the GMR61G12-GAL4-driven UAS-

mCD8GFP and UAS-(G4C2)30 expression led to neurode-

generation (Fig. 1A). In addition, (G4C2)30 expression in

the neurons driven by elav-GAL4 led to a significantly

reduced number of active zones in NMJs, as detected by

the NMJ marker Brp and the axon marker HRP (Fig. 1B).

At the animal level, neuronal expression of (G4C2)30
driven by elav-GAL4 led to motor performance impair-

ments and a shortened life-span (Fig. 1C, D). Homozygous

dtau-knockout (dtau-/-) or heterozygous knockout

(dtau?/-) significantly mitigated all of these disease-

related phenotypes (Fig. 1A–D), suggesting that dtau

mediates the neurotoxicity induced by expanded G4C2r

as well.

We then determined whether dtau and human tau are

evolutionarily-conserved in mediating the expanded

G4C2r-induced toxicity by expressing htau4R in the

neurons driven by elav-GAL4. The expression of htau4R

restored the (G4C2)30-induced neurodegeneration, defi-

cient motor performance, and the shortened life-span in the

dtau?/- flies (Fig. 1C, D), confirming that dtau plays a role

in the expanded G4C2r-induced neurodegeneration.

Expanded G4C2r Increases Total Tau and Phospho-

Tau Protein Levels in Drosophila and Human Cells

We then explored potential mechanisms through which

dtau influenced the expanded G4C2r-induced toxicity,

since the mechanisms had not yet been revealed. There

were two major possibilities: (1) dtau is an upstream

regulator of expanded G4C2r expression; and (2) dtau is a

downstream factor that is modulated by the expanded

G4C2r and mediates its neurotoxicity. To distinguish these

possibilities, we first determined whether dtau-knockout

lowered the expanded G4C2r RNA, which is likely the

fundamental source of neurotoxicity in this model [27].

Since it is extremely difficult to amplify the G4C2 repeat

region per se by quantitative PCR (qPCR), we chose the

upstream and downstream sequences for qPCR measure-

ments (Fig. S3A). We found no significant changes in the

expanded G4C2r mRNA levels in the dtau?/- flies,

suggesting that dtau is not an upstream regulator of

expanded G4C2r expression (Fig. S3B).
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The above evidence suggested that dtau is likely a

downstream mediator of the expanded G4C2r-induced

toxicity. We thus investigated the potential mis-splicing of

tau transcripts, which is known to cause neurodegeneration

[29–31]. Alternative splicing of exon 10 of the MAPT gene

results in tau isoforms containing either three or four

microtubule-binding repeats (3R and 4R) [30, 32]. Similar

to human tau, dtau proteins expressed from different tau

transcripts (Fig. S3C) contained either three or four

putative microtubule-binding domains (MTBDs) that are

homologous with those of mammals [32, 33]. In addition,

all dtau proteins had an extra MTBD that is homologous

with Caenorhabditis elegans but not mammals. Thus, dtau

had the 4R versus the 3R isoform due to alternative

splicing (or 5R versus 4R if considering the extra MTBD),

corresponding to the 4R versus 3R isoforms in human tau.

We thus measured the different dtau transcript levels and

the 4R/3R ratio in fly brains with (G4C2)30 expression

versus the control [(G4C2)3], and found no significant

changes in either the transcript levels or the 4R/3R ratio

(Fig. S3D), suggesting that the expanded G4C2r does not

induce dtau mis-splicing.

An increased level of tau protein and/or phospho-tau is

another possible driver of neurodegeneration [34–45]. We

thus investigated whether the tau or phospho-tau protein

levels are increased by expressing the expanded G4C2r in

Drosophila. Expression of (G4C2)30 led to increased total

tau protein levels in tissue samples from third-stage larvae

and adult Drosophila (Fig. 2A, B), suggesting that the

expanded G4C2r expression increases tau accumulation.

Consistent with the finding in Drosophila, the exogenous

expression of expanded G4C2r [(G4C2)25] in HEK293T

cells also resulted in tau protein accumulation (Fig. 2C), as

suggested by western blots using a tau-specific antibody

(Fig. S4). We further investigated the levels of tau

aggregates, which are likely to be a biomarker associated

with toxic tau accumulation [46]. While tau aggregates

were hardly observable in Drosophila and HEK293T cells

with htau transgene expression [consistent with previous

reports (not shown)] [28, 47], HeLa cells expressing

(G4C2)25 showed a drastic increase of tau aggregates by

both kinds of imaging (Fig. 2D), suggesting that expanded

G4C2r is capable of enhancing the aggregated form of tau

as well.

We further investigated the levels of phospho-tau, which

is considered to be a major toxic species that causes

neurodegeneration [37, 48]. Western blots of the brains of

adult Drosophila expressing (G4C2)30 showed an increase

Fig. 2 Expanded G4C2r expression increases tau protein levels or

aggregation in Drosophila and in human cells. A, B Representative

western blots and quantification of htau in brain lysates of the

indicated genotypes showing that the total tau levels were increased

by (G4C2)30 expression in the third instar larva (A) and adult

(B) flies, compared to the controls expressing (G4C2)3 (numbers

above bars, numbers of flies tested; statistical analysis, two-tailed

unpaired t test). C Representative western blots and quantification

showing that total htau levels were increased by (G4C2)25 compared

to (G4C2)3 controls in transfected HEK293T cells (statistical

analysis, two-tailed unpaired t test). D Representative immunofluo-

rescence images and quantification (numbers of tau puncta per cell)

showing that (G4C2)25 expression increased tau aggregates in HeLa

cells compared to controls expressing (G4C2)3 (statistical analysis,

two-tailed unpaired t tests). Note: aggregates were tested in HeLa

cells because tau aggregates were hardly visible in HEK293T cells. In

all plots, bars indicate the mean ± SEM; **P B 0.01, ***P B 0.001,

****P B 0.0001.
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of certain forms of phospho-tau as detected by the

phospho-tau antibody AT8, pS199, or pS262 (Fig. 3A,

Ai–Aiii). Consistent with this, the phospho-tau increase by

(G4C2)25 expression was also found in HEK293T cells

(Fig. 3B, Bi, Bii). The phospho-tau increase is likely a

consequence of increased tau accumulation (Fig. 2A–C),

and may also contribute to the neurotoxicity induced by

expanded G4C2r expression.

Expanded G4C2r Expression Impairs Autophagic

Flux by Inhibiting Autophagosome–Autolysosome

Fusion in Flies

The tau protein is known to be degraded via autophagy in

cells [35], so we hypothesized that the expanded G4C2r

expression may impair autophagy, resulting in tau accu-

mulation. We assayed the autophagic flux by assessing the

cleavage of GFP-mCherry-atg8a (autophagy-related pro-

tein 8a). Atg8a in Drosophila is the homologue of the

mammalian protein LC3, which is the key autophagosome

protein that is cleaved in lysosomes. Thus, GFP-atg8a or

GFP-LC3 cleavage is a widely used assay for

measurements of autophagic flux [49, 50]. By expressing

GFP-mCherry-atg8a driven by OK371-GAL4 in Droso-

phila, we measured the autophagic flux in motor neurons

by the levels of free GFP [51], the cleaved product of the

GFP-mCherry-atg8a protein. The free GFP band essen-

tially disappeared in all the (G4C2)30-expressing Droso-

phila brains tested compared to those expressing (G4C2)3
(Fig. 4A, Ai, Aii), indicating an impairment of autophagic

flux. Consistent with this, the ref(2)P protein (the

Drosophila homologue of SQSTM1/p62 [52]) was signif-

icantly increased by (G4C2)30 expression at larval and

pupal stages, compared to those expressing (G4C2)3
(Fig. 4B, C), further demonstrating that autophagic flux

was impaired by the expanded G4C2r expression.

The major causes of impaired autophagic flux include

decreased autophagosome formation, deficient autophago-

some–autolysosome fusion, and defects of lysosome func-

tions. To distinguish these possibilities, we measured the

autophagosome–autolysosome fusion using GFP-mCherry-

atg8a, which labels autophagosomes with both red and

green fluorescence and autolysosomes with only red

fluorescence because of the quenching of green

Fig. 3 Expanded G4C2r expression increases the levels of specific

forms of phosphorylated tau protein in Drosophila and in human

cells. A Representative western blots and quantification of brain

lysate samples from indicated genotypes showing that the phospho-

rylated tau levels detected by the antibodies AT8, pS262, and pS199

were increased by (G4C2)30 expression in the adult fly head,

compared to controls expressing (G4C2)3 (i, ii, iii) (numbers in bars,

numbers of biological replicates; statistical analysis, two-tailed

unpaired t test). B As in A, but in transfected HEK293T cells. In

all plots, bars indicate the mean ± SEM; *P B 0.05, **P B 0.01.
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fluorescence by the low pH in autolysosomes. By express-

ing GFP-mCherry-atg8a driven by OK371-GAL4 in

Drosophila larvae, we found significantly more yellow

puncta in Drosophila brains expressing (G4C2)30 than in

those expressing (G4C2)3 (Fig. 4D), suggesting a reduction

of autolysosome numbers and a likely inhibition of

autophagosome–autolysosome fusion.

Expanded G4C2r Expression Impairs Autophagic

Flux by Inhibiting Autophagosome–Autolysosome

Fusion in Human Cells

Consistent with the results in Drosophila, in HeLa cells

transfected with mRFP-GFP-LC3B, (G4C2)25 expression

increased the autophagosome/autolysosome ratio compared

to (G4C2)3 (Fig. 5A), further demonstrating deficient

autophagosome–autolysosome fusion induced by expanded

Fig. 4 Expanded G4C2r expression impairs autophagic flux by

inhibiting autophagosome–lysosome fusion in flies. A Representative

western blots and quantification of fly brain lysates of indicated

genotypes showing that the cleaved product band (free GFP cleaved

from GFP-mCherry-atg8) is largely missing from motor neurons

expressing (G4C2)30 driven by OK371-GAL4 (i, ii), suggesting an

inhibition of autophagy activity in these neurons (numbers above

bars, numbers of flies; statistical analysis, two-tailed unpaired t test).
Note: each lane is loaded with the lysate from a single fly brain, and

the cleaved product may be too low to detect in samples expressing

(G4C2)30. B, C Representative western blots of the ref(2)P protein

(homologue of human SQSTM1/p62) showing an increased level in

larvae expressing (G4C2)30 (B) and pupae (C) (numbers in bars,

numbers of flies; statistical analysis, two-tailed unpaired t test).

D Representative immunofluorescence images of GFP-mCherry-atg8

puncta and quantification of the autophagosome/autolysosome ratio

(red ? green ? puncta : red ? green – puncta) in fly larvae (arrows,

putative autolysosomes; arrowheads, putative autophagosomes; n,
number of individual cells in[20 flies per group; statistical analysis,

two-tailed unpaired t test). In all plots, bars indicate the mean ± SEM;

n.s. P[ 0.05, **P B 0.01, ***P B 0.001, ****P B 0.0001).
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G4C2r expression. Consistent with this, the LC3B-II and

SQSTM1/p62 protein levels were significantly higher in

HEK293T cells expressing (G4C2)25 than in controls

(Fig. 5B, Bi, Bii). The increased LC3-II levels could be

an indication of increased autophagosome formation,

decreased autophagosome–lysosome fusion, or decreased

lysosome functions. To distinguish among these possibil-

ities, we treated the cells with the lysosome inhibitors bafA

and CQ, which block autophagosome–lysosome fusion and

lysosome functions. If (G4C2)25 expression increased the

LC3-II levels by activating autophagosome formation, the

increase would persist in the presence of these inhibitors.

Contradicting this prediction, the (G4C2)25-induced

increase of LC3B-II and SQSTM1/p62 protein levels was

ameliorated or even reversed in cells treated with bafA or

CQ (Fig. 5B, Bi, Bii), suggesting defective autophago-

some–lysosome fusion or lysosome functions in HEK293T

cells expressing (G4C2)25. To measure potential changes in

lysosomes, we labeled them with LysoTracker or LAMP1-

mCherry and quantified the numbers and sizes of puncta.

We found no significant difference between HEK293T

cells expressing (G4C2)25 and (G4C2)3 in these parameters

(Fig. 5C, Ci, Cii, D, Di, Dii), suggesting that the lysosomes

were not influenced. We further measured lysosome

functions using BODIPY-FL-pepstatin A, which specifi-

cally binds to active CTSD under low pH conditions [53].

The functional lysosomes were labeled by this dye and

when we quantified the number and intensity of puncta,

they showed no significant difference between HEK293T

cells expressing (G4C2)25 and (G4C2)3 (Fig. 5E, Ei, Eii),

suggesting that the lysosomes were not influenced. Taken

together, the expanded G4C2r most likely impairs

autophagosome–lysosome fusion.

Since tau protein may be degraded by proteasomes in

addition to autophagy, we tested the effects of the

proteasome inhibitor MG132 versus the autophagy inhi-

bitor CQ on (G4C2)25-induced tau accumulation. The

effects were not significantly influenced by MG132, but

were largely abolished by CQ (Fig. 5F), confirming that the

expanded G4C2r-induced tau accumulation is largely due

to deficient autophagy.

Taken together, expanded G4C2r expression impaired

autophagic flux by inhibiting autophagosome–autolyso-

some fusion, leading to tau accumulation.

Expanded G4C2r Expression Decreases BAG3

(starvin) mRNA Levels, Contributing to Deficient

Autophagosome–Autolysosome Fusion and Tau

Accumulation

We then explored the potential molecular mechanisms of

autophagy impairment. Studies have shown that BAG3

(BAG family molecular chaperone regulator 3), a key

modulator of autophagy [54, 55], is negatively associated

with tau protein levels [56, 57]. We thus hypothesized that

the expanded G4C2r expression may reduce BAG3 levels,

leading to impaired autophagy and tau accumulation.

Consistent with this hypothesis, (G4C2)30 expression in

Drosophila neurons significantly reduced the mRNA levels

of starvin (stv), the Drosophila homologue of BAG3 [58],

compared to controls expressing (G4C2)3 (Fig. 6A, Ai,

Aii). Due to a lack of anti-starvin antibody, we examined

potential BAG3 protein level changes in HEK293T cells

and found consistent BAG3 lowering by expanded G4C2r

expression (Fig. 6B).

To confirm that deficient autophagosome–autolysosome

fusion is due to the decreased BAG3 level, we over-

expressed BAG3 in HeLa cells expressing (G4C2)25 and

investigated fusion using the mRFP-GFP-LC3 marker.

Compared to controls with (G4C2)25 expression alone,

BAG3 overexpression significantly rescued the deficient

autophagosome–autolysosome fusion (Fig. 6C), suggesting

a role of reduced BAG3 levels.

Given that reduced BAG3 levels contribute to the

impairment of autophagy and that tau is degraded by

autophagy, it is likely that reduced BAG3 leads to tau

accumulation. This is also consistent with the previously-

bFig. 5 Expanded G4C2r expression impairs autophagic flux by

inhibiting autophagosome–lysosome fusion in human cells. A Repre-

sentative immunofluorescence images of mRFP-GFP-LC3B puncta

and quantification of the autophagosome /autolysosome ratio (red ?

green ? puncta : red ? green – puncta). (G4C2)25 expression

significantly decreased autophagosome–lysosome fusion in HeLa

cells compared to controls expressing (G4C2)3 (n, number of

individual flies; statistical analysis, two-tailed unpaired t test).

B Representative Western blots and quantification showing that

(G4C2)25 expression significantly increased LC3B-II and SQSTM1/

p62 protein levels in HEK293T cells, compared to controls expressing

(G4C2)3. Bi, Bii After the treatment with lysosome inhibitors

bafilomycin A1 (bafA, 100 nmol/L) or chloroquine (CQ, 10 lmol/

L), (G4C2)25 expression mildly decreased LC3B-II levels and did not

change the SQSTM1/p62 levels in HEK293T cells, compared to

controls expressing (G4C2)3 (n, number of biological replicates;

statistical analysis, two-tailed unpaired t test). C Representative

immunofluorescence images labeled by LysoTracker and quantifica-

tions of lysosomes (Ci, Cii) showing that (G4C2)25 expression did not
change the number or size of lysosomes in HEK293T cells, compared

to controls expressing (G4C2)3 (n, number of cells; statistical

analysis, two-tailed unpaired t test). D As in C, but measured by

the number and the averaged size of mCherry-LAMP1 puncta per cell

in transfected HEK293T cells. E As in C, but measured by BODIPY-

FL-pepstatin A, which specifically binds to and inhibits active CTSD

(a key protease in the lysosome) at low pH (number, active

lysosomes; intensity, level of active CTSD). F Representative

western-blots and quantification of htau protein levels in HEK293T

cells transfected with the indicated plasmids and treated with the

indicated compounds (2 lmol/L MG132; 10 lmol/L CQ; n, number

of independently plated and treated wells; statistical analysis, two-

tailed unpaired t test). In all plots, bars indicate the mean ± SEM; n.s.
P[ 0.05, **P B 0.01, ***P B 0.001, ****P B 0.0001.
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reported negative association between BAG3 and tau

protein levels [56, 57]. We thus investigated whether

BAG3 functionally modulates tau protein levels by knock-

ing down BAG3 in HEK293T cells co-expressing

(G4C2)25 and tau, and found that lowering BAG3

expression increased the tau level (Fig. 6D). In the reverse

direction, overexpressing BAG3 reduced the tau level

(Fig. 6E, Ei, Eii).

Fig. 6 Expanded G4C2r expression decreases BAG3 (starvin) levels,

contributing to the decreased autophagosome–lysosome fusion and

increased tau accumulation. Ai, Aii qPCR quantification of the starvin
(stv, the BAG3 homologue in Drosophila) mRNA levels in adult fly

brains expressing (G4C2)30 versus (G4C2)3. B Representative west-

ern blots and quantification of lysates from HEK293T cells trans-

fected with the indicated plasmids showing decreased endogenous

BAG3 protein levels with (G4C2)25 expression. C Representative

immunofluorescence images of mRFP-GFP-LC3B puncta and quan-

tification of autophagosome/autolysosome ratio (red?green? puncta :

red?green- puncta) in HeLa cells transfected with the indicated

plasmids (n, number of cells; statistical analysis, two-tailed unpaired

t test). D, E Representative western blots and quantification of lysates

from HEK293T cells transfected with the indicated cDNA plasmids

and/or siRNAs. Ei, Eii Total tau and phospho-tau levels decreased

with the expression of BAG3 protein in HEK293T cells expressing

(G4C2)25 compared to mock controls (n, number of biological

replicates; statistical analysis, two-tailed unpaired t test). In all plots,

bars indicate the mean ± SEM; *P B 0.05, ***P B 0.001, ****P B

0.0001.
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Taken together, expanded G4C2r expression decreased

BAG3 levels, leading to reduced autophagic flux and tau

accumulation.

Discussion

Our study revealed a functional role of tau in the expanded

G4C2r-mediated neurotoxicity. While some of the previous

studies have suggested a potential link between tau and

G4C2r expansion [10, 59], including a recent report

showing synergistic neurotoxicity induced by htau and

(G4C2)30 over-expression in Drosophila [60], there have

been no loss-of-function experiments to demonstrate tau as

a potential mediator of neurotoxicity in these flies. Our data

revealed a novel pathogenic role of tau in mediating the

expanded G4C2r-induced neurotoxicity by showing that

dtau?/- and dtau-/- mitigated the neuronal degeneration,

motor performance deficits, and a shortened lifespan in the

Drosophila (G4C2)30 model (Fig. 1).

While our study mainly used the Drosophila model, the

pathogenic action of tau in mediating the expanded G4C2r-

induced neurotoxicity is likely to be evolutionarily con-

served between humans and flies. Dtau has been cloned and

demonstrated to have microtubule-binding properties [33],

but its potential role in neuronal degeneration has been

controversial. Studies using either Drosophila RNAi lines

or tau hypomorphic/deficient lines led to contradictory

results regarding the potential detrimental or beneficial

effects of dtau removal [61], possibly because of off-target

effects or incomplete removal of dtau, and there were no

disease phenotype ‘‘restoration’’ experiments expressing

human tau (htau) to test the functional similarity between

dtau and htau. Meanwhile, dtau knockout did not trigger

major effects on fly survival and climbing ability in the

wild-type background (Figs 1 and S1), and it did not

influence the toxic effects on fly survival associated with

the expression of human Ab [26], suggesting that dtau

mediates neurodegeneration in a specific context, not

generally.

On the other hand, our results demonstrated that

expression of htau restored most of the phenotypes that

were ameliorated by dtau?/- or dtau-/- (Figs. 1B–D and

S1C–D). In addition, the expanded G4C2r expression

increased the tau levels in both Drosophila and mammalian

cells (Fig. 2A–C). Finally, dtau?/- and dtau-/- rescued the

HD-related phenotypes in Drosophila expressing mHTT

protein (Fig. S1), consistent with the report in a mouse

model [8]. These pieces of cross-species evidence suggest

an evolutionarily conserved role of dtau in mediating

neuronal degeneration, and justify using dtau for mecha-

nistic studies of tauopathies, providing a much faster and

more convenient model for research in this field compared

to mouse models.

In neurodegenerative mouse and cellular models, dif-

ferent tau protein species including non-phosphorylated tau

and phosphorylated tau have different turnover rates

[62–64]. The short-lived and misfolded tau protein species

are degraded through the ubiquitination–proteasome sys-

tem [65, 66], while the long-lived and aggregated proteins

are preferentially degraded through the autophagy pathway

[67, 68]. Consistent with this, the level of tau without

expanded G4C2r co-transfection was increased more by

MG132 treatment than by CQ treatment, suggesting that

the proteasome system is more involved. The likely

explanation is that the transient transfection leads to

comparatively higher levels of proteasome-sensitive

short-lived tau species than autophagy-sensitive long-lived

species, because of the limited expression time. Mean-

while, this does not affect our conclusion that the expanded

G4C2r-induced tau increase is mediated by inhibition of

autophagy, because this increase was insensitive to MG132

treatment.

BAG3-mediated autophagy may play a key role in

maintaining cellular homeostasis under stress as well as

during aging (reviewed in [69]), when the increased

demand for protein degradation enhances BAG3 expres-

sion, followed by a functional switch from the BAG1-

mediated proteasomal to BAG3-mediated autophagic path-

way. Meanwhile, the potential changes or functional roles

of BAG3 in G4C2r models were previously unknown, and

it was unclear which specific process in autophagy is

influenced by BAG3. Our study revealed that BAG3

influences autophagosome–autolysosome fusion, at least in

cells expressing expanded G4C2r (Fig. 6C). In addition,

we demonstrated a potential role of the BAG3–autophagy

pathway in the neurotoxicity induced by expanded G4C2r.

However, the molecular mechanism by which expanded

G4C2r expression causes BAG3 reduction is yet to be

elucidated.

In summary, our study reveals a possible functional role

of tau and BAG3-mediated autophagy in the neuronal

degeneration caused by expanded G4C2r, providing entry

points for targeting C9ORF72-ALS.
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Abstract Some semelparous organisms in nature mate as

many times as they can in a single reproductive episode

before death, while most iteroparous species including

humans avoid such suicidal reproductive behavior. Ani-

mals naturally pursue more sex and the possible fatal

consequence of excessive sex must be orchestrated by

negative feedback signals in iteroparous species, yet very

little is known about the regulatory mechanisms. Here we

used Drosophila male sexual behavior as a model system

to study how excessive sex may kill males and how the

nervous system reacts to prevent death by sex. We found

that continuous sexual activity by activating the fruitless-

expressing neurons induced a fixed multi-step behavioral

pattern ending with male death. We further found negative

feedback in the fly brain to prevent suicidal sexual behavior

by expression changes of the neurotransmitters acetyl-

choline and gamma-aminobutyric acid, and neuropeptide

F. These findings are crucial to understand the molecular

underpinnings of how different organisms choose repro-

ductive strategies and balance reproduction and survival.

Keywords Drosophila � Reproduction � Survival � NPF �
GABA � Acetylcholine

Introduction

Most species, including humans, balance sexual behaviors

and survival, avoiding excessive sexual activity based on

their past experience and internal physiological state [1–3];

however, there are some semelparous organisms, such as

the insectivorous marsupials, that mate as many times as

they can in a single reproductive episode that eventually

kills them [4]. While the evolutionary mechanism of

suicidal reproduction in semelparous animals is of much

interest, it is hard to study the molecular and neuronal

mechanisms underlying such behavior due to the very

limited genetic and neurological tools in these animals.

Drosophila melanogaster is iteroparous with survival

and reproduction well balanced [2]. Male courtship in

Drosophila is a well-studied innate behavior, which is

largely controlled by the sex-specific transcription factors

(FRUM and DSXM in males, and DSXF in females)

encoded by the fruitless (fru) and doublesex (dsx) genes

[5–7]. FRUM is responsible for most aspects of male

courtship [8–10], and is expressed in a dispersed subset of

*2000 neurons including sensory neurons, interneurons,

and motor neurons that are interconnected to form sex

circuitry [9–12]. Recently, much progress has been made

on how sensory cues are integrated by the male-specific P1

neurons that initiate male courtship, and how experiences

may alter P1 excitability to modulate courtship [13–20]. In
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particular, mating experience decreases further courtship

through dopamine modulation of P1 neurons [2, 21, 22],

providing a potential mechanism to avoid excessive sexual

behavior in male flies. However, there is no evidence that

sexual activity per se in male flies perturbs their survival,

although exposure to female pheromones does [23, 24],

making it hard to study the molecular and neuronal

mechanisms underlying suicidal reproduction despite the

advanced genetic tools in this species [25].

We previously showed that mild activation of all fruM

neurons induces courtship behaviors in solitary males,

which perform courtship behaviors until death [26]. In this

study, we used two genetic models, one in the above males

with fruM neurons activated that are semelparous, and the

other in wild-type males that are iteroparous. Combining

these two genetic models, we investigated how excessive

sexual activity accelerates death in male flies, and how the

central nervous system reacts to prevent such behaviors.

We found that continuous performance of sexual behaviors

induces a fixed behavioral pattern ending with male death.

We further found a negative feedback in the fly brain

involving acetylcholine, gamma-aminobutyric acid

(GABA) and neuropeptide F (NPF) to prevent suicidal

sexual behavior.

Materials and Methods

Fly Stocks

Flies were maintained at 22�C or 25�C in a 12h:12h

light:dark cycle. Canton-S flies were used as the wild-type

strain. fruGAL4 [10], fruLexA [27], UAS-dTrpA1 (II) [28],

UAS-CsChrimson (attp2) [29], UAS-fruMi (attp2) [30],

UAS-fruMiScr (attp2) [30], R19B03-Gal4 (attp2) [31], NPF-

GAL4 (BDSC#25682), and Crz-GAL4 (BDSC#51976) have

been described previously. RNAi lines (UAS-GABA-B-R3-

RNAi, UAS-Dsk-RNAi, UAS-CCKLR-17D3-RNAi, UAS-Oct-

beta-2R-RNAi, UAS-NPF-RNAi, UAS-NPFR1-RNAi, UAS-

Trh-RNAi, and UAS-Dop1R1-RNAi all at attp2, and UAS-

Gad1-RNAi and UAS-ChAT-RNAi at attp40) have been

described previously [32] and were from Tsinghua Fly

Center at Tsinghua University.

Male Courtship Assay

In courtship assays for Fig. 4, 4–8-day-old wild-type virgin

females were loaded individually into cylindrical chambers

(diameter: 1 cm; height: 3 mm per layer) as courtship

targets, and 4–6-day-old test males were then gently loaded

into the chambers after cold anesthesia and separated from

target females by a transparent film. The chambers were

warmed at 27�C for 4 h allowing dTRPA1-mediated

neuronal activation, and transferred to 22�C for 30 min, 1

h, or 2 h before the 10-min courtship test. The courtship

index (CI), which is the percentage of observation time a

male fly performs courtship, was used to measure courtship

towards female targets, and measured manually using

LifeSongX software.

In the courtship assays for Fig. 5, 4–8-day-old wild-type

virgin females were loaded into large cylindrical chambers

(diameter: 4 cm; height: 3 mm per layer) as courtship

targets (10 females per chamber), and 4–6 day-old-test

males were then individually loaded into chambers after

cold anesthesia, and separated from target females by a

transparent film until courtship testing for 5 h continuously

at 25�C.

Feeding Assay

Feeding was assayed using food with a blue dye. In brief,

in a regular feeding assay test (Fig. 2C), flies were starved

for 24 h on 1% aqueous agar food at 22�C, then transferred

to 1% FD & C Blue 1 food (2.5% sucrose, 2.5% yeast

extract, and 0.5% agar; Sigma-Aldrich, St. Louis, MO) at

27�C for 30 min (the food was pre-warmed at 27�C for 3

h). The feeding test shown in Fig. 2A was the same but

used non-starved males; that in Fig. 2B used non-starved

males and allowed feeding at 27�C for 12 h. To quantify

food intake, the absorbance of the ingested blue dye was

measured at 630 nm using a 96-well microplate

spectrophotometer.

Survival Assay

Adult male flies were collected within 12 h after eclosion

and group housed (10–15 males) for 3-4 days before the

survival test. In the survival assay for Figs 1A, B, and 5I,

individual test males were loaded with a certain number of

virgin females (1M?1F, 1M?4F, 1M?7F, or 1M?10F)

into empty vials without food, and controls with the same

group size of males (2M, 5M, 8M, or 11M). The survival of

males was scored every 6 h at 25�C. Only the 1M?10F

condition was used for the survival assays shown the

Figs 1B and 5I. The sample size for all experiments was

10, and each sample contained 8–11 males. For all M?F

groups (1M?1F, 1M?4F, 1M?7F or 1M?10F), 10 vials

were used as one sample, thus there were 100 males in each

group. For the 2M group, 5 vials were used as one sample

(100 males; for the 5M group, 2 vials were used as one

sample (100 males; and for the 8M and 11M groups, each

vial was a sample (80 and 110 males).

The survival assay shown in the Fig. S1 was almost the

same as above, but 1% agar ? 1% sugar medium in vials at

22�C was provided. The number of dead males was scored
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twice a day. Flies were transferred to new vials with

medium every 2 days.

In the survival assays for Figs 1C–G, 2D, and 3E, I:

groups of 10 males (or 10 females in Fig. 1F, G) were

housed in vials without food (Fig. 1C–G), or in a

nutritional environment (1% agar for the 3 agar groups in

Fig. 2D; regular food for the other 3 groups in Figs 2D and

3E, I) at specified temperatures. Flies housed in vials with

Fig. 1 Coupling sex and death in Drosophila males. A Survival rates

of wild-type males under conditions allowing different levels of

sexual activity. Males die much sooner when group-housed with

increasing numbers of virgin females (M, males; F, virgin females).

Flies were housed in vials without food and assayed at 25�C. N = 10

for each. Each n consists of 10 vials of 1M?1F, 1M?4F, 1M?7F,

1M?10F, 5 vials of 2M, 2 vials of 5M, or one vial of 8M or 11M.

***P\0.001 for 1M?4F vs 5M, 1M?7F vs 8M, or 1M?10F vs 11M
at the 24-h time point, Mann Whitney U test. B Males with fruM

knocked down survive similarly when grouped with 10 virgin females

or in groups of 11 males. n = 10 for each. Each n consists of 10 vials

of 1M?10F or one vial of 11M. ***P\0.001, Mann Whitney U test.

C, D Mildly activating all frum neurons at 27�C induces continuous

courtship and accelerates male death. All males were housed in

groups of 10 without food. n = 10 for each. ***P\0.001 at 6 h, Mann

Whitney U test. E Males with fruM neurons activated die much more

quickly in groups of 10 males than in isolation. n = 10 for each. Each

n consists of one vial of 10 males or 10 vials of single-housed males.

***P\ 0.001 at 6 h, Mann Whitney U test. F, G Activating fruM

counterpart neurons in females does not accelerate female death. n =

10 (10 females/group) for each. H Activating fruM neurons induces a

series of stereotypical behavior patterns from regular courtship

display to male death. Flies were individually housed in round

chambers without food and recorded at 27�C. n = 24. Error bars

indicate SEM.
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food were transferred to new food vials every 2 days, and

dead flies were removed and counted. Ten replicate vials

were established for each group, a total of 100 flies.

In the survival assays for Fig. 3H, flies were raised on

regular food or food with 0.2 mmol/L ATR (all-trans-

retinal, MFCD00001550, Sigma-Aldrich, St. Louis, MO)

throughout development and adulthood in the dark. Test

males were group-housed (10 flies per vial) and exposed to

620-nm red light (40 Hz, 8 ms duration, 0.071 mW/mm2).

Flies were transferred to new vials containing fresh food

every 2 days, and dead flies were removed and counted.

Ten replicate vials were established for each group (total,

100 males).

Ejaculation Assay

To evaluate ejaculation, males were loaded individually

into cylindrical chambers (diameter, 2 cm; height, 3 mm)

after ice anesthesia, and allowed to recover at 22�C for 30

min, then transferred to 27�C for 30 min. Ejaculation levels

(0, 1, or 2; see Fig. 3F) were manually scored under a

microscope.

Body Weight

A few 1.5-mL centrifugal tubes were numbered and each

weighed as M0. Then 20 males were loaded into each tube

after CO2 anesthesia, and weighed as M1. The same 20

males were transferred from the centrifugal tube to an

empty vial, transferred to 27�C for 6 h, and then returned to

the original centrifugal tube and weighed as M2. The

percentage weight loss was (M2-M1)/(M1-M0)9100%. Five

replicates were measured for each group.

Fig. 2 Abnormal feeding in

continuously courting males. A–
C Males with activated fruM

neurons eat more in the short

term, but much less in the long

term. Feeding assays are illus-

trated on the right. n = 10 (10

flies/group) for each. n.s., not

significant, ***P\ 0.001,

Kruskal–Wallis test, post hoc

Dunn’s multiple comparisons

test. D Feeding alleviates but

does not prevent death in males

with activated fruM neurons. n =

10 (10 flies/group) for each.

***P\ 0.001 at 24 h, Mann

Whitney U test. Error bars

indicate SEM.
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Quantitative Real-time PCR

Fly samples from neuronal activation and mating experi-

ments were frozen in liquid nitrogen and decapitated by

vigorous vortexing. The heads were then separated from

the bodies using metal sieves. Each sample, consisting of

30 frozen heads, was used for total RNA using TRIzol

reagent (15596026, Thermo Fisher Scientific, Waltham,

MA). We purified total RNA using a DNA-freeTM Kit

(AM1906, Thermo Fisher Scientific, Waltham, MA) and

performed reverse transcription using SuperScriptTM IV

(18091050, Thermo Fisher Scientific, Waltham, MA) to

obtain cDNA used for templates. Quantitative PCR was

performed on the Roche LightCycler� 96 Real-Time PCR

machine using AceQ qPCR SYBR Green Master Mix

(Q121-02, Vazyme, Nanjing). Transcript levels were

analyzed by the 2^-DCT method using Actin as an internal

control. Each sample was run in triplicate. Each experiment

was repeated three times using independent sets of genetic

crosses. Primers used for RT-PCR quantification were:

Actin Forward 50-GTCGCGATTTAACCGAC-
TACCTGA-30

Actin Reverse 50-TCTTGCTT CGAGATCCA-

CATCTGC-30

ChAT

Forward

50-TGAATATGCCTTGAGCTGTGC-30

ChAT

Reverse

50-TCGTCGAGAATTCCGCAAAC-30

Gad1

Forward

50-GTGCCACCACATTGAAGTACC-30

Gad1 Reverse 50-AGACCGTTGGACAGCTGATTG-30

Fig. 3 Counterbalancing

molecular changes induced by

excessive sexual output. A–D
Continuous activation of fruM

neurons decreases chat expres-
sion and increases Gad1 and

NPF expression in male brains.

Groups of 10 males were

housed in food vials for 12 h at

27�C. n = 3 per group. n.s., not

significant, **P\0.01, ***P\
0.001, unpaired t-test. E Knock-

ing down chat alleviates, while
knocking down Gad1 or NPF
further accelerates, the fatal

effect of fruM neuronal activa-

tion in males. All test males

were housed in food vials in

groups of 10 at 27�C. n = 10 (10

flies/group) for each. ***P\
0.001 at 36 h, Mann Whitney U

test. F Evaluation of ejaculation

in individual males. 0 refers to

no ejaculation, 1 and 2 refer to

ejaculation with different vol-

umes. G Knocking down chat
significantly reduces the level of

ejaculation in males with acti-

vated fruM neurons. n as indi-

cated inside bars. ***P\0.001,

v2 test. H, I Activation of Crz
neurons via light-sensitive

CsChrimson (H) or tempera-

ture-sensitive dTrpA1 (I) does
not affect mortality over a

15-day period on regular food or

food with ATR. n = 10 each,

each n consists of 10 flies. Error

bars indicate SEM.
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Trh Forward 50-TCCATTCTACACACCAGAACCG-30

Trh Reverse 50-ACTGGGCAAAACTGGAGTTG-30

NPF Forward 50-CCTCATTAAAACGCGAGCAAAT-
30

NPF Reverse 50-ATCGCTGATGGATATCCTGAGG-
30

Tissue Dissection, Staining, and Imaging

Brains of 4–6 day-old males and females were dissected in

Schneider’s insect medium (S2) and fixed in 4%

paraformaldehyde in 0.5% Triton X-100 and 0.5% bovine

serum albumin in phosphate-buffered saline (PAT) for

30 min at room temperature. After 4 9 10-min washes,

tissues were blocked in 3% normal goat serum (NGS) for

60 min, then incubated in primary antibodies diluted in 3%

NGS for 4 h at room temperature and 1–2 days at 4�C, then
washed in PAT, and incubated in secondary antibodies

diluted in 3% NGS for 4 h at room temperature and 1–2

days at 4�C. The tissues were then washed thoroughly in

PAT and mounted for imaging. The antibodies used were

rabbit anti-NPF (1:500; RB-19-0001, RayBiotech, Nor-

cross, GA), rabbit anti-GFP (1:1000; A11122, Invitrogen,

Waltham, MA), and secondary Alexa Fluor 488 antibodies

(1:500, A21206, Invitrogen, Waltham, MA). Samples were

imaged at 920 magnification on Zeiss 710 confocal

microscopes using ZEN (https://www.zeiss.com/micro

scopy/int/products/microscope-software/zen.html) and

processed with Fiji software (https://imagej.net/Fiji/

Downloads).

Statistics

Experimental flies and genetic controls were tested under

the same conditions, and data are collected from at least

two independent experiments. Statistical analysis was

performed using GraphPad Prism 8 (https://www.graph

pad.com/scientific-software/prism/) as indicated in each

figure legend. Data were first verified for normal distribu-

tion by the D’Agostino–Pearson normality test. For nor-

mally-distributed data, Student’s t test was used for

pairwise comparisons, and one-way ANOVA was used for

comparisons among multiple groups, followed by Tukey’s

multiple comparisons. For data not normally-distributed,

the Mann-Whitney U test was used for pairwise compar-

isons, and the Kruskal–Wallis test was used for comparison

among multiple groups, followed by Dunn’s multiple

comparisons. For RT-PCR experiments, the average rela-

tive expression of three independent experiments was

analyzed using the unpaired t-test. The v2 test was used to

compare two groups in the male ejaculation assay.

Results

Coupling Sex and Death: A Drosophila Model

Previous studies revealed that male courtship behavior per

se does not affect life span in male Drosophila [23, 24]. We

wondered if the excessive expression of courtship behav-

iors (successive mating in a short period of time) would be

costly, and tested the survival rate of individual wild-type

Canton-S (wtcs) males housed with increasing numbers of

virgin females (1M?1F, 1M?4F, 1M?7F, or 1M?10F).

We also tested the survival rates of groups of males with

the same group size as above (2M, 5M, 8M, or 11M). We

found that male flies grouped with 4, 7, or 10 virgin

females died more quickly than those grouped with males

or with only one female, if no food was provided (Fig. 1A).

To confirm that this effect was induced by sexual activity,

we used male flies with fruM knockdown by expressing

RNAi targeting fruM [30] using fruGAL4, which rarely

showed any courtship behavior when grouped with females

during the 2-day test period. We found that such males had

the same survival rates when grouped with 10 virgin

females or in groups of 11 males (Fig. 1B). We also tested

groups of wtcs flies (1M?10F, or 11M) under low nutrition

conditions (1% agar ? 1% sugar), and found that

individual males housed with 10 females died more

quickly than groups of 11 males (Fig. S1). However, we

did not find a survival difference in males housed with

females (1M?10F) or males (11M) within a 30-day period

if regular food was provided. These results indicate that

excessive sexual activity with multiple females is costly to

male survival under low nutrition conditions but has no

effect on survival if fed on regular food.

Although the above results revealed an effect of

excessive sexual activity on survival, wild-type male flies

would not court until death. We previously showed that

activation of *2,000 fruM-expressing neurons at 29�C
using the warmth-activated cation channel dTRPA1 [28]

induces continuous courtship behaviors and eventually kills

males [26]. Thus we used such a model to couple sex and

death in male flies, and study how excessive sexual activity

would be fatal and how flies avoid such behavior. We

tested the survival rate of groups of 11 males without food,

and found that all showed similar survival rates at the

permissive temperature (22�C, Fig. 1C); however, half of
the UAS-dTrpA1/?; fruGAL4/? males at 27�C performing

continuous courtship behaviors died in *6 h, much more

quickly than control UAS-dTrpA1/? males (Fig. 1D). We

used 27�C, rather than the 29�C previously used [26], as it

allowed much longer survival of UAS-dTrpA1/?; fruGAL4/

? males, suitable for further genetic manipulations (see

below). We also tested the survival rate of male flies in
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which *2,000 mushroom body (MB) neurons (labeled by

R19B03) were activated at 27�C, and did not find any

survival deficit (Fig. 1D). Furthermore, individual UAS-

dTrpA1/?; fruGAL4/? males survived longer than groups of

such males, probably due to the lack of energy-consuming

chasing behaviors that were only found in groups of such

males (Fig. 1E). We found no survival deficit in UAS-

dTrpA1/?; fruGAL4/? females at 27�C with all fruGAL4

neurons activated (Fig. 1F, G). These results indicated that

it is the continuous output of sexual behaviors, but not the

continuous activation of a large number of neurons (MB

neurons in males and females; fruGAL4 neurons in females),

that kills flies in hours.

To reveal how continuous sexual activity results in

quick death in males, we recorded individual UAS-dTrpA1/

?; fruGAL4/? males at 27�C for 10 h, and found a

stereotypic behavioral expression from sex to death in all

males: initially they closed their wings and did not show

any courtship in the first few minutes after transfer to 27�C,
and performed intensive courtship behaviors including

unilateral wing extension and abdominal bending for 1–2 h.

Later, all males began to extend and vibrate the wings

bilaterally, indicating abnormal courtship, for 2–3 h,

followed by a pre-death phase when males stopped

walking, raised both wings, and bent their abdomen to

attempt copulation, until motionless and dead (Figs 1H and

S2).

As sexual activity is energy-consuming, we tested how

6-h continuous expression of courtship behaviors might

change body weight. We found that after 6-h activation of

fruM neurons at 27�C, males lost *20% of their body

weight, while 6-h activation of fruM neurons in females, or

6-h activation of MB neurons in males or females, like

control UAS-dTrpA1/? males or females, lost \10% of

their body weight (Fig. S3A–D), which may be due to

dehydration during this period. That 6-h activation of fruM

neurons induces *10% more weight loss in males than

control flies indicates that continuous sexual activity is

associated with energy expenditure that burns *10% of

their body weight in 6 h.

Feeding Alleviates but Does not Prevents Death

From Sex

The above results show how continuous activation of fruM

neurons accelerates male death if food is not provided, and

we next tested whether these males could eat, and if so, if

feeding could prevent death. We first transferred fed males

to 27�C, allowing feeding on blue food for 30 min. Males

with activated fruM neurons or MB neurons, or control

UAS-dTrpA1/? males, all showed similarly low levels of

feeding (Fig. 2A). However, when we transferred fed

males to 27�C and allowed 12-h feeding on blue food, we

found that males with activated fruM neurons ate more than

males with activated MB neurons or control UAS-dTrpA1/

? males (Fig. 2B), which may be due to the higher energy

consumption and need for food in males with activated

fruM neurons. In contrast, when starved males were

allowed 12-h feeding on blue food at 27�C, those with

activated fruM neurons ate significantly less than males

with activated MB neurons or control UAS-dTrpA1/?

males (Fig. 2C). These results demonstrate that while

performing intensive courtship behaviors, males with

activated fruM neurons can eat, so feeding and courtship

behaviors are not exclusive at least in this context, although

the level of feeding is much lower than control males over

12 h. Indeed, males with activated fruM neurons at 27�C
survived much longer if provided food [Fig. 2D, 50% of

males survived for[36 h with regular food, and *18 h

with 1% agar, compared to *6 h without any food

(Fig. 1D)]. Thus males with activated fruM neurons have a

lower level of feeding, and such feeding alleviates but does

not prevent death.

Altered Neural Transmission Upon Excessive Sexual

Activity

As flies, like most animals, do not court and mate until

death, we reasoned that there must be feedback signals

upon excessive sexual activity to inhibit further such

behaviors. We first used real-time PCR to assess changes in

the mRNA expression of major neurotransmitters, as well

as neuropeptide F (NPF) that is a reward signal for mating

[33, 34], in the brains of UAS-dTrpA1/?; fruGAL4/? males

after 12-h at 27�C. We found reduced expression of choline

acetyltransferase (ChAT), increased expression of the

GABA synthesis enzyme glutamic acid decarboxylase 1

(Gad1), and NPF, and unaltered expression of tryptophan

hydroxylase (Trh) (Fig. 3A–D). These results indicated that

continuous sexual activity resulted in reduced excitatory

acetylcholine (ACh) signaling, and enhanced inhibitory

GABA signaling, as well as elevated NPF signaling. To

test if these expression changes play a role in survival

during the activation of fruM neurons, we knocked down

ChAT, Gad1, NPF, or Trh in UAS-dTrpA1/?; fruGAL4/?

males using RNAi [32], and assayed their survival rates at

27�C on food. We found that the lethal effect of activating

fruM neurons was alleviated by knockdown of ChAT, but

accelerated by knockdown of Gad1 or NPF (Fig. 3E).

Together, these results indicate that feedback neuromod-

ulation (reduced ACh and increased GABA and NPF) by

continuous sexual activity is protective and enhances male

survival.

We noted that all the above males at 27�C performed

intensive courtship behaviors in groups of 10 males, and

found no difference, so we further tested the ejaculation
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rates of individual males at 27�C. We found that knock-

down of ChAT, but not Gad1, NPF, or Trh, significantly

decreased the ejaculation rates of UAS-dTrpA1/?; fruGAL4/

? males (Fig. 3F, G), suggesting a role of ACh-dependent

ejaculation in the mortality of these males. To test if

excessive ejaculation alone kills males, we activated

Corazonin (Crz) neurons, which induce ejaculation but

no other courtship behaviors in isolated males [34, 35], and

found no survival deficit during the 15-day test period

using either optogenetic (Fig. 3H) or thermogenetic acti-

vators (Fig. 3I). Together, these results suggest that

continuous display of courtship behaviors other than

ejaculation (wing extension and abdominal bending) is

more fatal to males, although ejaculation might enhance

this fatal effect.

Negative Feedback Prevents Continuous Sexual

Activity

To test if prior experience of excessive sexual activity

inhibits further courtship behaviors, we first kept individ-

ually-housed UAS-dTrpA1/?; fruGAL4/? males at 27�C for

4 h, allowing continuous courtship expression, then

transferred them to 22�C for 30 min, 1 h, or 2 h, during

which all males stopped courting. We then introduced

virgin females to test male courtship behavior after the

above experience (Fig. 4A). We found that males with 4-h

experience of fruM neuronal activation, even after 0.5–2 h

recovery, showed much reduced courtship of virgin

females (Fig. 4B–D; the percentage of time males dis-

played any courtship behavior was *13% after 1 h of

recovery, compared to *85% in control males). We

reasoned that the altered neural transmission described

above might be involved in courtship inhibition after

continuous courtship expression, so we separately knocked

down ChAT, Gad1, NPF, Trh, and some other transmission

related genes in UAS-dTrpA1/?; fruGAL4/? males. All

males tested showed reduced courtship levels (compared to

the control CI of *85%) after 4-h continuous courtship

expression and 1-h recovery; however, we found that

knocking down NPF in fruM-expressing neurons signifi-

cantly alleviated the courtship inhibition effect (Fig. 4E;

the CI was *40% with NPF knockdown, and *10% with

intact NPF). Together, these results indicate that excessive

sexual activity induces expression changes of certain

Fig. 4 NPF represses courtship after excessive sexual output.

A Schematic for experiments assaying courtship inhibition after 4 h

of continuous sexual output. B–D Reduced male courtship toward

virgin females after 4 h of continuous activation of fruM neurons. For

0.5 h recovery, n = 21, 24, and 23, P\0.001, Kruskal-Wallis test. **P
\ 0.01, ***P\ 0.001, post hoc Dunn’s multiple comparisons test.

For 1 h recovery, n = 22, 24, and 23, P\0.001, Kruskal-Wallis test.

***P\ 0.001, post hoc Dunn’s multiple comparisons test. For 2 h

recovery, n = 18, 23, and 20, P = 0.032, Kruskal-Wallis test. *P\
0.05, post hoc Dunn’s multiple comparisons test. E Knocking down

NPF partially restores male courtship that was suppressed by 4-h

activation of fruM neurons. n = 24, 22, 20, 24, 18, 23, 22, 23, 24, 24,

and 22. ***P\ 0.001, Mann Whitney U test compared with control

without RNAi (blue). Error bars indicate SEM.

123

1436 Neurosci. Bull. December, 2020, 36(12):1429–1440



transmission genes including NPF, which in turn inhibit

further courtship behaviors.

The above results used males with fruM neurons

forcefully activated for 4 h, but whether this applied to

regular males without artificial neuronal activation was

uncertain. Thus we placed individual males with 10 virgin

females, and recorded their courtship behaviors for 5 h

(Fig. 5A). We found that control fruGAL4/? males, as well

as males with Gad1, NPF, or Trh knocked down, mated

multiple times; however, males with ChAT knocked down

in fruM neurons rarely courted and never mated (Fig. 5B).

Further analysis of their courtship behaviors showed that

control fruGAL4/? males, as well as those with Trh knocked

down, reduced their further courtship after each mating,

such that their CI was *15% after 4 successive matings

(Fig. 5C, CI-5). Although males with Gad1 knocked down

reduced their courtship after mating, this reduction was not

as severe as in control males (Fig. 5C, CI-5; *48% after 4

successive matings). Surprisingly, males with NPF

knocked down displayed indistinguishable levels of court-

ship even after 4 successive matings (Fig. 5C; initial CI-1

*83%, and CI-5 after 4 matings *73%, not significantly

different). Furthermore, while control fruGAL4/? males and

those with Trh knocked down had an average of *4

Fig. 5 GABA and NPF inhibit excessive sexual activity in wild-type

males. A Behavioral setup allowing up to 10 matings (1M?10F) in a

5-h test. B Examples of male mating activity in 5 h. Genotypes as

indicated by colors below. C Courtship indices of males in the

1M?10F environment. CI-1 indicates courtship in the first 10 min

after the male and females are introduced; CI-2, CI-3, CI-4, and CI-5

indicate 10-min courtship after the 1st, 2nd, 3rd, and 4th matings,

respectively. Kruskal-Wallis test, *P \ 0.05, **P \ 0.01, ***P \
0.001, post hoc Dunn’s multiple comparisons test. N as indicated

below. D Numbers of matings by males during the 5-h test.

Knockdown of NPF significantly increases the number of matings.

n = 24 per group, P\ 0.001, one-way ANOVA, ***P\ 0.001, post
hoc Tukey’s multiple comparisons test. E–H Wild-type males housed

with 10 virgin females have reduced chat expression and elevated

Gad1 and NPF expression in their brains compared with groups of 11

males. Flies were housed in vials without food for 12 h at 25�C. N = 3

per group. n.s., not significant, *P\0.05, **P\0.01, unpaired t-test.
I Knocking down Gad1 or NPF accelerates, while knocking down

ChAT slows down death in males housed with 10 virgin females

without food. n = 10 for each. Each n consists of 10 vials of 1M?10F.

***P\0.001 at 16 h, Mann Whitney U test. Error bars indicate SEM.
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successive matings with 10 virgin females within 5 h (3.7

± 0.3 and 4.1 ± 0.4, respectively), males with NPF

knocked down showed more successive matings (6.5 ±

0.5, Fig. 5D). Males with Gad1 knocked down showed

slightly more successive matings (4.8 ± 0.3), but not

significantly different from controls (Fig. 5D). Together,

these results reveal crucial roles of GABA and NPF in

inhibiting further sex after excessive sexual experiences.

As we showed that knockdown of NPF in fruM neurons

eliminated the courtship inhibition effect after excessive

sexual activity, we tried to identify the specific NPF and

fruM co-expressing neurons involved in courtship inhibi-

tion. Anti-NPF staining in male and female brains revealed

three pairs of male-specific NPF neurons (Fig. S4A, B).

These neurons were also faithfully labeled through genetic

intersectional labelling between fruLexA and NPF-GAL4

(Fig. S4C, D). Consistent with our findings, a recent study

uncovered the role of these male-specific NPF neurons in

inhibiting courtship [36].

We further found that, after 5 h of experience with 10

virgin females, the mRNA level of ChAT decreased, while

those of Gad1 and NPF increased in the brains of wild-type

males (Fig. 5E-H), which is consistent with our previous

findings in males with activated fruM neurons. We then

measured the survival rate of males housed in the 1M?10F

environment, and found that males with ChAT knocked

down that rarely courted survived much longer than control

fruGAL4/? males, while males with Gad1 or NPF knocked

down died slightly quicker (Fig. 5I), probably due to their

continuously high level of courtship and mating. Thus,

using two independent genetic models, we showed that

ACh, GABA, and NPF are key modulators that respond to

excessive sexual activity, and prevent continuous sex that

may result in male death.

Discussion

In this study, we established a model in which Drosophila

males perform continuous sexual behaviors until death,

mimicking the behavior of semelparous animals during the

mating season. We also identified ACh, GABA, and NPF

as key feedback modulators in the brain that respond to

excessive sexual activity and prevent semelparous mating.

Previous studies imply that mating does not affect

lifespan in Drosophila [23, 24]. We showed that while

single mating (1M?1F) does not affect survival, multiple

matings (1M?4F, 1M?7F, and 1M?10F) do affect male

survival, at least under lower nutrition conditions, and this

is probably due to the energy expenditure incurred during

courtship display and mating. In an extreme example,

males with activated fruM neurons performed intense

courtship behaviors for 6 h and lost *10% of their body

weight, compared to males that did not perform courtship

behaviors. However, whether this effect is specific to

sexual behaviors or could also be caused by other kinds of

strenuous physical activity still needs further investigation.

A striking phenomenon was that while males with

activated fruM neurons at 27�C performed intensive

courtship behaviors, they were able to eat, although

significantly less, consistent with a previous finding that

sexually-aroused males with *23 pairs of male-specific P1

neurons activated have reduced feeding [37]. This phe-

nomenon indicates that sexual and feeding behaviors are

not mutually exclusive. Indeed, males with activated fruM

neurons at 27�C survived *30 h longer if provided food

(median survival time *36 h with food, and 6 h without

food).

Males of most species decrease further sexual activity

after mating to prevent excessive sex; such a process must

evolve feedback signals that respond to mating, or changes

in metabolism or immunity, and decrease sexual drive

through the nervous system. Indeed, we found a sponta-

neous negative feedback mechanism used by male flies to

protect them from excessive sex. On one hand, the enzyme

for the generally excitatory neurotransmitter ACh, ChAT,

was lower and the enzyme for the inhibitory neurotrans-

mitter GABA, Gad1, was higher in males with activated

fruM neurons or experienced with 10 virgin females. On the

other hand, knockdown of ChAT in fruM neurons allevi-

ated, and knockdown of Gad1 in fruM neurons accelerated

death in the above males. These results reveal how the

nervous system responds to excessive sexual activity by re-

balancing the excitatory and inhibitory signals.

We also found that the neuropeptide NPF as an

important modulator that prevents excessive sexual activ-

ity. First, NPF expression was increased in males with

activated fruM neurons or males housed with 10 virgin

females, consistent with previous notions that NPF is a

reward signal for mating [33, 34]. Second, knockdown of

NPF partially restored courtship behaviors in males with

fruM neurons activated for 4 h. Furthermore, wild-type

males with NPF knocked down failed to decrease courtship

even after 4 successive matings, such that they could mate

up to 10 times (the maximum, as there were 10 females in

total) in 5 h. Third, knockdown of NPF accelerated the

deaths caused by fruM neuronal activation or grouping with

10 females. Thus, while NPF functions as a reward signal

for mating, its cumulative increase after mating experi-

ences inhibits further sex. Recently, Liu and colleagues

found that disrupting NPF signaling increases sexual

activity, and identified subsets of NPF and fruM co-

expressing male-specific neurons that inhibit courtship

[36]. Meanwhile, another recent study by Zhang and

colleagues found NPF signaling to be courtship-promoting,

although they were involved in recurrent circuitry for
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sexual satiety [22]. Our results are generally consistent

with the former study that NPF functions as a repressor of

courtship, at least when it becomes excessive, although

these studies used different behavioral protocols. Future

study of how NPF possesses dual roles, first as a reward

signal, then an inhibitor for further sex, probably through

distinct NPF and/or NPFR neurons, would help to interpret

these discrepancies.
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Abstract Microglia can modulate spinal nociceptive trans-

mission. Yet, their role in spinal cord stimulation (SCS)-

induced pain inhibition is unclear. Here, we examined how

SCS affects microglial activation in the lumbar cord of rats

with chronic constriction injury (CCI) of the sciatic nerve.

Male rats received conventional SCS (50 Hz, 80% motor

threshold, 180 min, 2 sessions/day) or sham stimulation on

days 18–20 post-CCI. SCS transiently attenuated the

mechanical hypersensitivity in the ipsilateral hind paw

and increased OX-42 immunoreactivity in the bilateral

dorsal horns. SCS also upregulated the mRNAs of M1-like

markers, but not M2-like markers. Inducible NOS protein

expression was increased, but brain-derived neurotrophic

factor was decreased after SCS. Intrathecal minocycline

(1 lg–100 lg), which inhibits microglial activation, dose-

dependently attenuated the mechanical hypersensitivity.

Pretreatment with low-dose minocycline (1 lg, 30 min)

prolonged the SCS-induced pain inhibition. These findings

suggest that conventional SCS may paradoxically increase

spinal M1-like microglial activity and thereby compromise

its own ability to inhibit pain.

Keywords Spinal cord stimulation � Microglia � Neuro-
pathic pain � Spinal cord � Rat

Introduction

Glial cells, including both macroglia and microglia, account

for *70% of the cells in the central nervous system (CNS)

[1]. These cells play important roles in maintaining home-

ostasis, supporting and protecting neurons, and synthesizing

and releasing various neuromodulators that affect neuronal

excitability. Microglia, the resident innate immune cells of

the CNS, show remarkable morphological and functional

plasticity to environmental changes, injuries, and neurologic

disorders [2–4]. Both quiescent and activated microglia have

been isolated from the CNS by immunomagnetic separation

[3]. The isolated microglia retain properties similar to those

in vivo, and hence are suitable for use in ex vivo investigations

[2, 3]. The phenotypes of isolated microglia also correlate

with two major phenotypic profiles characterized mostly by

in vitro studies. The classically activated M1-like state is

associated with the release of pro-inflammatory cytokines

[e.g., tumor necrosis factor (TNF)-a, interleukin (IL)-1b, and
IL-6], which are thought to enhance pain transmission and

exacerbate neurological injury [4–6]. The alternative anti-

inflammatory M2-like state mediates neuronal repair, neuro-

genesis, and protection against neurotoxicity and is associ-

atedwith the release of anti-inflammatory cytokines (e.g., IL-

10 and IL-4) [4]. Mounting evidence suggests that activation

of microglia and astrocytes in the spinal cord contributes to

pain facilitation and exacerbation, such as that experienced

after tissue and nerve injury [4, 5, 7, 8].

An important strategy for treating pain when pharma-

cotherapies fail or cause intolerable side-effects is spinal

cord stimulation (SCS) [9]. Conventional SCS, which has
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been used for over 50 years, activates low-threshold Ab-
fibers in the dorsal columns and induces pain inhibition

through both spinal and supraspinal neuronal mechanisms

[10–13]. Although it is useful, conventional SCS is

associated with suboptimal clinical efficacy and short-

lived pain relief [14]. Until recently, attempts to improve

SCS have focused primarily on neuronal effects

[11, 13–17]. Intriguingly, a new SCS paradigm with

differential target multiplexed programming (DTMP) pro-

duced better pain inhibition than conventional SCS, and

more effectively modulated glia-related genes and pain-

relevant biological processes associated with neuron-glial

interactions in nerve-injured rats [18]. Despite the ability of

glial cells to initiate signaling cascades that modulate

neuronal excitability and pain processing, glial mecha-

nisms have often been overlooked in the study of SCS.

A previous study showed that conventional SCS decreases

glial cell reactivitymarkers in the spinal cord of nerve-injured

rats, indicating glial suppression [19]. Yet, recent genome-

wide microarray and RNA-sequencing studies have sug-

gested that SCSmay increase immune responses andpromote

glial activation in the spinal cord of neuropathic rats [20–22].

Microarray and RNA-sequencing studies are useful for

identifying gene networks that are altered by SCS, but they

reveal changes in gene expression only at the transcriptional

level. Accordingly, the effects of conventional SCS on

activation of spinal glial cells in neuropathic pain are still

unknown. By conducting animal behavioral tests, immuno-

cytochemistry, real-time polymerase chain reaction (RT-

PCR), andwestern blot analysis, we endeavored to determine

how conventional SCS affects microglial activation and

alters the expression of pro-inflammatory (M1-like) and anti-

inflammatory (M2-like) phenotypic markers in the lumbar

spinal cord after sciatic nerve injury in male rats.

Materials and Methods

All procedures were approved by the Johns Hopkins

University Animal Care and Use Committee (Baltimore,

MD, USA) as consistent with the National Institutes of

Health Guide for the Care and Use of Laboratory Animals

to ensure minimal animal use and discomfort. Animals

received food and water ad libitum and were maintained

on a 12-h day–night cycle in isolator cages.

Animals and Surgery

Animals

Adult, male Sprague-Dawley rats (2–3 months old, Harlan

Bioproducts for Science, Indianapolis, IN) were

administered SCS and drug treatment for behavioral tests

and molecular biological studies.

Chronic Constriction Injury (CCI) of Sciatic Nerve

A neuropathic pain model of CCI was made as described

previously [23]. Briefly, animals were anesthetized with

2.0% isoflurane (Abbott Laboratories, North Chicago, IL).

The left sciatic nerve was loosely ligated with a 6–0 silk

suture. The animals were monitored after surgery for signs

of wound infection, inadequate food and water intake, or

weight loss until the surgical site had healed.

Behavioral Tests

Mechanical Hypersensitivity Test

Hypersensitivity to punctuate mechanical stimulation was

determined with the up-down method by using a series of

von Frey filaments (0.38 g, 0.57 g, 1.23 g, 1.83 g, 3.66 g,

5.93 g, 9.13 g, and 13.1 g) [24]. Briefly, the von Frey

filaments were applied to the test area between the footpads

on the plantar surface of the hind paw for 4 s to 6 s. If a

positive response occurred (abrupt paw withdrawal, lick-

ing, and shaking), the next smaller von Frey hair was used;

if a negative response was observed, the next higher force

was used. The test was continued until (1) the responses to

five stimuli were assessed after the first crossing of the

withdrawal threshold or (2) the upper/lower end of the von

Frey hair set was reached before a positive/negative

response had been obtained. The paw withdrawal threshold

(PWT) was determined according to the formula provided

by Dixon [25]. Rats that showed impaired motor function

after surgery or that failed to develop mechanical hyper-

sensitivity (mechanical allodynia, [50% reduction from

pre-CCI PWT) on the hind paw ipsilateral (left) to the

nerve injury by day 5 post-injury were excluded from

subsequent study.

SCS in CCI Rats

One week after CCI, a custom-made quadripolar electrode

(contact diameter, 0.9 mm–1.0 mm; center spacing, 2.0

mm; Medtronic Inc., Minneapolis, MN) that provided

bipolar SCS (‘‘twin-pairs’’ stimulation) was placed epidu-

rally through a small laminectomy at the T13 vertebra

(Fig. 1A), as described in our previous studies [16, 21].

The sterilized lead was placed at the T10–12 levels, which

correspond to the T13–L1 spinal cord region. A subcuta-

neous tunnel was used to position the proximal end of the

electrode in the upper thoracic region, where it exited the

skin and connected to an external stimulator (Model 2100,

A-M Systems, Sequim, WA). Animals were allowed to
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recover from surgery for [1 week. SCS and mechanical

pain hypersensitivity were examined at 7 days–14 days

after lead implantation (Fig. 1B).

CCI rats were randomized to receive SCS (n = 15) or

sham stimulation (n = 10). On each test day, rats were

acclimated for 30 min before we measured the pre-SCS

PWT. Motor threshold (MoT), which ranged from 0.1 mA

to 0.5 mA, was determined first by slowly increasing the

amplitude of 4 Hz electrical stimulation from zero until

muscle contraction was observed in mid-lower trunk or

hind limbs. On days 18, 19, and 20 post-CCI, rats received

SCS (50 Hz, 0.2 ms, biphasic, constant current, 80% MoT,

180 min) or sham stimulation (0 mA) in two sessions per

day, and on day 21, they received one session in the

morning. We measured PWT before applying SCS and at

30 min, 60 min, 120 min, and 180 min during SCS (intra-

SCS) on days 18 to 20 in the morning session, and at 30

min and 60 min during SCS on day 21 (Fig. 1B). We used

80% MoT because it represents the maximum intensity of

SCS that can be applied without causing discomfort in

awake animals and has been used in previous studies

[16, 20, 26]. Naı̈ve rats (n = 8) received neither CCI nor

SCS treatment and were handled and tested in parallel with

other groups of rats.

Immunocytochemistry

Rats were deeply anesthetized with isoflurane (2%–3%) at

1–2 h after the last SCS treatment and perfused intracar-

dially with 0.1 mol/L phosphate-buffered saline (PBS; pH

7.4, 4�C) followed by fixative (4% formaldehyde and 14%

[v/v] saturated picric acid in PBS, 4�C). Lumbar (L4–L6)

spinal cord tissue was cryoprotected in 20% sucrose for 24

h before being serially cut into 15-lm sections and placed

on slides. The slides were incubated overnight at 4�C in the

primary antibodies mouse antibody to glial fibrillary acidic

protein (GFAP; MAB-360, 1:500, Millipore, Temecula,

CA) and mouse OX-42 antibody (CBL-1512, 1:500,

Millipore). Slides were incubated in secondary antibody

at room temperature for 45 min. The secondary antibody,

Fig. 1 Repeated SCS induces short-term inhibition of mechanical

hypersensitivity in CCI rats. A Schematic illustrating the experimen-

tal setup for repeated SCS in rats with CCI of the left sciatic nerve.

Lumbar spinal cord tissue (L4–L6, marked with dotted lines)

ipsilateral to the side of nerve injury was harvested after the last

SCS treatment on day 21 post-injury. B Experimental timeline. CCI

rats received repeated SCS (50 Hz, 0.2 ms, biphasic, 80% motor

threshold, 180 min/session, n = 15) or sham stimulation (n = 10) from

days 18 to 21 post-injury. Naı̈ve rats (n = 8) received no treatment.

C Paw withdrawal thresholds were measured before injury (Pre-CCI),

before stimulation (Pre-SCS), and during the morning (AM) session

of SCS (Intra-SCS) on days 18 to 21 post-injury. Data are shown as

the mean ± SEM. Two-way mixed model ANOVA, with Bonferroni

post hoc test. *P \ 0.05, **P \ 0.01, ****P \ 0.0001 versus
CCI?Sham SCS; #P\0.05, ##P\0.01, ###P\0.001, ####P\0.0001

vs Pre-SCS of the same day.
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donkey antibody to mouse (715-095-151, FITC-conju-

gated, Jackson ImmunoResearch, West Grove, PA), was

diluted 1:100 in PBS. Tissues from different experimental

groups were processed and analyzed simultaneously. The

images of immunostained tissue were analyzed with

ImageJ 1.46a (NIH, Bethesda, MD). Areas that contained

positive immunoreactivity are expressed as percentage of

total dorsal horn on each side.

Real-Time PCR

The dorsal aspect of the lumbar (L4–L6) spinal cord was

collected from naı̈ve and CCI rats at 1 h–2 h after the last

SCS. Tissues ipsilateral and contralateral to the nerve

injury were then separated. Half of the tissue on each side

was used for RT-PCR, and the other half was processed for

western blot analysis. RNA and protein were isolated using

TRIzol reagent (Invitrogen, Carlsbad, CA) according to the

manufacturer’s protocols. After measuring the concentra-

tion of RNA on a Nanodrop 2000c (Thermo Fisher,

Waltham, MA), we prepared cDNA from 1 lg of total

RNA using an oligo(dT) primer and reverse transcriptase

(SuperScript III First-Strand Synthesis SuperMix for qRT-

PCR, 11752-050, Invitrogen, CA) according to the kit

instructions. PowerUp SYBR Green Master Mix (A25741,

Applied Biosystems, Waltham, MA) was used to perform

real-time PCR on the StepOnePlus Real-Time PCR system

(Applied Biosystems). Each PCR mixture contained 500

nmol/L forward and reverse primers, 5 lL of PowerUp

SYBR Green Master Mix (2X), 1 lL of cDNA, and 2 lL of

nuclease-free water for a total volume of 10 lL. PCR was

carried out with the following steps: uracil-DNA glycosy-

lase activation at 50�C for 2 min, Dual-Lock DNA

polymerase at 95�C for 2 min, denature at 95�C for 15 s,

anneal at 55�C–60�C for 15 s, and extend at 72�C for 1

min. All PCRs were performed in triplicate; b-actin was

used as an endogenous control and to normalize the mRNA

expression data. Relative expression was calculated by the

2-DDCt method. Primer sequences are listed in Table 1.

Western Blot Analysis

Protein was isolated using a TRIzol reagent kit and

concentration determined by the bicinchoninic acid method

(Thermo Fisher). After protein concentrations were equal-

ized with 1% sodium dodecyl sulfate (SDS), 4X Bolt

lithium dodecyl sulfate sample buffer (Thermo Fisher) and

10X Bolt sample reducing agent (Thermo Fisher) were

added to the samples in a ratio of 1 to 1. Finally, the

samples were heated at 70�C for 10 min and separated by

electrophoresis on 4%–12% Bis-Tris Plus SDS-polyacry-

lamide gels at a constant voltage for*35 min in Bolt 2-(N-

morpholino) ethanesulfonic acid SDS running buffer.

Protein was transferred to a polyvinylidene difluoride

membrane (Bio-Rad, Berkeley, CA) and blocked in a

solution of tris-buffered saline and 0.1% Tween 20

containing 5% nonfat dry milk (Bio-Rad). Membranes

were incubated with mouse anti-inducible nitric oxide

synthase (iNOS) antibody (1:1000, BD Biosciences, San

Jose, CA), rabbit anti-TNF-a antibody (1:1000, Abcam,

Cambridge, UK), goat anti-arginase 1 (Arg1) antibody

(1:1000, Santa Cruz Biotechnology, Dallas, TX), rabbit

anti-IL10 antibody (1:1000, Abcam), rabbit anti-phospho-

rylated extracellular signal-regulated kinase (p-ERK1/2)

antibody (1:2000, Cell Signaling Technology, Danvers,

MA), rabbit anti-c-Fos antibody (1:1000, Abcam), rabbit

anti-protein kinase C (PKC)-c antibody (1:1000, Santa

Cruz Biotechnology), rabbit anti-brain derived neu-

rotrophic factor (BDNF) antibody (1:800, Santa Cruz

Biotechnology), rabbit anti-phosphorylated glutamate

receptor (p-GluR) subunit 1 at serine 831 residue (p-

GluR1ser831) antibody (1:1000, Millipore), rabbit anti-

phosphorylated N-methyl-D-aspartate (NMDA) receptor 1

(p-NR1) antibody (1:1000, Millipore), or rabbit anti-

glyceraldehyde 3-phosphate dehydrogenase antibody

(1:100,000, Millipore). Peroxidase-conjugated goat anti-

mouse IgG, goat anti-rabbit IgG, and donkey anti-goat IgG

(1:10,000, Jackson ImmunoResearch, West Grove, PA)

were used as secondary antibodies. Membranes were

incubated in enhanced chemiluminescence (Bio-Rad) and

imaged by ImageQuant LAS 4000 (GE Healthcare Life

Sciences). Protein band densities were analyzed with

ImageJ 1.46a software.

Drugs and Intrathecal Injections

Minocycline from Tocris Bioscience (Bristol, UK) was

dissolved in water to 25 mmol/L, separated into aliquots,

and stored in tightly-sealed vials at -20�C. This stock

solution was freshly diluted to the desired dosage with

vehicle (saline) before use. Rats were briefly anesthetized

in 2.0% isoflurane before being infused intrathecally with

drug or vehicle via lumbar puncture [27]. CCI rats were

randomized to receive a 15 lL intrathecal injection of

vehicle (n = 7) or minocycline (1 lg, n = 9; 10 lg, n = 10;

or 100 lg, n = 9) at day 18 post-CCI. PWT was tested 1 day

before CCI, before intrathecal injection (pre-IT), and 30

min, 60 min, 120 min, 150 min, 180 min, and 240 min after

injection (post-IT).

Data Analysis

To determine the PWT in animal behavior studies, we

converted the pattern of positive and negative von Frey

filament responses to a 50% threshold value using the

formula provided by Dixon [25]. The PWT was compared
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between the pre- and post-SCS conditions and between

groups by using a two-way mixed model analysis of

variance (ANOVA). In each study, we blinded the

experimenter to the treatments (e.g., drug) to reduce

selection and observation bias. Western blot and immuno-

cytochemistry data were analyzed as described previously

[28, 29]. The ipsilateral and contralateral spinal cord were

analyzed separately, and results from different groups were

compared. Statistica 6.0 software (StatSoft, Inc., Tulsa,

OK) was used to conduct all statistical analyses. The Tukey

honestly significant difference post hoc test was used to

compare specific data points. Bonferroni correction was

applied for multiple comparisons. Two-tailed tests were

performed and numerical data expressed as the mean ?

SEM; P\ 0.05 was considered statistically significant in

all tests.

Results

SCS Induces Inhibition of Mechanical Hypersensi-

tivity in CCI Rats

The PWT of the ipsilateral hind paw was significantly

decreased from the pre-injury level in CCI rats before SCS

treatment on day 18 post-CCI (Fig. 1C; F = 201.1, group;

F = 18.84, time; F = 6.66, group–time interaction). SCS

(n = 15) increased the ipsilateral PWTs of CCI rats from

the pre-SCS level on each of the treatment days. The pain-

inhibiting effect started by 30 min intra-SCS and peaked

*60 min intra-SCS. Sham SCS (n = 10) did not

significantly alter the PWT in CCI rats.

SCS Enhances Microglial Activation in the Spinal

Cord of CCI Rats

Sham-stimulated CCI rats exhibited significantly greater

immunoreactivity for both GFAP (an astrocyte-reactive

marker) and OX-42 (a microglia-reactive marker) than did

naı̈ve rats (Fig. 2A, B). Repeated SCS treatment induced a

downward trend in the GFAP immunoreactivity of CCI rats

that was not seen in sham-stimulated rats (P = 0.38). GFAP

immunoreactivity on the contralateral side was not signif-

icantly altered by CCI or SCS (Fig. 2A). In contrast, SCS

produced a significant increase in OX-42 immunoreactivity

in both the ipsilateral and contralateral dorsal horn of CCI

rats, when compared to that in sham-stimulated rats

(Fig. 2B). RT-PCR revealed that the levels of GFAP and

OX-42 mRNA in the ipsilateral lumbar cord were approx-

imately two-fold higher in sham-stimulated CCI rats than

in naı̈ve rats (Fig. 2C, D). CCI rats that received SCS

showed a trend toward an additional increases in OX-42

mRNA (P = 0.06) but no change in GFAP mRNA

(Fig. 2A: F = 22.29, ipsilateral; F = 4.203, control;

Fig. 2B, F = 23.10, ipsilateral; F = 6.64, control; Fig. 2C:

F = 4.37; Fig. 2D; F = 9.52).

Table 1 Primers used for RT-

PCR.
Gene Forward primer (50-30) Reverse primer (50-30)

Astrocyte marker

GFAP TCCTGGAACAGCAAAACAAG CAGCCTCAGGTTGGTTCAT

Microglial marker

OX42 CAGATCAACAATGTGACCGTATGGG CATCATGTCCTTGTACTGCCGCTTG

M1 markers

iNOS CCCTTCAATGGTTGGTACATGG ACATTGATCTCCGTGACAGCC

CD16 GCTTTCTACCGTGGCATCA TCCAGTGAAGTTTGGGTTCC

CD32 TGAAGAAGGGGAAACCATCA GGCTTTGGGGATTGAAAAAT

M2 markers

Arg1 TTAGGCCAAGGTGCTTGCTGCC TACCATGGCCCTGAGGAGGTTC

CD163 TGGGCAAGAACAGAATGGTT CCTGAGTGACAGCAGAGACG

TGF-b GACCTGCTGGCAATAGCTTC GACTGGCGAGCCTTAGTTTG

Pro-inflammatory cytokines

TNF-a TGAGCACTGAAAGCATGATCC GGAGAAGAGGCTGAGGAACA

IL-1b CAGGAAGGCAGTGTCACTCA AAAGAAGGTGCTTGGGTCCT

Anti-inflammatory cytokines

IL-4 CAGGGTGCTTCGCAAATTTTAC CACCGAGAACCCCAGACTTG

IL-10 TAAGGGTTACTTGGGTTGC TATCCAGAGGGTCTTCAGC

Control

b-Actin AGAAGGACTCCTATGTGGGTGA CATGAGCTGGGTCATCTTTTCA
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SCS Changes Microglial Phenotypic Markers

and Cytokine Levels in the Spinal Cord of CCI Rats

RT-PCRof the ipsilateral dorsal horn showed that themRNA

levels of CD16 and CD32 (M1-like markers) were signif-

icantly higher in sham-stimulated CCI rats than in naı̈ve rats

(Fig. 3A). In addition, SCS significantly increased the

mRNA levels of both CD16 and iNOS mRNA in CCI rats.

The mRNA levels of the pro-inflammatory cytokines IL-1b
and TNF-a were similar in sham-stimulated CCI rats and

naı̈ve rats. However, the IL-1b mRNA level was signifi-

cantly increased in CCI rats after SCS (Fig. 3B). ThemRNA

levels of theM2-likemarkersArg1, CD163, andTGF-bwere
not significantly changed by CCI or SCS (Fig. 3C). How-

ever, the mRNA levels of the anti-inflammatory cytokines

IL-4 and IL-10 were significantly lower in sham-stimulated

CCI rats than in naı̈ve rats. SCS did not significantly alter the

IL-4 or IL-10 mRNA levels in CCI rats from those in sham-

stimulated CCI rats (Fig. 3D; F = 4.39, iNOS; F = 13.34,

CD16; F = 6.625, CD32; F = 4.36, IL-1b; F = 0.74, TNF-a;
F = 0.39, Arg1; F = 1.01, CD163; F = 1.81, TGF-b; F =

12.99, IL-4; F = 10.92, IL-10).

Western blot analysis showed that the protein levels of

iNOS, TNF-a, Arg1, and IL-10 did not differ significantly

between sham-stimulated CCI and naı̈ve rats. Repeated

SCS in CCI rats upregulated iNOS expression (Fig. 4A),

but did not change TNF-a, Arg1, or IL-10 expression

(Fig. 4B–D), as compared to that in sham-stimulated rats

(F = 4.49, iNOS; F = 1.27, TNF-a; F = 2.06, Arg1; F =

0.024, IL-10).

Fig. 2 Changes in the

immunoreactivity and mRNA

levels of GFAP and OX-42 in

the spinal cord after CCI and

SCS. A Upper: representative

images of GFAP staining in the

dorsal horn ipsilateral (Ipsi) and

contralateral (Ctrl) to the nerve

injury. Lower: quantification of

GFAP immunoreactivity in each

group. B Upper: representative

images of OX-42 staining.

Lower: quantification of OX-42

immunoreactivity. Scale bars,

100 lm. C, D Levels of GFAP

mRNA (C) and OX-42 mRNA

(D) in the ipsilateral cord of the

different groups. n = 3–6

rats/group. Data are shown as

the mean ± SEM. *P\ 0.05,

**P\ 0.01, ***P\ 0.001,

****P\0.0001 vs naı̈ve; ##P\
0.01 vs CCI ? Sham SCS; one-

way ANOVA, with Bonferroni

post hoc test.
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Effects of SCS on the Expression of Pro-nociceptive

Molecules in the Spinal Cord of CCI Rats

Phosphorylated (p-) forms of NR1 (p-NR1), GluR1 (p-

GluR1ser831), and extracellular signal-regulated kinase (p-

ERK1/2) are neurochemical markers for central sensitiza-

tion [30–32]. Thus, in addition to the M1-like markers

associated with microglial polarization, we examined the

protein levels of these pro-nociceptive molecules in the

spinal cord. Western blot analysis showed that the p-ERK1/

2 levels were significantly higher in the ipsilateral cord of

sham-stimulated CCI rats than in that of naı̈ve rats

(Fig. 5A). However, the protein levels of c-Fos, BDNF,

PKC-c, p-NR1, and p-GluR1ser831 did not differ signifi-

cantly between the two groups (Fig. 5B–F). Compared to

sham stimulation, SCS significantly decreased the BDNF

levels in CCI rats (Fig. 5C; F = 12.31, p-ERK1/2; F = 0.61,

c-Fos; F = 4.55, BDNF; F = 0.37, PKC-c; F = 0.39, p-NR1;

F = 3.45, p-GluR1).

Intrathecal Injection of Minocycline Prolongs Pain

Inhibition by SCS

Lastly, we determined whether inhibiting microglial acti-

vation in the spinal cord affects pain inhibition by SCS in

CCI rats. Intrathecal administration of minocycline, a

microglial inhibitor, dose-dependently attenuated mechan-

ical hypersensitivity in the ipsilateral hind paw of CCI rats

(Fig. 6A; F = 5.79, group; F = 228.7, time; F = 4.20,

group–time interaction). Based on previous studies [6, 33],

we tested three minocycline doses (1 lg, 10 lg, 100 lg/15
lL). At the highest dose, the ipsilateral PWT was

significantly increased from pre-drug baseline from

30 min–150 min post-drug; lower doses were not effective.

Based on these findings, we tested the combination of

low-dose minocycline (1 lg, i.t.) and SCS. Rats underwent

CCI surgery and SCS electrode implantation on the same

day and were randomized to receive SCS?minocycline

(n = 15), SCS?vehicle (n = 15), or sham stimulation (n =

7) on day 18 post-CCI. SCS (50 Hz, 0.2 ms, biphasic,

constant current, 80% MoT, 120 min) was delivered at 30

min after pretreatment with drug or vehicle. PWT was

measured 1 day before CCI, before SCS and intrathecal

injection (pre-SCS), during SCS (intra-SCS, 30 min,

60 min, and 120 min), and after SCS (30 min, 60 min,

and 120 min). SCS increased the ipsilateral PWTs from

pre-SCS levels in CCI rats that received either vehicle or

minocycline, with a peak effect at *60 min–120 min

intra-SCS in both groups. The pain-inhibiting effect

diminished quickly after SCS cessation in the vehicle-

pretreated group. Notably, pretreatment with 1 lg minocy-

cline prolonged the SCS-induced pain inhibition, as

Fig. 3 Changes in the mRNA

levels of M1-like and M2-like

microglia markers and related

cytokines in the ipsilateral

spinal cord after CCI and SCS.

A Levels of iNOS, CD16, and

CD32 mRNA. B Levels of IL-

1b and TNF-a mRNA. C Levels

of Arg1, CD163, and TGF-b
mRNA. D Levels of IL-4 and

IL-10 mRNA. n = 3–6

rats/group. Data are shown as

the mean ± SEM. *P\ 0.05,

**P\ 0.01, ***P\ 0.001 vs
naı̈ve; #P\ 0.05 vs CCI ?
Sham SCS; one-way ANOVA,

with Bonferroni post hoc test.
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Fig. 4 Changes in the levels of

M1-like and M2-like microglial

markers and related cytokines in

the ipsilateral spinal cord after

CCI and SCS. Quantification

(upper) and representative

immunoblots (lower) of

(A) iNOS, (B) TNF-a,
(C) Arg1, and (D) IL-10 in

different groups. n = 3–6

rats/group. Data are shown as

the mean ± SEM. #P\ 0.05 vs
CCI ? Sham SCS; one-way

ANOVA, with Bonferroni post
hoc test.
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Fig. 5 Changes in the protein levels of pro-nociceptive factors in the

ipsilateral spinal cord after CCI and SCS. Quantification (upper) and

representative immunoblots (lower) of (A) p-ERK1/2, (B) c-fos,

(C) BDNF, (D) PKC-c, (E) p-NR1, and (F) p-GluR1ser831 in different

groups. n = 3–6 rats/group. Data are shown as the mean ± SEM. *P\
0.05, **P\0.01 vs naı̈ve; #P\0.05 vs CCI ? Sham SCS; one-way

ANOVA, with Bonferroni post hoc test.
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compared to that with vehicle pretreatment (Fig. 6B; F =

3.73, group; F = 101.4, time; F = 4.11, group–time

interaction).

Discussion

Both microglia and astrocytes in the spinal cord are thought

to play an important role in neuropathic pain conditions

[34, 35]. We found that at 3 weeks after rats underwent

sciatic CCI, the ipsilateral lumbar spinal cord exhibited

higher levels of OX-42 and GFAP immunoreactivity and

mRNA than those of naı̈ve rats, suggesting that both

microglia and astrocytes remain activated at this mainte-

nance phase of neuropathic pain. Repeated SCS did not

significantly alter GFAP immunoreactivity or mRNA

levels in the ipsilateral lumbar spinal cord of CCI rats.

However, it further increased the immunoreactivity of OX-

42, a marker of reactive microglia, in the bilateral dorsal

horns of CCI rats. SCS also produced a trend toward

increased OX-42 mRNA in the ipsilateral spinal cord.

Thus, conventional SCS did not suppress the heightened

astrocyte and microglial activation, but may have exacer-

bated microglial activation in the lumbar cord of CCI rats

during the maintenance phase of neuropathic pain. This

finding is in line with previous findings that continuous

conventional SCS (72 h) in uninjured rats increases the

GFAP and ITGAM (OX-42) genes in the lumbar cord, as

compared to sham stimulation, suggesting elevated glia-

related mRNA in the spinal cord [36]. However, another

study showed that 4 consecutive days of SCS attenuated

glial activation in a spared nerve injury model of neuro-

pathic pain, as indicated by decreased GFAP, MCP-1, and

OX-42 immunoreactivity in the dorsal horn [19]. The

reason for this discrepancy is unclear but may be due in

part to differences in the animal models, post-injury time

points, and SCS protocols between these studies.

How SCS increases OX-42 expression remains unclear.

It is possible that conventional SCS may induce the release

of ATP from neurons into the spinal cord, which would

activate P2X7 and P2X4 receptors on microglial cells

[37, 38]. Importantly, our RT-PCR study also showed that

the SCS-induced increase in microglial activation was

associated with differential changes in M1-like and M2-

like phenotypic markers. Specifically, the mRNA levels of

M1-like markers, such as iNOS and CD16, were signifi-

cantly increased in CCI rats that received SCS, as

compared to the levels in sham-stimulated rats. The

increase in iNOS mRNA was also associated with

increased protein expression. However, SCS did not alter

the mRNA of some M2-like markers, such as Arg1,

CD163, and TGF-b. In line with these findings, the mRNA

levels of the pro-inflammatory cytokine IL-1b was also

increased in CCI rats after SCS, whereas the mRNA levels

of the anti-inflammatory cytokines IL-4 and IL-10, which

decreased after CCI, were not changed by SCS. These

Fig. 6 Intrathecal administration of low-dose minocycline (MC)

prolongs the pain inhibition induced by SCS in CCI rats. A Ipsilateral

paw withdrawal thresholds (PWTs) of CCI rats after intrathecal

injection of vehicle (n = 7) or minocycline (1 lg, 10 lg, or 100 lg, 15
lL, n = 9 or 10/dose). PWT was measured one day before CCI (Pre-

CCI), before intrathecal injection (Pre-IT), and at 30 min, 60 min, 120

min, 150 min, 180 min, and 240 min post-injection (Post-IT) on day

18 post-CCI. Data are shown as the mean ± SEM. *P \ 0.05,

****P\ 0.0001 vs CCI ? Vehicle; ####P\ 0.0001 vs Pre-IT; two-
way mixed model ANOVA, with Bonferroni post hoc test. B PWTs

after sham SCS (n = 7) or SCS in CCI rats pretreated (30 min) with an

intrathecal injection of low-dose minocycline (1 lg, 15 lL, n = 16) or

vehicle (n = 15). PWT was measured one day before CCI (Pre-CCI),

before SCS and intrathecal injection (Pre-SCS), during SCS (Intra-

SCS; 30 min, 60 min, and 120 min) and after SCS (Post-SCS; 30 min,

60 min, and 120 min) on day 18 post-CCI. Data are shown as the

mean ± SEM. *P\ 0.05, **P\ 0.01, ***P\ 0.001 vs Sham SCS;
####P\0.0001 vs Pre-SCS; �P\0.05, ��P\0.01 vs SCS ? Vehicle;

two-way mixed model ANOVA, with Bonferroni post hoc test.
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findings suggest that SCS may promote the pro-inflamma-

tory M1-like phenotype of microglia in the spinal cord after

nerve injury. This notion supports findings in a recent

RNA-sequencing study, which showed that repetitive SCS

further increases the mRNA levels of many immune-

related genes, including genes encoding markers for

astrocytes (Gfap and Ccl2) and activated microglia (Cd68

and Itgam) in the lumbar spinal cord of CCI rats [21].

Pro-inflammatory cytokines such as IL-1b and TNF-a
released from microglia can increase neural activity and

activate neighboring glial cells. In addition, activated

microglia may function to clear various neurotransmitters,

including the pain-inhibitory gamma-aminobutyric acid

(GABA) that is released during SCS [39, 40]. Hence,

increased activation of M1-like microglia may compromise

the pain-inhibiting actions of SCS. Nevertheless, the

expression of c-Fos, PKC-c, p-NR1, and p-GluR1ser831,

which are common markers of neuronal activation and

sensitization, were not increased in CCI rats after SCS. In

fact, SCS decreased the protein level of BDNF, which

contributes to central sensitization by converting GABAer-

gic inhibitory cells to excitation via TrkB-KCC2 [38] and

by potentiating glutamatergic excitation via NMDA recep-

tors. Thus, a decrease in BDNF expression may contribute

to SCS-induced pain inhibition. Taken together, these

findings suggest that conventional SCS induces a mixture

of neurochemical changes in the spinal cord that involve

immune and glial reactions.

Although microglia can be categorized into classically

activated (M1-like) and alternatively activated (M2-like)

states [41], in vivo these states may occur on a spectrum of

functionality [41] that is context-dependent under different

pathological conditions [42, 43]. Mounting evidence indi-

cates that the net effect of microglial activation in the

spinal cord contributes to neuropathic pain [44]. Minocy-

cline is a tetracycline antibiotic that preferentially inhibits

the proinflammatory actions of activated microglia, as

neurons and astrocytes are more resistant to its metabolic

effects. Minocycline has also been shown to inhibit

chemotherapy-induced peripheral neuropathy and bone

cancer pain by inhibiting the nuclear factor-jB signaling

pathway in astrocytes [45]. Besides inhibition of glial

activation or function, minocycline can also alter spinal

endocannabinoids [46], reduce the impairment of glial

glutamate uptake [47], inhibit phosphorylation of neuronal

ERK1/2 [48], and promote microglial M1-like to M2-like

gene expression [33]. Indeed, intrathecal injection of

minocycline dose-dependently inhibited the mechanical

hypersensitivity in CCI rats. This finding supports previous

observations [6, 49] and suggests that the net outcome of

microglial activation may be pain facilitation at 3 weeks

post-CCI. SCS increased the mechanical PWT in CCI rats

from the pre-SCS level, but this effect was short-lived.

Importantly, pretreating rats with an intrathecal injection of

a sub-effective minocycline dose prolonged the pain

inhibition by SCS.

Clinically, pain relief by conventional, low-frequency

(40 Hz–60 Hz) SCS often requires a high amplitude that

elicits paresthesia (i.e., above the sensory threshold) in

patients [11, 14]. Animal studies have also shown that

decreasing the stimulation intensity to 20%–40% MoT

markedly reduces the pain-inhibiting effect of conventional

SCS [15–17]. The mode of action for conventional SCS

involves feed-forward inhibition of dorsal horn neurons

[10, 11, 16, 17]. Yet, whether it also depends on proper

modulation or normalization of glial dysfunction and

altered neuron-glia interactions is unclear. Collectively,

the current findings suggest that SCS increases M1-like

microglial activation in the spinal cord, which may

counteract its pain inhibitory action. Recently, DTMP

SCS was shown to induce greater pain inhibition than

conventional SCS, perhaps owing to more effective

modulation of gene expression and biological processes

associated with glial function and neuron-glial interactions

[18]. These findings suggest that the efficacy of SCS may

be improved by developing new SCS paradigms that better

modulate spinal glial function. As an anti-inflammatory

drug, minocycline may also enhance SCS-induced pain

inhibition through other neuronal mechanisms, such as by

inhibiting sodium currents in dorsal root ganglion neurons

[5]. However, the administration of low-dose minocycline

alone did not inhibit pain, suggesting that this neuronal

mechanism may not contribute to the enhancement of SCS-

induced pain inhibition.

Our study has some limitations. First, we examined only

the conventional SCS paradigm. Therefore, the effects of

high-frequency, sub-sensory threshold SCS and burst SCS

on spinal glial phenotypes and functions must still be

studied. In addition, because of technical challenges, we

used intermittent rather than continuous SCS (48–72 h),

which is usually used in the clinic and has been tested in

previous animal studies [18, 22, 36]. It is plausible that

microglial modulation and its impact on pain may differ for

different stimulation time schemes and paradigms. In

addition, because tissues from CCI rats treated with

minocycline and SCS were not harvested for RT-PCR

and Western blotting, it remains to be determined whether

the improvement in pain inhibition is attributable to

enhanced inhibition of microglial activation.

SCS has more than 50 years of history as a useful non-

pharmacological intervention for chronic pain. Although

the clinical use of SCS continues to grow, studies of the

biological and neurochemical mechanisms underlying

SCS-induced analgesia have lagged behind. Most previous

studies of SCS-induced analgesia have revolved around

neuronal mechanisms in spinal and supraspinal structures,
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and identified many neurochemical mechanisms, including

serotonin, epinephrine, GABA, acetylcholine, adenosine,

and endocannabinoids [10, 11, 50]. Comparatively, our

knowledge about the roles of non-neuronal mechanisms in

the therapeutic effects of SCS remains limited. Our current

findings show that repeated SCS may increase M1-like

microglial activation in the spinal cord of nerve-injured rats

and suggest that inhibition of microglial activation or

promotion of M2-like polarization with adjuvant pharma-

cotherapy may present an opportunity to prolong the pain

inhibition of conventional SCS. Nevertheless, other M1-

and M2-like polarization markers, and changes in the

associated cytokines in the spinal cord after SCS warrant

future investigation. This study represents a continuing

effort toward understanding the non-neuronal modulatory

actions of SCS [21, 22, 51], which may spur the clinical

development of mechanism-based interventions to improve

its therapeutic effects.
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Abstract The frontal pole cortex (FPC) plays key roles in

various higher-order functions and is highly developed in

non-human primates. An essential missing piece of infor-

mation is the detailed anatomical connections for finer

parcellation of the macaque FPC than provided by the

previous tracer results. This is important for understanding

the functional architecture of the cerebral cortex. Here,

combining cross-validation and principal component anal-

ysis, we formed a tractography-based parcellation

scheme that applied a machine learning algorithm to divide

the macaque FPC (2 males and 6 females) into eight

subareas using high-resolution diffusion magnetic reso-

nance imaging with the 9.4T Bruker system, and then

revealed their subregional connections. Furthermore, we

applied improved hierarchical clustering to the obtained

parcels to probe the modular structure of the subregions,

and found that the dorsolateral FPC, which contains an

extension to the medial FPC, was mainly connected to

regions of the default-mode network. The ventral FPC was

mainly involved in the social-interaction network and the

dorsal FPC in the metacognitive network. These results

enhance our understanding of the anatomy and circuitry of

the macaque brain, and contribute to FPC-related clinical

research.

Keywords Macaque � Frontal pole cortex � Anatomical

connectivity profile � Parcellation � Neuroimaging � Prin-
cipal component analysis
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Abbreviations

Abbreviations of the Brain Regions

10 Area 10 of cortex

11 Area 11 of cortex

13 Area 13 of cortex

23 Area 23 of cortex

25 Area 25 of cortex

30 Area 30 of cortex

31 Area 31 of cortex

32 Area 32 of cortex

35 Area 35 of cortex

44 Area 44 of cortex

10471 Area 9/32 of cortex

15584 Area 9/46 of cortex

10D Area 10 of cortex, dorsal part

10M Area 10 of cortex, medial part

10V Area 10 of cortex, ventral part

11L Area 11 of cortex, lateral part

11m Area 11 of cortex, medial part

13a Area 13a of cortex

13L Area 13 of cortex, lateral part

13M Area 13 of cortex, medial part

14M Area 14 of cortex, medial part

14o Area 14o

23a Area 23a of cortex

23b Area 23b of cortex

23c Area 23c of cortex

24/23a Area 24/23a of cortex

24/23b Area 24/23b of cortex

24a Area 24a of cortex

24b Area 24b of cortex

24c Area 24c of cortex

29a Area 29a of cortex

45A Area 45A of cortex

45B Area 45B of cortex

46D Area 46D of cortex

46V Area 46V of cortex

47(12) Area 47 (old 12) of cortex

47(12)L Area 47 (old 12) of cortex, lateral part

47(12)O Area 47 (old 12) of cortex, orbital part

6VR(F5) Area 6 of cortex, rostral ventral part

8AD Area 8 of cortex, anterodorsal part

8AV Area 8 of cortex, anteroventral part

9/46D Area 9/46 of cortex, dorsal part

9/46V Area 9/46 of cortex, ventral part

9L Area 9 of cortex, lateral part

9M Area 9 of cortex, medial part

AA Anterior amygdaloid area

Acb Accumbens nucleus

AI Agranular insular cortex

AO Anterior olfactory nucleus

Apul Anterior pulvinar

Atha Anterior thalamic nucleus

BL#2 Basolateral amygdaloid nucleus

BLD Basolateral amygdaloid nucleus, dorsal part

BM#3 Basomedial amygdaloid nucleus

BM#4 Basal nucleus (Meynert)

BST Bed nucleus of the stria terminalis central

division

BSTIA Bed nucleus of the stria terminalis intraamyg-

daloid division

Cd Caudate nucleus

Ce Central amygdaloid nucleus

Cl#2 Centrolateral thalamic nucleus

CM#2 Central medial thalamic nucleus

CMnM Centromedial thalamic nucleus, medial part

Den Dorsal endopiriform nucleus

DI Dysgranular insular cortex

GP Globus pallidus

Gu Gustatory cortex

HDB Nucleus of the horizontal limb of the diagonal

band

Hy Hypothalamus

IAM Interanteromedial thalamic nucleus

IMD Intermediodorsal thalamic nucleus

IPro Insular proisocortex

Ipul Inferior pulvinar

La#3 Lateral amygdaloid nucleus

Ldsf Lateral dorsal thalamic nucleus, superficial part

Lpul Lateral pulvinar

LV Lateral ventricles

MB Midbrain

MD Mediodorsal thalamic nucleus

Me Medial amygdaloid nucleus

MPul Medial pulvinar

OPAl Orbital periallocortex

OPro Orbital proisocortex

PaIL Parainsular cortex

PaS Parasubiculum

Pf#2 Parafascicular thalamic nucleus

PGM Area PGM/31 of cortex

Pir Piriform cortex

ProKM Prokoniocortex, medial part

ProM Area ProM (promotor)

ProST Prostriate area

PrS Presubiculum

Pu Putamen

Pul#1 Pulvinar nuclei

Pvt Paraventricular thalamus

R#4 Reticular thalamic nucleus

R36 The perirhinal cortex

Re Reuniens thalamic nucleus

Se Septum

SI Substantia innominata
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ST1 Superior temporal sulcus area 1

ST2 Superior temporal sulcus area

ST3 Superior temporal sulcus area 3

TAa Temporal area TAa

TPPro Temporopolar proisocortex

TTPAl Temporopolar periallocortex

Tu Olfactory tubercle

VA Ventral anterior thalamic nucleus

VL Ventral lateral thalamic nucleus

VP#3 Ventral pallidum

Other Abbreviations

ANTs Advanced normalization tools

aspd Anterior supraprincipal dimple

cgs Cingulate sulcus

DMN Default-mode network

dMRI Diffusion magnetic resonance imaging

DTI Diffusion tensor imaging

ESIN Exclusively social interaction network

fMRI Functional magnetic resonance imaging

MIPAV Medical image processing, analysis, and visu-

alization software

morbs Medial orbital sulcus

MRI Magnetic resonance imaging

PCA Principal component analysis

ps Principal sulcus

pspd Posterior supraprincipal dimple

ROI Region of interest

ros Rostral sulcus

SIN Social-interaction network

Introduction

The macaque frontal pole cortex (FPC) has a homotypical

cytoarchitecture and a location relative to other prefrontal

regions that is similar to that of humans [1], which means

that it has the potential to be an excellent model for

understanding the mechanisms of the human brain [2, 3].

As a portion of the prefrontal cortex, this area that has

undergone more extensive evolution [4], and it is a late-

developing area of the neocortex [5]. The FPC has a

singularly high neuronal density and rich dendritic spines,

which together suggest complex functions and multiple

areas of cytoarchitectonic differentiation. In addition, the

functional complexity of the FPC varies between species,

which makes it a focal point for comparisons across

species. Especially, as the core area involved in decision-

making in the executive system [6, 7], the FPC has been

pinpointed as a unique area that could separate humans

from other primates with respect to higher cognitive

powers [8, 9].

Although a variety of findings suggest that the macaque

FPC can be divided into multiple functional subareas with

different connectivity [10, 11], this area still lacks special-

ized research on its anatomical connections and a detailed

parcellation map. Much of the previous work on this region

primarily focused on cytoarchitecture and tract-tracing

techniques [12–15]. The early researchers defined this area

as Brodmann area (BA) 10 in humans and BA 12 in non-

human primates [16]. Subsequently, this area was reclas-

sified as BA 10 in non-human primates by Walker [17].

Recently, three primary studies have revealed markedly

different cytoarchitectonic parcellation results [18–20], and

many trace-injection experiments involving the FPC were

based on previous rough maps of this area. In addition, the

FPC has been suggested to be potentially associated with

the default-mode network (DMN) [21, 22]. Statistical maps

of enhanced activation have revealed that the FPC is

involved in the social-interaction network (SIN) [23]. In

macaque monkeys, Miyamoto, Setsuie, Osada, Miyashita

[24] found that the FPC is recruited for the metacognitive

judgment of non-experienced events by fMRI experiments.

The inactivation of this area does not affect the detection of

non-experienced events, but selectively impairs the

metacognition of non-experienced events. From a different

perspective, studies based on the diffusion tensor imaging

(DTI) connectivity could further improve our understand-

ing of the relationship between the macaque FPC and

different functional networks, including the DMN, SIN,

and metacognitive networks, but relevant studies are

lacking. The above issues, which are both important and

controversial, hint at the urgency of obtaining a detailed

understanding of this region; however, to our knowledge,

the macaque FPC remains one of the least understood brain

areas [25]. Moreover, the traditional parcellation method

based on cytoarchitectonics is not only limited to nonin-

vasive approaches, but is also limited by the number of

samples and lack of consideration of individual variation.

Many trace-injection studies related to the FPC have been

based on previous rough parcellation maps and relevant

studies based on DTI are still a rarity.

In view of the importance of the diversity of functions of

the monkey FPC and the lack of detailed anatomical

connection information in comparison with the previous

tracer results [19, 26, 27], as well as to pave the way for a

systematic follow-up study using tracer injections, a study

of the topological organization properties of the macaque

FPC is necessary and attractive. Recently, connectivity-

based parcellation (CBP) has been a powerful framework

for mapping the human brain [28–30] and may provide a

better picture of regional parcellation and anatomical

connectivity information [31, 32] as well as allowing the

target areas of tracer injections to be chosen less blindly. In

this study, we provided a tractography-based parcellation
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scheme that applied a machine-learning algorithm to obtain

a fine-grained subdivisions of the macaque FPC, and then

revealed their subregional connections. Exploring the

modular structure of a community and the anatomical

connectivity patterns of different functional networks could

help understand brain mechanisms and evolution, which

contributes to FPC-related clinical research.

Materials and Methods

To study the topological organization properties of the

macaque FPC, three research objectives were established

and the corresponding work was carried out. The overall

workflow is shown in Fig. 1. First, we used DTI data to

divide the macaque FPC into different subregions; then we

explored the anatomical connectivity patterns of each

subdivision. Furthermore, we proposed an improved hier-

archical clustering algorithm to explore the modular

structure of the community for the bilateral subregions.

Macaque Brain Specimens

The rhesus macaques (Macaca mulatta) were obtained

from Kunming Institute of Zoology, Chinese Academy of

Sciences [33] (details in Table 1). All experimental

procedures were conducted according to the policies set

forth by the National Institutes of Health Guide for the

Care and Use of Laboratory Animals, and approved by the

Animal Care and Use Committee of the Institute of

Automation, Chinese Academy of Sciences. They were

judged by the veterinarian as appropriate subjects for

euthanasia due to serious illnesses (acute gastroenteritis

and enteritis). Each animal was intraperitoneally adminis-

tered an overdose of pentobarbital [100 mg/kg, Sigma

Aldrich (Shanghai) Trading Co., Ltd, Shanghai]. After

verifying the status of deep anesthesia, they were transcar-

dially perfused first with Phosphate-buffered saline (PBS)

containing 1% heparin [pH 7.4, Sigma Aldrich (Shanghai)

Trading Co., Ltd, Shanghai], followed by pre-cooled PBS

containing 4% paraformaldehyde [Sigma Aldrich (Shang-

hai) Trading Co., Ltd, Shanghai]. Five minutes after

starting the perfusion, the rate was lowered to 1 mL/min

from an initial rate of 20 mL/min, and the entire perfusion

lasted 2 h. The head was then removed and stored in PBS

containing 4% paraformaldehyde. Then, the skull was

carefully removed to expose the whole brain for MRI

scanning. No apparent structural anomalies were found in

any of the brains used in the present study.

MRI Acquisition

All the macaque MRI data were obtained using a 9.4T

horizontal animal MRI system [Bruker Biospec 94/30

USR, with Paravision 6.0.1 (Ettlingen,Baden-Württem-

berg, Germany)]. Radiofrequency (RF) transmission and

reception were achieved with a 154-mm inner-diameter

quadrature RF coil. The SpinEcho DTI sequence used for

Fig. 1 The overall workflow of this study.
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the DTI data provided the main parameters: 74 slices, echo

time (TE) = 22 ms, repetition time (TR) = 9800 ms, field of

view (FOV) = 94 9 66 mm2, flip angle (FA) = 90�,
acquisition matrix = 140 9 110, and resolution = 0.6 9 0.6

9 0.6 mm3 without gap. This sequence produced a

complete set of 64 images, including 4 non-diffusion-

weighted images (b = 0 s/mm2) and 60 images with non-

collinear diffusion gradients (b = 1000 s/mm2) and required

*115 h of scanning time per specimen. T1-weighted data

were acquired using a 2D IR-prepared RARE sequence

with these main parameters: 74 slices, TE = 5.8 ms, TR =

4019 ms, inversion time = 750 ms, matrix = 280 9 220, FA

= 90�, resolution = 0.3 9 0.6 9 0.3 mm3, FOV = 84 9 66

mm2, slice thickness = 0.6 mm, and no gap, requiring * 55

min. T2-weighted data were obtained in a 2D Turbo RARE

sequence with these main parameters: 86 slices, TE = 30.9

ms, TR = 8464 ms, FA = 90�, resolution = 0.3 9 0.6 9 0.3

mm3, matrix = 280 9 220, FOV = 84 9 66 mm2, slice

thickness = 0.6 mm, and no gap, requiring * 15 min.

Definition of Seed and Target Masks of Macaque

FPC

The macaque FPC seed masks were extracted from a

publicly-available post-mortem macaque brain atlas

(CIVM, https://scalablebrainatlas.incf.org/macaque/CBCe

tal15) [34] and all regional names were found in the list

of abbreviations. This atlas is largely consistent with that of

Paxinos et al. [18] Nissl-based atlas and has become

increasingly popular in macaque studies [35–37]. The mask

occupied the most rostral portions of the prefrontal cortex;

its dorsal extent was bounded posteriorly by the anterior

supraprincipal dimple (aspd) and did not cross the posterior

supraprincipal dimple (pspd). In addition, on the medial

aspect of the hemisphere, the FPC mask posteriorly bor-

dered the cingulate sulcus (cgs) and in the coronal plane, it

was ventrally delimited by the anterior termination of the

olfactory sulcus. For each subject, the standard seed mask

was wrapped back into individual diffusion space using the

inverse of the deformations, and each resulting mask was

visually inspected for possible errors and necessary modi-

fications using ITK-SNAP (Philadelphia, Pennsylvania)

[38]. To calculate the connectivity matrix and obtain the

connectivity fingerprints, we extracted cortical regions and

subcortical structures in the same hemisphere from the

CIVM atlas as target regions [39]. The extraction approach

for the target regions was the same as that for the FPC.

Subsequently, we transformed them into individual diffu-

sion space.

Diffusion MRI Data Preprocessing

The diffusion MRI (dMRI) data were preprocessed using

the FMRIB Diffusion Toolbox (FSL version 5.0; https://fsl.

fmrib.ox.ac.uk/fsl/fslwiki/FSL), the prominent Medical

Image Processing, Analysis, and Visualization software

(MIPAV, https://mipav.cit.nih.gov/), and Advanced Nor-

malization Tools (ANTs, http://www.picsl.upenn.edu/

ANTS/), which is a state-of-the-art medical image regis-

tration toolkit [40]. The main procedure included the fol-

lowing steps. First, for the CIVM template, we transformed

the raw format to the available dMRI space with MIPAV,

which enables the quantitative analysis and visualization of

medical images in different formats. Second, in the diffu-

sion data from each subject, distortions caused by eddy

currents were corrected using the FSL tool [41]. Finally,

after conversion into the standard available format with

MIPAV, the b0 image of the CIVM template space was co-

registered to the individual non-diffusion-weighted images

(b = 0 s/mm2) using ANTs. After the registration, an

inverse transformation was performed to transform the seed

and target masks for each subject’s small cortical areas into

native dMRI space.

Probabilistic Diffusion Tractography

After preprocessing, the macaque FPC was chosen as the

seed and probabilistic tractography was carried out for the

tractography-based parcellation. This process has been

described in the toolbox for connectivity-based parcellation

of the monkey brain [42] and is similar to that in another

study [43]. Voxelwise estimates of the fiber orientation

distribution were computed using Bedpostx. We calculated

the probability distributions in two fiber directions at each

voxel using a multiple fiber extension [44]. Based on the

probability distributions, we then estimated the connectiv-

ity probability between each voxel in the seed region and

every voxel of the whole brain using PROBTRACKX2

(Oxford, Oxfordshire). Probabilistic tractography was

applied by sampling 15,000 streamline fibers per voxel

and the step size was set to 0.2 mm [45, 46]. To exclude

implausible pathways, we restricted how sharply pathways

Table 1 Information about the eight monkey brains.

Perfusion date Number Gender Age Weight (kg)

2016/05/09 93310 Female 23 3.24

08046 Female 8 3.58

12027 Male 4 3.06

12411 Male 4 2.89

2016/05/10 01006 Female 15 3.57

04084 Female 12 4.23

10427 Female 6 3.69

11402 Female 5 2.9
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could turn, and the default threshold was set to 0.2. To

correct the path distribution for the length of the pathways,

we introduced a distance correction. The connection

probability between each voxel in the seed region and

any other voxel in the brain was obtained by computing the

number of traces arriving at the target site. To decrease the

number of false-positive connections, we thresholded the

path distribution estimates for each subject using a

connection probability value P \ 20/15000 (20 out of

15,000 samples). Information about the connectivity was

stored in an M-by-N matrix, where M denotes the number

of voxels in the seed mask and N the number of voxels in

the native diffusion space. To de-noise the data and

increase computational efficiency, the connectivity profiles

for each voxel were down-sampled to 2-mm isotropic

voxels [47].

Tractography-Based Parcellation of the Macaque

FPC

Based on the connectivity patterns of all the voxels of the

FPC, cross-correlation matrices were computed and fed

into spectral clustering [28]. The maximum probability

map (MPM) was computed by assigning each voxel of the

standard space to the subarea in which it was most likely to

be located [48]. First, we transformed the parcellation

results from individual diffusion space to the CIVM

template. Second, the MPM was computed according to

the eight subjects’ parcellation results in CIVM space.

After parcellation of the FPC using spectral clustering,

the next step was to select the number of clusters. To avoid

an arbitrary choice of this number, we used two prevailing

validation methods, cross-validation indices to obtain a

consistent segmentation for all eight subjects at the group

level, and principal component analysis (PCA), to deter-

mine the optimal number of clusters across the subjects at

the individual diffusion level [42].

Cross-Validation Indices

The cross-validation offered two indices, Cramer’s V

[49, 50] and topological distance (TpD) [51], for deter-

mining the optimal clustering number. Cramer’s V, is an

indicator of clustering consistency and has values in the

interval [0, 1], high values indicating good consistency.

The TpD index, which quantifies the similarity of the

topological arrangement of putative homologous regions in

the bilateral hemispheres across all specimens, further

determined the cluster number. The TpD score ranges from

0 to 1; a score close to 0 suggests that the two hemispheres

have similar topology. The clustering number of local

extremum points (peaks and valleys) means better consis-

tency than that of adjacent ones, and in general, the local

extrema are recommended as a good solution for each

presumptive index [52, 53].

Principal Component Analysis

PCA, which requires no artificial hypothesis or prior

knowledge, is a popular statistical framework for deter-

mining the clustering number [30, 54]. To ensure that the

number of principal components to be chosen retain

enough features and effectively represent the data, we

proposed three criteria based on the literature [55, 56]. The

first was the cumulative contribution, which means that a

cumulative proportion of the variation could be explained

by the eigenvalue obtained using the connection data. To

obtain the cumulative proportion value (cpv), a threshold

must be established. Generally, a sensible threshold is very

often in the range 70% to 90%; it can sometimes be higher

or lower depending on the practical details of a particular

dataset. In our study, we thresholded the cpv at [ 80%.

Taking into account individual variation, we allowed a

lower limit change of no more than 1%. The second

criterion was that only factors with eigenvalues[ 1 or next

closest to 1 were retained. Specifically, the latter weak

criterion (values close to 1) is like a ‘‘factorial scree’’ for

atypical individual variation. The third criterion is a scree

test [30, 54]. Briefly, for each subject, a ‘connectivity’

matrix between the various seeds and the whole brain was

derived from the data of the probabilistic tractography.

This matrix consisted of columns that indicated the FPC

subregion of interest and rows that represented the whole-

brain regions. To estimate the number of principal

components to extract from each subject, a power curve

was plotted by fitting the data, the inflexion point was

extracted using a homemade routine written in MatLab

(Natick, Massachusetts) R2017b, and all subjects were

averaged to obtain a mean cluster value for the left and

right hemispheres separately. Meanwhile, we set the

difference threshold between the inflection point value of

each individual and the average value as 0.5 to ensure that

the clustering number among individuals was stable.

Anatomical Connectivity Patterns

To explore the different anatomical connection patterns of

the FPC subdivisions, we first drew 105 samples from the

fiber orientation distribution for each voxel in the subdi-

visions to calculate the whole-brain probabilistic fiber

tracking [44]. To form the seed mask, each subarea was

extracted from the probability map of the FPC at 25%

probability. To reduce the false-positive rate and facilitate

the qualitative analysis, we thresholded the connectivity

probability value at 3.08 9 10-5 at the individual level,

which means that at least 3.08 of the 105 samples produced
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from each seed voxel were connected [48]. Next, the

identified fiber tracts were binarized and transformed into

CIVM macaque template space. All the binarized results

were averaged to obtain population maps with a threshold

of 50% [39], which means that only those voxels that were

present in at least 4 of 8 subjects were mapped, and were

then transformed into F99 space for display.

Subsequently, to visualize the differences in the anatom-

ical connectivity of each subarea, we further calculated the

anatomical connectivity fingerprints between each subarea

and each of the target regions in the CIVM atlas. For the

eight subjects, these target brain regions, including the

cortical areas and subcortical structures of each subject,

were extracted from the CIVM atlas in the same hemi-

sphere using the same method as used to extract the FPC

and was subsequently transformed into individual dMRI

space. Using their fingerprints, we were able to find the

different connectivity properties for each subregion. In

addition, we performed similarity analysis of the connec-

tions for these clusters to estimate the connection similarity

between individuals. Briefly, we computed the correlation

coefficients for the seed-to-target connections and obtained

the P values for the hypothesis that there was no

relationship between the observed phenomena. We defined

the threshold of statistical significance as statistically

highly significant at P\ 0.001.

Furthermore, we also investigated and summarized other

tract-tracing studies involving the macaque FPC to com-

pare their consistency by assessing the repeatability of the

connected areas that they identified. As a preliminary

qualitative comparison, we collected the regions connected

to the FPC from the CoCoMac database [57] and compared

them with the regions connected to subdivisions of the

FPC. The CoCoMac database provides convincing struc-

tural connectivity data for the macaque brain and was a

remarkable effort by many researchers. Currently, it is the

largest macaque connectivity study, with data extracted

from[ 400 published tract-tracing studies of the macaque

brain. We also made a further comparison with some of the

detailed trace-injection experiments.

Moreover, inspired by a human frontal pole study [50],

to reveal a clearer picture of different functional networks

from the perspective of anatomical connections, we

analyzed the connections between the subregions and the

regions of different functional networks. Specifically, we

combined the regions that were connected to the DMN

[21, 22], SIN [23], and metacognition network [24, 58] and

estimated the linkages and differences between the subar-

eas. Additional comparisons with other studies and findings

are presented in the Discussion.

Mapping the Hierarchical Module Structure

for FPC Subregions

Exploring the modular structure of a community and the

connectivity patterns of different functional networks is

important for understanding brain mechanisms and evolu-

tion. Many neuroscientific studies [59–61] have revealed

that the brain networks share important organizational

principles in common, such as modularity, and that

topological modules often comprise anatomically neigh-

boring cortical areas. In addition, the modules of brain

networks contain both unilateral and bilateral areas [62],

and a community structure in the brain can be correlated

with functionally localized regions, such as visual, audi-

tory, and central modules [63]. Here, we proposed an

improved hierarchical clustering algorithm to examine the

subregional members of the bilateral FPC and assign them

to clusters. The correlation coefficient matrix of the native

connectivity data was fed into the algorithm; as the number

of clusters increased, those with high connection similarity

were given priority and grouped together. Besides, we

calculated the cophenetic correlation coefficient to evaluate

and select the optimal clustering scheme. The hierarchical

clustering method not only uncovered the modular com-

munity structure of the bilateral FPC, but also provided

some methods that other researchers can use in making

within-species comparisons. In particular, this method can

be used for comparisons between parcellations with a

greater number of subdivisions and those with fewer

subdivisions that have been obtained from studies that use

different methods. This approach can also be used to make

heuristic comparisons between species, including compar-

isons of parcellation patterns and connectivity patterns

involving different functional networks. Compared with

previous studies [33, 43], the advantage of our method is

that it is able to automatically select the optimal clustering

by introducing the cophenetic correlation coefficient to

compare the results of clustering the same data set using

different distance calculation methods and clustering

algorithms. The cophenetic correlation coefficient scores

range from 0 to 1. The closer the value is to 1, the more

accurately the clustering solution reflects the data.

Results

Connectivity-Based Parcellation and Subregional

Anatomical Connectivity Patterns of the Macaque

FPC

For the macaque FPC, the cross-validation of the spectral

clustering data showed that the 8-cluster solution, as local

extremum points of Cramer’s V, was optimal for a fine
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parcellation (Fig. 2A). The TpD index also selected the

8-cluster solution as optimal (Fig. 2B). These results of

validity indices suggested the consistency of the parcella-

tions across subjects and the similarity of the topological

organization distribution of the parcellation results between

the bilateral hemispheres at the group level [42]. In

addition, at the individual diffusion space level, the index

results of PCA also suggested a segregation of the FPC into

an average of 8 subdivisions for each of the hemispheres

(left hemisphere, 8.31, see Fig. 2E; right hemisphere, 8.27,

see Fig. 2F).

The eight distinct subareas consisted of four components

in the lateral section with the remaining four components in

the medial section. These results were transformed and

combined into F99 brain space [64] with Caret software

[65] to create population-based parcellations of the FPC,

and we further presented the probabilistic map for each

subarea that could help to understand the consistency

between subjects in the topography of the clusters (left

hemisphere see Fig. 3; right hemisphere see Fig. S1). To

facilitate understanding of the results, we determined the

location of each subregion based on histologically defined

cortical areas and a topologic map as well as on its

anatomical connection information. In describing the

location of these subregions, we refer to them with respect

to the cgs, principal sulcus (ps), medial orbital sulcus

(morbs), rostral sulcus (ros), aspd, and the adjacent areas.

In the sagittal plane, a ventrolateral boundary along the

direction of the ps separates C4 from C6, and another

lateral boundary above the rostral ps distinguishes subareas

C6 from C8. The dorsolateral boundary above the aspd

separates subareas C8 from C7. In the medial FPC, a

boundary along the anterior extension of the ros segregates

subareas C3 from C2, and another boundary around the

rostral cgs distinguishes subareas C1 from C2. Above the

rostral cgs, a dorsomedial boundary separates subareas C5

from C1.

Furthermore, the anatomical connectivity patterns of

each subregion were obtained from the whole-brain

probabilistic tractography in native diffusion space by

estimating the fiber orientations for each voxel. To

minimize the effects of inter-individual variations, the

probabilistic patterns of the fiber tracts were then trans-

formed into CIVM space; then an averaged fiber tract map

was calculated for each subdivision and displayed in the

F99 surface. The anatomical connectivity fingerprints

between the subdivisions and other brain structure areas

of the CIVM atlas could identify the connectivity differ-

ences for each subarea (see Fig. 4, Fig. 5, S2, and S3 for

details).

Cluster C1

C1 was located in the medial part of the FPC around the

rostral tip of the anterior cingulate cortex (ACC), following

a medial-to-lateral direction, gradually along the dorsal

surface of area 32, then in front of areas 9/32 and 32.

Following an anterior-to-posterior direction, with the

extension of the ros, C1 extended dorsally to the cgs.

Above it was Cluster C5, and its dorsal extent was limited

by Cluster C8. Its ventral border was delimited by Cluster

C2 just above the ros, while ventrally it was anteriorly

delimited by Cluster C6. This subdivision also encom-

passed part of the anterior bank of the cgs. Tractography

samples seeded from Cluster C1 to the cortex were mostly

distributed in the medial frontal cortex, the adjacent ACC,

and the posterior cingulate cortex, including areas 32, 24a,

24b, 9/32, 24/23a, 29, and 10M. At a longer distance, it

connected with areas 31, 23, PGM, ProST, TTPAl, and

TPPro. In the subcortical results, area C1 showed a

stronger connection with Re, IMD, Cl#2, and Se.

Cluster C2

C2 was located in the medial part of the FPC just below

Cluster C1. It lay anterior to area 32, followed a medial-to-

lateral direction immediately in front of the rostral cgs and

also encompassed part of the rostral bank of the cgs. In its

dorsal rostral part, it extended to the most posterior part of

Cluster C6. Its ventral extent was limited by Cluster C3,

which was located in the orbital FPC. In the coronal plane,

Cluster 2 was above the smooth extension line of the ps.

The connectivity of Cluster C2 was predominantly with the

medial frontal cortex and part of the lateral frontal lobe,

including areas 24a, 32, the most anterior FPC, 24b,

24/23a, 14, and 10M. In addition, the subcortical structures,

including Se, SI, BM#4, AA, and Re, shared a stronger

connectivity seeded from area C2.

Cluster C3

C3 covered the medial orbital part of the FPC. Following a

medial-to-lateral direction, its dorsal border was delimited

by Clusters C2 and C6 and gradually continued along the

ventral area of Cluster C4. Along the lateral extended

direction, the morbs separated Cluster C3 from Cluster C4.

C3 was heavily connected with the orbitofrontal cortex,

temporal cortex, and LV, including areas 14, OPAl, 13a,

and the anterior and ventral parts of area 10. This cluster

had strong connections with the orbital periallocortex, the

rostral part of area TL (area 36R), and the temporopolar

periallocortex. Compared with the connection strength with

subcortical structures, Cluster C3 shared stronger connec-

tions with SI, HDB, Se, and BST.
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Cluster C4

A distinct cluster, C4, occupied the lateral orbital part of

the FPC. In the coronal plane, following an anterior-to-

posterior direction, it was below Cluster C6 and its medial

border was delimited by Cluster C3, gradually disappearing

with Cluster C6. Its lateral part was below the ps and

extended medially above the ps near the interface of ps and

ros from the sagittal section followed by its extension to the

anterior of area 11 in the lateral orbitofrontal cortex. The

connectivity of Cluster C4 was similar to that of cluster C3.

The difference was that the former had stronger

Fig. 2 Cross-validity indices of parcellation of the FPC. A, B Cluster

number consistency and topological similarity indicated by the

average Cramer’s V (A) and TpD (B). The red/gray polyline of the

average Cramer’s V indicates the clustering consistency of the left/

right brain across subjects. The red/gray polyline of the TpD denotes

the similarity of the topological arrangement of presumptive homol-

ogous regions between hemispheres and across subjects (KM1, KM2,

…, KM8) at the group/individual level. C, D Cumulative contribution

rates and eigenvalues for the left (C) and right (D) hemisphere under

criterion 1 and criterion 2. A comparison of the blue and red curves

reveals that eight principal components (blue) are superior to seven

(red). The bars represent the eigenvalues of the seventh (yellow) and

eighth (brown) components. E, F Graph of principal components

according to their eigenvalue sizes for the left (E) and right

(F) hemispheres for all specimens.
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Fig. 3 Connectivity-based par-

cellation (left hemisphere) of

the macaque FPC on F99 sur-

faces. A The subdivisions are

depicted on a flat surface (right)

and a fiducial surface (left) of

the lateral and medial views.

Each subregion is coded with a

unique color and named arbi-

trarily C1, C2, …, C8. B The

probability map of each FPC

subarea. The color bar repre-

sents the mean probability

across subjects at each voxel.

Fig. 4 Anatomical connectivity patterns between each subarea and

cortical structures (left hemisphere). The connectivity of each cluster

yielded by tractography-based parcellation shown in the F99 surface

using Caret helps to qualitatively identify differential connections.

Anatomical connectivity fingerprints quantitatively identify the

differences of the connectivity patterns between each subarea and

the cortical structures. For the fingerprints, we classified the

connected brain regions on the periphery of the ellipse based on the

different brain structure to which they belong, and display them using

different color fonts (starting from area AI, and anticlockwise, the

regions with different color fonts represent the insular, cingulate,

occipital, temporal, frontal, and orbitofrontal cortices). Each subarea

is named C1, C2, …, C8.
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connections with the lateral and orbital frontal cortex than

the latter. For instance, stronger connections with Cluster

C4 were detected throughout area 11, the ventral part of

area 10, and the orbital proisocortex. In contrast, the

connections with subcortical structures, including SI, Se,

BM#4, and BST, were similar but fewer than those for

Cluster C3.

Cluster C5

C5 covered a small region, relative to the other subregions,

in the medial dorsal part of the FPC. The distribution of

Cluster C5 was mainly around the white matter above the

cgs from the coronal plane. It exhibited strong connectivity

with the dorsolateral frontal cortex and ProM, including

areas 9/46D, 24a, 9/46D, and the dorsal and medial parts of

area 10. It also had a stronger connection with 6VR than the

other subareas. Some subcortical structures, i.e. Re, IMD,

VA, and Cl#2, had a strong connectivity with Cluster C5.

Cluster C6

C6, which was located in the lateral middle part of the FPC,

was focused around the anterior of the aspd. It lay above

the ps and a portion of this subregion extended to the

medial surface. Following a medial-to-lateral direction, its

superior and posterior borders were delimited by Clusters

C1 and C2, then, gradually, with the disappearance of these

two subdivisions, its superior border was limited by Cluster

C8. This subdivision was around the rostral part of the ps

and covered part of its anterior bank. Its inferior adjacent

subarea was Cluster C4. Cluster C6 was mainly connected

to the anterior-most frontal cortex, 46, 47, and the orbital

proisocortex. With respect to the subcortical structures, it

had a strong connectivity with Re, Se, SI, BM#4, and BST.

Cluster C7

C7 occupied the dorsal lateral part of the FPC. It was

delimited posteriorly by Cluster C5 near the medial

surface, gradually limited by the adjacent area 9 and

covered the posterior bank of the aspd following a medial-

to-lateral direction. The ventral extension was limited by

Cluster C8. It was characterized by a very strong connec-

tivity with the dorsal and lateral frontal lobe, including the

adjacent areas of 10D, 9/46D, 9/46V, 45, 46, and 9. In

addition, the subcortical structures R#4 and VA shared a

stronger connectivity seeded from area C7.

Fig. 5 Anatomical connectivity patterns between each subarea and

subcortical structures (left hemisphere). Population maps of the whole

brain anatomical connectivity patterns shown in CIVM space using

MRIcron help to qualitatively identify differential connections, and

the connection pattern of each area is colored differently. Anatomical

connectivity fingerprints quantitatively identify the differences of the

connectivity patterns between each subarea and the subcortical

structures. For the fingerprints, we classified the connected regions on

the periphery of the ellipse based on the different structure to which

they belong, and display them using different color fonts (starting

from area LV, and anticlockwise, the brain regions with different

color fonts belong to the lateral ventricles, midbrain, hypothalamus,

central subpallium, pallium, paraseptal subpallium, striatum, subpal-

lial amygdala, subpallial septum, lateral pallium, ventral pallium, and

medial pallium). Each subarea is named C1, C2, …, C8.

123

1464 Neurosci. Bull. December, 2020, 36(12):1454–1473



Cluster C8

C8 was located in the dorsal inferior part of the lateral FPC.

It covered a large part above the most anterior limb of the

ps. C8 occupied a small area near the medial surface,

relative to the other clusters. Following a medial-to-lateral

direction, it was gradually sandwiched between C7 and C6

and extended to the superior margin of area 46D near the

most lateral surface. The connectivity patterns of Clusters

C7 and C8 were very similar, but the latter had stronger

connections with areas 9/46V, 46, 47, and ProM.

Similarity Analysis and Repeatability of Connected

Brain Regions, and FPC Modularity Structure

After the connection differences between subdivisions

were determined, the inter-individual correlation index

revealed a high level of connection similarity for the eight

clusters (Fig. 6A and S4A), which suggests that the

connectivities of parcellation results are very consistent

among the eight subjects. Using the CoCoMac data, we

identified the areas derived from our connectivity data and

theirs that were derived from the axonal tracer projections

that originate in the FPC, and calculated an 88.24%

coherence (Fig. 6B and S4B), which to some extent

suggests repeatability of the connected areas and the

reliability of our parcellation results.

Then, using the improved hierarchical clustering

method, the eight subdivisions were grouped into three

contiguous boundary connectivity families: medial FPC

(MF; C1, C2, C3), dorsolateral FPC (DLF; C5, C6, C7,

C8), and lateral orbital FPC (LOF; C4) (Fig. 6C and S4A).

A dendrogram was constructed using the standardized

Euclidean distance (seuclidean) and average linkage (av-

erage) method because this method led to the most faithful

representation of the original distances based on their

highest cophenetic coefficients (left brain, 0.92; right brain,

0.94). As a mediator of network modularity in the macaque

[66], these FPC subregions connected to other regions with

inter-area coordination; in detail, the MF mainly connected

the ‘‘medial’’ brain network, the DLF connected to most of

the regions of the dorsal brain network, and the LOF

mainly connected to the orbital brain regions.

Further, based on the anatomical connections of each

subarea and the modular analysis, we found that these

subareas were collaboratively involved in the DMN, SIN

(Fig. 6D and S4D), and metacognition network. First,

previous studies have revealed that the macaque FPC is

functionally correlated with the DMN [22, 67]. We found

that the DLF, in conjunction with an extension to the

medial part (C1, C2), had strong connection probabilities to

areas of the DMN. In particular, areas C1, C5, and C7 had a

strong connection with the DMN core. Second, our results

revealed that the orbital and medial FPC play an important

role in connectivity to the SIN, and the medial FPC showed

a stronger connection than other parts of the FPC with the

exclusively SIN (ESIN) [23]. The medial FPC (areas C1,

C2, and C5) had a strong connection with areas 32, 10M,

24b, 9M, 44, 6VR, and 24b. Areas C3, C4, and C6 showed

a strong connection with areas 14, 47, OPro, 11L, 10o,

R36, ST1, ST2, TAa, TPPro, Cd. In addition, the dorsal

FPC had strong connections with the regions involved in

metacognition; in particular, subareas C5, C7, and C8 had a

strong connection with the cortical region anterior to the

pspd (aPSPD) and metamemory processing regions,

including areas 9L, 9/46D, 46D, 8A, and 6VR. Besides,

the regions of metacognitive performance for remote

memory have mainly been identified in the dorsal frontal

lobe; dorsal FPC showed strong connections with them.

These dorsal FPC subareas mainly connected the memory

retrieval regions, including the anterior bank of the frontal

cortex (area 45B) and area 9/46V, but we found no

connections between the FPC and the parietal cortex.

Further, subarea C5 had a strong connection with the

cortical network module of retrieval-related regions (area

DI and 6VR).

Discussion

In this study, we performed a tractography-based parcel-

lation and divided the macaque FPC into eight subregions,

and then elucidated the anatomical connectivity patterns of

the macaque FPC at the subregional level, and finally

explored the modularity of the eight subareas. To more

fully elucidate the reasonability of our parcellation results,

we compared our parcellation and anatomical connectivity

results from DTI data with previous relevant studies from a

variety of perspectives, including the overlap between our

boundaries and those from other parcellation results and

between our connection results and those that were

obtained using tracer injections.

First, the eight subregions were distinguished by differ-

ent boundaries, some of which coincided well with those of

other parcellation studies [30, 68]. The parcellation results

of the macaque FPC have varied over the past few decades.

Initially, the FPC was recognized as a single area; then it

was subdivided into two areas by Carmichael, Price [20],

who thought that the medial part of the FPC had a

homogeneous granular structure. Subsequently, however,

different connections of subareas in this area were found

[19, 69, 70]. Here, we found that the orbital FPC can be

further subdivided into two subregions (C3 and C4) and

area 10m of Carmichael, Price [20] can be subdivided into

a number of subregions (Fig. 7A). In addition, the dorso-

lateral boundary (G-b3) and another lateral boundary (G-
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b4) above the rostral ps in the macaque frontal cortex in

another parcellation result [68] have positions similar to the

boundaries between C7 and C8 (b3) and between C8 and

C6 (b4), respectively, in our parcellation results. The

lateral boundary (b4) and another boundary (b5) along the

anterior extension of the ros were approximatively the

Fig. 6 Similarity analysis and repeatability of connected brain

regions, and modularity analysis (left hemisphere). A The connec-

tivity similarity matrix for all the subareas across different subjects

(KM1, KM2, …, KM8). B Consistency comparison between tracer

projections of CoCoMac and the anatomical connections identified by

our study. The areas around the outside edges of the ellipse are the

tracer results from CoCoMac; the areas marked in orange are the

anatomical connections we found, and the gray means that we did not

find these connections. C Optimization cophenetic coefficient param-

eter selection, connectivity similarity matrix, and dendrogram

constructed on the basis of connectivity similarity for all the clusters.

D Diagrammatic summary of the primary connections between the

subdivisions and the regions of different functional networks. The

connection probabilities involved in different functional networks for

each subarea are normalized in this display. Each block of the pie

chart represents the anatomical connection after normalization

between each subarea and the regions of different functional

networks. The green circles on the left represent the sum of the

primary connections on the right.
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same in another study (C-b4 and C-b5) [30]. These

findings, on the one hand, support the reliability of

previous boundary parcellations. On the other hand, they

imply that the CBP technique can identify even more

possible subdivisions. In particular, the FPC, a thick, highly

granular cortex, has gradual differences that make it

difficult to further parcellate additional subareas using

traditional methods [71].

Second, our anatomical connection results are in good

agreement with those of the tracer injection experiments,

which are the gold standard for assessing connectivity. This

revealed a potential concordance of the relationship

between the connectional and microstructural properties

of brain regions. In addition to the consistency comparisons

with CoCoMac, comparisons with other tracer experiments

that have more narrowly defined injection sites well

support our anatomical connection and parcellation results.

It is particularly worth noting that the tracer injection

results of Saleem, Miller, Price [26] provide good evidence

for our segmentation results. In that study, the 10mr

injection site covered approximately the same area as our

dorsal subareas (C1, C2, C6, and C8), and the orbital

subareas (C3 and C4) correspond to a different injection

site (10o). For the cortical connections, we found rich

intrinsic connections between the FPC and the prefrontal

cortex (PFC) and distinct extrinsic connections with these

regions outside the PFC, a finding which is consistent with

the tracer projection results of Saleem et al. (see Table 2).

The intrinsic connections between the orbital subareas and

areas 11m, 12o, 12l, 10m, 10o, 46d, 32, 13b, 14r/c, and AI,

as well as the extrinsic connections with areas ST1, ST2,

and ST3 are consistent with the results of Saleem et al. In

addition, the dorsal subareas have intrinsic connections

with areas 46v, 45a, 45b, 8AD, 10mr, 10o, 9m, 9l, 46d,

13m, 12o, 10mc, 11m, 32, 25, AI, 13a/b, and 14r/c and

extrinsic connections with areas ST1, ST2, ST3, 24a, 24b,

24c, 23, v23, and 29/30. These intrinsic and extrinsic

connections were also found by Saleem et al. In addition,

we also found no connections between the FPC and the

parietal cortex, which is consistent with the conclusions of

Saleem et al. [26], Petrides and Pandya [72], and Rush-

worth et al. [6]. More comparisons of cortical connections

and subcortical connections further suggest good consis-

tency between our anatomical connections and other tract-

tracing studies (details in Table 2 and Table 3).

In addition, the topological modules of brain networks

often consist of anatomically neighboring cortical areas,

and exploring the brain modular structure can heuristically

Fig. 7 Side-by-side comparison between the results of the group-

averaged, connectivity-based parcellation described in the current

study (left) and the macaque maps (right) from other studies. A The

subareas of Carmichael and Price (1994) can be further subdivided.

B The lateral boundary b1 and medial boundary b2 distinguish the

lateral subareas C4 and C6 and the medial subareas C2 and C3,

respectively. Other lateral boundaries, b3 and b4, corresponding to the

red boundaries of Goulas et al. (red arrow, G-b3 and G-b4),

distinguish the lateral subareas C7 and C8 and subareas C8 and C6,

respectively. C The medial boundary b5, corresponding to the medial

red boundary of Cerliani et al. (red arrow, C-b4 and C-b5),

distinguishes the medial subareas C1 and C2.
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facilitate functional studies of localized areas and help to

understand brain mechanisms [62, 63, 83]. Our results from

the hierarchical clustering for the connectivity-based

parcellation revealed that the different subregions collab-

orate to connect different functional networks.

We found that the orbital FPC connected with most of

the regions of the ‘‘orbital’’ prefrontal network; the medial

FPC mainly linked to the ‘‘medial’’ prefrontal network,

which is consistent with the descriptions of previous

network partitions [84]. Subsequently, eight subareas are

collaboratively involved in the DMN, SIN, and metacog-

nition network. The FPC has a functional involvement with

the SIN [23, 85], and the medial frontal regions around the

rostral tip of the ACC show significant activity during

interactive social communication [86]. Correspondingly,

we found that area C1, which is located around the rostral

tip of the ACC, had a strong connection with the regions of

the SIN. The theory of mind (ToM) and the DMN

intersectional regions in the human brain have a fairly

plausible homology and locations similar to the ESIN

regions of the macaque brain. These macaque areas are in

locations similar to the DMN and ToM intersectional

regions in humans and share anatomical features with the

human ToM and ESIN; these findings are confirmed by our

results. With respect to the third function, metacognition,

in macaque monkeys only the bilateral FPCs are enlisted

for the metacognitive evaluation of non-experienced items,

the dorsal FPC is only significantly correlated with

metacognitive performance with respect to non-experi-

enced items and serves as the neural substrate for

awareness of one’s own ignorance in macaques [24]. The

FPC is functionally connected with the aPSPD, which is

essential for the metacognitive judgment of remote mem-

ory; in particular, there is a strong resting-state functional

connectivity with area 9 that is related to metamemory

processing [58]. Here, we found anatomical connections

between the FPC and the aPSPD with particularly strong

connections with area 9. For retrieval of remote memory,

the FPC may be involved in metacognitive processing.

Anatomical connections between the FPC and area 9 also

Table 2 Consistent cortical connections from our tractography compared with the data acquired in previous studies using tracer injection.

Experiments Cases/case no. Injection site(s) Corresponding

subregions

Projections found

Barbas and

Mesulam

[73]

Case V, (HRP) Rostral principalis

region (rostral

46 and 10)

C6, C8, C7 Dorsal and medial parts of the FPC, 14, 46, 12, 11, 9/46D,

R36, TTPAl, ST1, ST2, ST3, TAa

Barbas and

Pandya

[27]

Case 1, (isotope injection) OPro C3, C4, C6, C7

Case 3, (isotope injection) 14, 13 C3, C4

Case 4, (isotope injection) Orbital area 12

Case 6, (isotope injection) 46

Barbas et al.
[74]

Case ARb, (FB) Medial area 10 C1, C5 9, 46, 24, 32, 12, 14, 11, 25, 8, 13, OPro, TTPAl, TPPro

Germuska

et al. [12]
Cases BA, (BDA) C4 ST1, ST2, TTPAl, TPPro

Cases BC, BF, (BDA) C7, C8 ST1, ST2, ST3

Parvizi

et al. [75]
M1-BDA-23B, M1-FB-31,

M2-BDA-23a/b, M3-

BDA-29/30(23a)

23b, 31, 23a, 23b,

29/30(23a)

Dorsal and dorsomedial parts of the FPC (C1, C2, C5, C8)

Petrides and

Pandya

[76]

Case 4, (DY) Lateral area 9 Dorsal subareas (C5, C7)

Case 6, (FB) 9/46d C1, C5

Case 8, (FB) Dorsal area 46

(close to FPC)

FPC

Petrides and

Pandya

[72]

Case 1, (isotope injection) Area 10 FPC 9, 46, 32, 11, 13, 14, 8A, 47/12, 45, 23, 24, 25, 30, OPro,

ST1, ST2, ST3, TAa, TPPro, PaI, AI, DI

Case 2, (isotope injection) Ventral and orbital

area 10

C4 46, 10, 11, 14, 47/12, 14, 13, 32, 25, TAa

Saleem

et al. [26]
OM19 (FB) 10o C3, C4 47/12(12o,12l), 10mr, 10o, 46(46d), 13(13b), 10mc, 11m,

14(14r/c), 32, AI, ST1, ST2, ST3

OM69 (FB), OM64 (FB) 10mr C1, C2, C6, C8 46(46d, 46v, 46f), 45(45a, 45b), 8A(8Ad), 10mr, 10o,

10mc, 9 (9d, 9m), 13(13m/l, 13a, b), 47/12(12o), 11m,

14(14r/c), 32, AI, 25, ST1, ST2, ST3, 24a, 24b, 24c, 23,

29, 30
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suggested that these two regions work cooperatively to

support metacognitive judgments in ecological situations.

These findings suggested a consistent relationship between

functional activation and connectivity fingerprints [87].

Previous studies have reported that the corresponding

memory-related regions between humans and macaques

have not been established. Consistent with the previous

studies [6, 26, 72], we found no connections between the

FPC and the parietal regions. Notably, the medial subareas

C1 and C2 had rich connections with other regions of

different functional networks, a finding which suggests that

these two subareas play an important role in coordinating

other subareas to participate in different network functions.

To sum up, the above comparative findings validate the

reliability of our parcellation results and indicate that

anatomical connections and tracer-injection studies provide

consistent results. We need to mention that, although

different studies [30, 68] have often disagreed about the

definition of the borders of the subareas in the macaque

frontal cortex, if a boundary near a similar position was

found in other studies, we were more convinced of its

authenticity. The anatomical connections estimated from

diffusion tractography may susceptible to false positives

(the tracking of pseudo-pathways) and false negatives (the

inability to track pathways that have been found), and do

not furnish the level of detail of the gold standard based on

Table 3 Consistent subcortical connections from our tractography compared with the data acquired in previous studies using tracer injection.

Experiments Cases/case no. Injection site(s) Corresponding

subregions

Projections found

An et al. [69] Case OM36, (BDA) 10m C1, C2 dorsolateral midbrain PAG

Case OM38, (BDA) 10o C3

Case OM32, (FB) Ventrolateral midbrain PAG C1, C2, C5, C6, C7, C8

Case OM35, (FB) Dorsolateral midbrain PAG

Case OM36, (FB) Rostral dorsolateral midbrain PAG

Case OM36, (CTb) Lateral midbrain PAG

Ferry et al.
[77]

Case OM38, (BDA) 10m C1, C2 Cd, Acb

Case OM38, (BDA) 10o C3, C4 Cd, Acb, Pu

Ghashghaei

et al. [78]
Case BD_R_BDA

Case BD_L_BDA

BM#3, BL#2, BLD, Me, Ce C1, C2, C3, C4, C6

Hsu and Price

[79]

Case OM74, (FR)

Case OM66, (FR)

10m C1, C3 MITN, Re, CM#2, CMnM, Cl#2

Ongur et al.
[70]

Case OM26, (FB) Lateral hypothalamus FPC (10m, 10o)

Case OM27, (FB) Ventromedial hypothalamic nucleus

Case OM37, (FB) Anterior hypothalamus

Petrides and

Pandya [72]

Case 1, (isotope

injection)

Area 10 FPC Lv, Cd, Pu, thalamus, Pul#1, IAM, IMD,

Hy, amygdala, BL#2, BLD, BM#3,

hypothalamus

Rempel-

Clower and

Barbas [80]

Case SF, (HRP) Dorsal area 10 C6, C8 hypothalamus

Romanski

et al. [81]
Case Fig. 7C,

(WGA-HRP)

FPC C1, C2, C4, C6 MPul, Pul#1

Case 1, (WGA-

HRP)

Medial pulvinar C1, C4

Case 2, (WGA-

HRP)

Central/lateral PM C4

Case 3, (WGA-

HRP)

Medial region of the PM (intruded on

caudal, medial regions of the

mediodorsal nucleus)

C1, C3,

Cho et al. [82] Cases J12FR,

J12LY, J16LY,

J8LY, J12FS

BM#4 C1 ,C2, C3, C4

FB fast blue, DY diamidino yellow, HRP horseradish peroxidase, BDA biotinylated dextran amine, CTb cholera toxin subunit B, WGA-HRP
wheat germ agglutinin-horseradish peroxidase, FR fluoro-ruby, LY Lucifer yellow, FS fluorescein.

123

B. He et al.: Parcellation of the Macaque Frontal Pole Cortex 1469



invasive tract-tracing techniques, but DTI has proven to be

an indispensable method and can offer invaluable insights

for neuroscience [88] and neuroanatomy [89, 90], including

the discovery of new pathways [31], the description of

whole-brain connectivity information [32], and the refine-

ment of brain regions [28].

The methods used in the current study are discussed

below, along with their advantages, disadvantages, and

problems of validation. First, previous studies have sug-

gested that the CBP method can yield more fine-grained

parcellations than traditional cytoarchitectonic mapping,

and compared with other neuroimaging methods, it has the

pivotal strength to actually map distinct brain regions

without sample size restriction [33, 91]. Second, to some

extent, challenges were raised in CBP studies because of

the inter-individual variability, which made it difficult to

relate the anatomical connectivity patterns of a region to its

functional roles [29]. Third, in this study, the efficiency of

the parcellation framework based on CBP and the param-

eters for parcellation have been validated by many studies

[33, 43, 48, 92]. In general, it is worth noting that all the

parameters must be reasonable, which means that they

cannot be uncommon extreme values, otherwise wrong

results will be tracked. One of the effective verification

methods is to compare the results of the anatomical

connections with those of tracer injection [93]. There are

many parameters in tractography, and all of these affect the

results of fiber tracking to different degrees, more or less

(i.e., number of samples, distance correction, step length,

curvature, exclusion mask, track style, number of steps per

sample …). In particular, some studies have reported the

effects of these parameters [94–99]. However, in the

current study, we mainly set two parameters (number of

samples = 15000; step size = 0.2 mm), other parameters are

based on the default values. All these parameters were

based on previous studies [33, 42] and the official

instructions of FSL. Tournier et al. have revealed that the

dispersion in tractography is dependent on the step size;

small step sizes reduce the spread of probabilistic tracking

results [98]. Therefore, to explore the sensitivity of the

parcellation results to the number of samples, here we used

different samples of tractography and carried out repetitive

parcellation experiments on the macaque FPC (left brain,

see details in supplementary materials; the details of the

experiment and the stability validation of the parcellation

method have also been described in our previous study

[42]). In addition, for CoCoMac, there are still some

challenges in automatically extracting data from published

studies [100]. The results of tracer experiments such as

those obtained from the CoCoMac database or other

databases [101] are not only limited to invasive approaches

to some extent, but also limited to the number of samples

and lack of consideration of individual variation. The data

may also miss tiny pathways and produce slightly different

projections caused by individual differences, so we agree

that the combination of tractography and the tracer

injection results is an effective and complementary way

to assess brain connectivity, which is crucial for accurately

mapping structural connectivity [102]. Advances in MRI

have made it increasingly feasible to calculate their

connections [93], and DTI tractography is capable of

providing inter-regional connectivity comparable to neu-

roanatomical connectivity [103]. In the current study, the

consistency of the connectivity comparison with other

relevant studies increases the confidence in the structural

connectivity of the macaque FPC and is important for

studying FPC-related networks of brain functions and their

disorders [104, 105]. In future, we plan to conduct a tracer

injection based on the parcellation results in the current

study to explore the detailed connectivity of each subregion

by a quantitative cytoarchitectonic analysis and evaluate

the degree of consistency between anatomical connections

and tracer injections in the same subjects. Furthermore, we

have released the detailed parcellation pipeline and will

then apply it to the whole macaque brain to obtain a fine-

grained macaque brain atlas.

Besides, compared with other methods, the framework

of CBP provided in the current study not only inherited the

advantages of other classical CBP methods [48, 50] but

also improved them in selecting the optimal clustering

scheme and making them more adaptable to non-human

primates [42]. The results of the modularity could heuris-

tically facilitate functional studies of localized areas and

exploration of the connectivity patterns of different func-

tional networks is important for understanding brain

mechanisms and evolution. Furthermore, based on previous

studies [68], our proposed hierarchical clustering algorithm

can automatically select the best clustering parameters to

generate an optimal clustering result by calculating and

comparing all the cophenetic correlation coefficients,

which is helpful for users to group the clusters into

different broad connectivity families.

Conclusions

In the present study, we used a CBP scheme for the

macaque FPC and divided it into eight distinct subareas. As

a powerful analytical framework, CBP not only reveals the

spatial distribution of cytoarchitectural boundaries but also

provides supplementary information related to the organi-

zation of anatomical and different functional networks

among brain regions.

Furthermore, by using a hierarchical clustering algo-

rithm, we identified the modularity of the bilateral FPC and

found synergy related to the DMN, SIN, and metacognition
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network among the subdivisions. We hope that all of the

above information is helpful for understanding the anatomy

and circuitry of related regions and can facilitate the use of

available knowledge in FPC-related clinical research,

especially in understanding the dysfunctions caused by

complex diseases.
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Abstract In the developing spinal cord, the majority of

oligodendrocyte progenitor cells (OPCs) are induced in the

ventral neuroepithelium under the control of the Sonic

Hedgehog (Shh) signaling pathway, whereas a small subset

of OPCs are generated from the dorsal neuroepithelial cells

independent of the Shh pathway. Although dorsally-

derived OPCs (dOPCs) have been shown to participate in

local axonal myelination in the dorsolateral regions during

development, it is not known whether they are capable of

migrating into the ventral region and myelinating ventral

axons. In this study, we confirmed and extended the

previous study on the developmental potential of dOPCs in

the absence of ventrally-derived OPCs (vOPCs). In Nestin-

Smo conditional knockout (cKO) mice, when ventral

oligodendrogenesis was blocked, dOPCs were found to

undergo rapid amplification, spread to ventral spinal tissue,

and eventually differentiated into myelinating OLs in the

ventral white matter with a temporal delay, providing

genetic evidence that dOPCs are capable of myelinating

ventral axons in the mouse spinal cord.

Keywords Dorsally-derived OPCs � OPC proliferation �
Oligodendrocyte differentiation � Myelination

Introduction

Oligodendrocytes (OLs) myelinate axons in the central

nervous system (CNS) of vertebrates, enabling the rapid

transmission of action potentials and providing structural

and metabolic support to neurons. The specification and

differentiation of oligodendrocyte progenitor cells (OPCs)

are controlled by a complex network of extracellular

signals, transcriptional factors, and epigenetic regulators

[1]. Elucidation of the signaling pathways that control OL

differentiation and myelin formation is a crucial prerequi-

site for developing novel strategies for myelin repair in

several neurological diseases [2].

During embryonic development, OPCs are generated

from distinct neural epithelial cells in the spinal cord and

brain. The diversity of OPCs based on their origins is

known as developmental heterogeneity [3]. In the devel-

oping mouse spinal cord, most OPCs initially arise from

the ventral ventricular zone (VZ) at embryonic day 12.5

(E12.5) under the influence of Sonic Hedgehog (Shh)

signaling from the notochord and floor plate [4, 5]. At

around E15.5, a minority of OPCs are generated from the

dorsal VZ, independent of Shh signaling [6–8]. Most

dorsally-derived OPCs (dOPCs) are confined to the dorsal

half of the spinal cord, whereas ventrally derived OPCs

(vOPCs) spread widely throughout the entire spinal cord

[9, 10]. This raises the questions as to why there is

developmental heterogeneity in the OL lineage, and

whether different OPC populations fulfill different roles.

In the course of spinal cord development, the dorsal

funiculus is initially populated by ventrally-derived OLs
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(vOLs), but by adulthood it comprises more than 80%

dorsally-derived OLs (dOLs) [9]. The number of vOLs

decreases after P13 while the number of dOLs stays

constant, strongly suggesting that dOLs have a selective

advantage in the dorsal funiculus. Notably, we and others

have demonstrated that dOPCs exhibit distinct behavior

under pathological conditions. In response to focal

demyelination of the spinal cord and corpus callosum,

dOPCs undergo enhanced proliferation and differentiation,

making a proportionally larger contribution to remyelina-

tion than their ventral counterparts [10, 11], drawing

attention to their developmental significance and remyeli-

nation capacity.

To investigate the developmental potential of dOPCs in

the myelination of ventral axons, we utilized the Nestincre;

Smofx/fx conditional knock-out (cKO) animal model, in

which the ventral oligodendrogenesis is blocked [12].

Previous studies have demonstrated that Smoothened

(Smo), a member of the frizzled family with seven

transmembrane domain proteins, is essential for relaying

the Hh signaling pathway across the plasma membrane

[13]. Through analysis and comparison of OL development

and myelin formation, we found that in the absence of

vOPCs, dOPCs can undergo rapid proliferation, spread to

ventral spinal tissue, and finally differentiate into myeli-

nating OLs in the ventral white matter. These findings

provide further genetic evidence that dOPCs are capable of

myelinating ventral axons in the mouse spinal cord.

Materials and Methods

Mice

Animal housing and experiments were approved by the

Institutional Animal Care and Use Committee at Hangzhou

Normal University. Smofx (No. 004526), tdTomato (No.

007909) and Nestincre (No. 003771) mice were purchased

from the Jackson Laboratory (Bar Harbor, ME, USA).

Smofx mice were mated with Nestincre mice to obtain

double heterozygous mice Nestincre; Smofx/? mice. The

Nestincre; Smofxfx conditional mutants were generated by

intercrossing the Nestincre; Smofx/? and Smofx mouse lines.

All mice were crossed and maintained on the C57BL/6

background. Animals of either sex were used for analyses.

All efforts were made to minimize the number of animals

and their suffering. Genomic DNA was extracted from

embryonic tissues or tails and used for subsequent geno-

typing by PCR. Genotyping PCR was performed using

primers as described by the Jackson Laboratory website

(https://www.jax.org/cn/).

In situ RNA Hybridization (ISH)

After anesthesia, each mouse was perfused with 4%

paraformaldehyde (PFA). The spinal cord was then dis-

sected and postfixed in 4% PFA at 4�C overnight. It was

subsequently immersed in 30% sucrose in PBS at 4�C
overnight, and embedded in OCT medium (Thermo Fisher

Scientific Inc., MA, USA, Cat# 6506M). The cord was

sectioned on a cryostat at 16–18 lm. ISH procedures were

performed as described previously [14–16]. The digoxin-

labeled RNA probes used for ISH corresponded to

nucleotides 59-862 of mouse Mbp mRNA

(NM_001025254.2), nucleotides 1210-2178 of mouse

Plp1 mRNA (NM_011123.4), and nucleotides 1613-2463

of mouse Pdgfra mRNA (NM_011058.3).

Antibody Production

Antibodies against Sox10 were generated in guinea pigs

against a purified bacterially-expressed protein consisting

of amino-acids 181-233 and 308-400 of mouse Sox10 [17].

Similarly, antibodies against Myrf were generated in

rabbits against a purified bacterially-expressed protein

consisting of the N-terminus amino-acids of mouse Myrf.

Both antisera were affinity-purified.

Immunofluorescence Staining

Spinal cords for immunofluorescence (IF) staining were

sectioned at 14 lm on a cryostat. IF staining was

performed as previously described [18]. The primary

antibodies used were as follows: rabbit anti-Olig2 (Merck

KGaA, Darmstadt, Germany, Cat# AB9610, 1:1000),

mouse anti-Islet1 (Developmental Studies Hybridoma

Bank (DHSB), Iowa City, IA, USA, Cat# 39.3F7, 1:50),

mouse anti-MNR2 (DSHB, Cat# 81.5C10, 1:50), goat anti-

ChAT (Merck KGaA, Cat# AB144P, 1:1000), guinea pig

anti-Sox10 (Qiu Lab, 1:300), rabbit anti-Ki67 (Abcam,

Cambridge, UK, Cat# AB15580, 1:1000), rabbit anti-Myrf

(Qiu Lab, 1:300), and mouse anti-Nkx2.2 (DSHB, Cat#

74.5A5, 1:30). The secondary antibodies used were Alexa

Fluor 488/594-conjugated antibodies (Invitrogen, Carlsbad,

CA, USA). To enhance the fluorescence signals, the

sections were incubated in 10 nmol/L sodium citrate buffer

(Bio Basic Inc., Shanghai, China, Cat# 6132-04-3) for

30 min at 80�C before blocking for antigen retrieval.

Transmission Electron Microscopy

Transmission electron microscopy (TEM) was performed

as previously described [19]. Briefly, after anesthesia mice

were perfused with 2% PFA/4% glutaraldehyde/4%

sucrose in 0.1 mol/L phosphate buffer, pH 7.4, and post-
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fixed in 2% osmium tetroxide. The spinal cord was then

removed from the vertebrae, re-fixed in 1% osmium

tetroxide, dehydrated in ascending grades of acetone, and

embedded in Epon. Ultrathin sections (50 nm) were stained

with uranyl acetate and lead citrate, mounted on copper

grids, and visualized with a TEM. Total axons per area in

the ventral white matter of the thoracic spinal cord were

counted in control and mutant mice at P21. ImageJ

software (https://imagej.nih.gov/ij/) was used to calculate

the g-ratio and axonal diameter.

Statistical Analyses

For each analysis, the results from independent animals were

treated as biological replicates (n C3). Quantitative data of

the number of cells in mutant and control cords are

presented as the mean ± SEM with n C 3 embryos per

experimental point. Statistical significance was evaluated by

Student’s t-test. Differences were considered statistically

significant at *P\ 0.05, **P\ 0.01, and ***P\ 0.001,

and n.s. was used to indicate no significant difference.

Results

Generation of vOPCs is Blocked in Nestin-Smo cKO

Embryos

It is well documented that the Hh signaling pathway plays a

crucial role in early oligodendroglial development. In Shh-/-

or Smo-/- mutants, the spinal cord is dorsalized, and the

majority of ventral structures including vOPCs are missing

[6, 20–22]. However, as these conventional mutants die

prenatally, it remains unclear whether dorsal OPCs are

capable of migrating into the ventral region and myelinat-

ing ventral axons. To address this question, we used

Nestincre; Smofx/fx conditional knockout mice (referred to as

Nestin-Smo cKO mice) in which Smo was ablated in

neural progenitor cells and their progeny. The efficacy of

recombination was confirmed using tdTomato reporter

mice crossed with the Nestin-Smo cKO line (Fig. 1A). In

agreement with the previous finding [12], the specification

of vOPCs from the pMN domain at E12.5 was blocked in

the spinal cord of Nestin-Smo cKO mice, as evidenced by

the complete loss of Olig2? (Fig. 1B, B0) and Pdgfra?
cells (Fig. 1C, C0).

Notably, Hh signaling has been demonstrated to play

pivotal roles in the control of the MN-OPC switch, and

Nestincre; Smofx/fx mice die at *P21 and exhibit apparent

ataxia, prompting us to investigate the development of

motor neurons (MNs) in Nestin-Smo cKO mice. First, we

examined the expression of the MN markers Islet1 and

MNR2 at E12.5. In comparison with that in control

embryos, the early generation of MNs in mutants appeared

normal at E12.5 (Fig. 1D–E0). Quantitative analysis

showed that the number of Islet1? and MNR2? MNs in

Nestin-Smo cKO embryos was slightly but significantly

higher than that in control embryos (Fig. 1F). These results

confirmed and extended the previous data, suggesting that

the generation of vOPCs is blocked in Nestin-Smo cKO

embryos without changes in the identity of MNs. Further

examination of the maturation of MNs by choline acetyl-

transferase (ChAT) immunostaining at P0 and P21 did not

reveal any overt difference in the distribution or number of

mature MNs between control and mutant spinal cords

(Fig. S1). Taken together, conditional knockout of Smo did

not affect the generation or maturation of MNs, and the

death of the mutants may have been due to unknown

developmental defects.

dOPCs Proliferate and Migrate more than Normal

to Compensate for the Loss of vOPCs in the Nestin-

Smo cKO Spinal Cord

We further compared the generation and proliferation of

OPCs between control and mutant embryos during later

stages. In Nestin-Smo cKO embryos, we did not detect any

Olig2? cells in the spinal cord before E14.5. At *E15.5,

while dOPCs were detected in the dorsal half of the spinal

cord in control embryos (Fig. 2A), a small number of

Olig2? cells were primarily found in the dorsal spinal cord

in Smo mutant embryos (Fig. 2A0), providing strong

evidence that these cells were generated from the dorsal

VZ. As development proceeded, these Olig2? dOPCs

gradually spread to the lateral and ventral parts of the cord

(Fig. 2B0). At P0, Olig2? cells were evenly distributed

throughout the spinal cord (Fig. 2C0), although there were

still significantly fewer of these cells in mutant embryos

than in control embryos (Fig. 2E). We did not detect any

OPCs of ventral origin during early developmental stages.

The uniform distribution of Olig2? cells in Smo mutants

indicated that dOPCs migrated into the ventral half, at least

under conditions in which the generation of vOPCs was

compromised. By P4, there was no significant difference in

the number or distribution of Olig2? cells between control

and Nestin-Smo cKO mice (Fig. 2D, D0, E).
In addition, we examined the effect of the expression of

two oligodendrocytic markers, Sox10 and Pdgfra, which
are downstream of Olig2, in promoting OL differentiation

[23, 24]. In the control spinal cord, the expression of Sox10

was also restricted to OL-lineage cells (Fig. 2F–H). In

contrast to Olig2? cells, Sox10? cells were not notably

observed until birth in the Nestin-Smo cKO mice

(Fig. 2F0). At P0, Sox10? cells were evenly distributed

in the gray matter of the mutant spinal cord, without

accumulating in the white matter (Fig. 2G0, I), indicating a
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significant delay of OPC differentiation. Afterwards, the

number and distribution of Sox10? cells recovered to

normal levels at P4 (Fig. 2H0, I). Unlike Olig2 and Sox10,

Pdgfra was exclusively expressed in OPCs (Fig. S2A, B).

At E16.5, fewer Pdgfra? OPCs were detected in Smo

mutants than controls and most of them were scattered

around the spinal cord (Fig. S2A0). The expression of

Pdgfra gradually increased and there was no significant

difference in the distribution or number of Pdgfra? cells

between control and mutant embryos at P0 (Fig. S2B, B0,
C). In conclusion, after specification, dOPCs in the spinal

cord of Nestin-Smo cKO mice quickly migrate outwards

and ventrally and achieve a normal distribution and number

in neonatal stages.

Cell proliferation was analyzed by assessing the nuclear

antigen Ki67, which is expressed throughout all phases of

the cell cycle except early G1/G0 (Fig. 3). Although the

numbers of Ki67/Olig2 double-positive cells were compa-

rable in both genotypes (Fig. 3A–C), the percentage of

Ki67?/Olig2? cells among all Olig2? OPCs was signif-

icantly higher in mutants than in controls (Fig. 3D),

indicating that a greater fraction of dOPCs are mitotically

Fig. 1 Conditional ablation of Smo in neural progenitor cells blocks

the generation of ventrally-derived OPCs (vOPCs), without affecting

the differentiation of motor neurons. A tdTomato fluorescence in the

spinal cord of a Nestincre; tdTomato; Smofx/fx embryo at E12.5. B–E0

Representative images of spinal cord sections from Nestincre; Smofx/?

(control) and Nestincre; Smofx/fx (Nestin-Smo cKO) embryos subjected

to Olig2 IF (B, B0), Pdgfra ISH (C, C0), Islet1 (D, D0), and MNR2 (E,
E0) IF at E12.5. B/B0, C/C0, D/D0 and E/E0 are the higher

magnifications of the boxed areas in A in each embryo. F Quantifi-

cation of Islet1? and MNR2? cells per section in the spinal cords of

control and Nestin-Smo cKO embryos at E12.5. Error bars indicated

SEM. *P\ 0.05. Scale bars, 100 lm.
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active in mutants than in their control counterparts and that

the prominent recovery of dOPCs in Nestin-Smo mutant

embryos is the result of an enhanced proliferative response.

Together, these findings demonstrated that in Nestin-Smo

mutants, dOPCs proliferate and migrate more than normal

while vOPCs are absent, until a comparable OPC density is

achieved.

Terminal Differentiation of dOPCs in the Spinal

Cord of Nestin-Smo cKO Mice is Delayed,

but also Triggered by Nkx2.2/Olig2 Co-expression

To evaluate the terminal differentiation of dOPCs in the

ventral spinal cord, which they do not normally occupy in

wild-type embryos, we first examined the expression of

two mature OL markers, Mbp and Plp1. ISH analysis

revealed the absence of Mbp? (Fig. 4A0, B0) and

Plp1?(Fig. 4F0, G0) OLs from E16.5 to P0 in the Smo

cKO mice. At postnatal stages, the expression levels of

Mbp and Plp1 rapidly increased and were nearly indistin-

guishable from those in the control spinal cord from P4 to

later stages (Fig. 4C–E0, H–J0, K). Similarly, Myrf, a

regulatory transcription factor for myelin [25, 26], also

displayed a temporal delay in expression in Nestin-Smo

cKO embryos (Fig. 4L–N0) but the expression of Myrf

recovered to normal levels after P4 (Fig. 4O). Thus, these

data implied that dOPCs are capable of terminal differen-

tiation but with a temporal delay compared to vOPCs.

Our previous studies suggested that some vOPCs might

be specified from the Nkx2.2?/Olig2? progenitor cells

[27], and that co-expression of Nkx2.2 and Olig2 might be

the switch that initiates the terminal differentiation of

OPCs [16, 24]. On the other hand, a lack of Nkx2.2-

expressing OPCs in Nkx6 mutants [8] suggests that vOPCs

and dOPCs have distinct molecular properties, and dOPCs

might initiate terminal differentiation independent of

Fig. 2 The number and distribution of OPCs in Nestin-Smo cKO

embryos recover to normal levels after birth. A–D0 and F–H0

Representative images of spinal cord sections from control and

Nestin-Smo cKO embryos subjected to Olig2 (A–D0) and Sox10 (F–
H0) IF at indicated stages. Dorsal towards the top. Arrows in A and A0

indicate the origin site of dOPCs. E Quantification of Olig2? cells per

section in the spinal cords of control and Nestin-Smo cKO embryos at

indicated stages. I Quantification of Sox10? cells per section in the

spinal cords of control and Nestin-Smo cKO embryos at indicated

stages. Error bars indicate SEM. *P\ 0.05 and ***P\ 0.001. n.s.,

no significant difference. Scale bars, 100 lm.
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Nkx2.2 expression. Therefore, we also analyzed the co-

expression of Nkx2.2 and Olig2 at early postnatal stages

when the terminal differentiation of OPCs occurs rapidly. At

P0, Nkx2.2? cells were detected throughout the entire

spinal cord and most Nkx2.2?/Olig2? cells were observed

in the white matter of control and mutant spinal cords

(Fig. 5A, B). At P4, Nkx2.2 staining in newly-differentiated

OLs exhibited an oligodendrocyte-like morphology with

numerous branching processes (Fig. 5C, D). Notably, at P0,

the number of Nkx2.2?/Olig2 cells was significantly lower

in Nestin-Smo cKO embryos than in control embryos, and

recovered to normal levels at P4 (Fig. 5E), which is in

agreement with the expression changes in Mbp and Plp1.

Therefore, it is reasonable to speculate that the terminal

differentiation of dOPCs in Nestin-Smo cKO mutants is also

triggered by the co-expression of Olig2 and Nkx2.2.

dOLs in the Spinal Cord of Nestin-Smo cKO Mice

are Able to Myelinate Ventral Axons and form

Thicker Myelin than those in Control Mice

To assess whether dOPCs can myelinate ventral axons

normally, we performed transmission electron microscopy

(TEM) of the spinal cords of Nestin-Smo cKO mice and

control littermates at P21. The majority of the axons in the

ventral white matter were myelinated in Nestin-Smo cKO

mice (Fig. 6C), and statistical analyses showed that the

percentage of myelinated axons was comparable between

control and Nestin-Smo cKO mice (Fig. 6F), indicating

that dOPCs are able to myelinate ventral axons effectively.

Unexpectedly, the overall thickness of myelin sheaths was

significantly elevated in the mutants, as measured by the

g-ratio (Fig. 6G, H). Meanwhile, the average diameter of

Fig. 3 dOPCs in Nestin-Smo cKO embryos exhibit enhanced prolif-

eration. A–B Representative images of spinal cord sections from

control and Nestin-Smo cKO mice subjected to Ki67 (green) and

Olig2 (red) IF at E16.5. A0-B¢¢¢ are higher magnifications of the boxed

areas in A and B. Arrows indicate the coexpression of Ki67 and

Olig2. C Quantification of Ki67/Olig2 double positive cells per

section in the spinal cords of control and Nestin-Smo cKO embryos at

E16.5. D Quantification of the percentage of Ki67?/Olig2? cells

among all Olig2? cells in the spinal cords of control and Nestin-Smo

cKO embryos at E16.5. Error bars indicate SEM. **P\ 0.01. n.s., no

significant difference. Scale bars, 100 lm.
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myelinated axons was unchanged in Smo mutants com-

pared to control mice (Fig. 6G), implying that the increase

in myelin sheath thickness is unlikely to be a consequence

of altered axon caliber. TEM and g-ratio analysis of the

dorsal white matter also showed a significant increase in

myelin thickness in the mutants compared to the controls

(Fig. 6I, J), implying that the thicker myelin sheath in

Nestin-Smo cKO mice may have been caused either

directly or indirectly by the genetic deletion of Smo rather

than the regions where OPCs originated.

Fig. 4 The differentiation of dOLs in Nestin-Smo cKO mice is

delayed but recovers to normal levels from P4. Representative images

of spinal cord sections from control and Nestin-Smo cKO mice

subjected to Mbp (A–E0) and Plp1 (F–J0) ISH, and Myrf (L–N0) IF at

indicated stages. K Quantification of Plp1? cells per section in the

spinal cords of control and Nestin-Smo cKO embryos at indicated

stages. O Quantification of Myrf? cells per section in the spinal cords

of control and Nestin-Smo cKO embryos at indicated stages. Error

bars indicate SEM. *P\ 0.05 and ***P\ 0.001. n.s., no significant

difference. Scale bars, 100 lm.
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Discussion

To investigate the developmental potential of dOPCs in

the developing spinal cord, we used the Nestin-Smo cKO

mouse line to abolish the generation of vOPCs during

early development. In the absence of vOPCs (Fig. 1B–C0),
dOPCs started to emerge in the dorsal spinal cord on

schedule at *E15.5 (Fig. 2A0), and the number of dOPCs

increased rapidly with enhanced proliferation to compen-

sate for the loss of vOPCs (Fig. 3). This finding is

consistent with the previous finding that dOPCs are

produced from the dorsal neuroepithelium independent of

Shh signaling [6–8]. Despite the temporal delay in myelin

gene expression in the spinal cords of Nestin-Smo cKO

mice in neonatal stages, mature Mbp?/Plp1? OL popu-

lations gradually recovered to normal levels at around P4

(Fig. 4). In wild-type embryos, dOPCs and vOPCs exhibit

different migration and setting patterns. dOPCs are

concentrated in the dorsal and dorsolateral funiculi,

whereas vOPCs are distributed widely throughout the

spinal cord [9, 10]. Thus, it is widely accepted that dOPCs

are less migratory than their ventral counterparts. This

could be either an intrinsic difference or could reflect the

fact that dOPCs appear after vOPCs have already

colonized the cord and that their migration and prolifer-

ation are constrained by vOPCs. These results demon-

strate that when vOPCs are absent from Nestin-Smo cKO

mutants, dOPCs spread uniformly throughout the cord,

proliferate, and migrate at a higher rate, implying that the

heterogeneity between dOPCs and vOPCs might be the

result of extrinsic factors rather than the intrinsic prop-

erties of the cells themselves.

In addition, our study confirmed that the initiation of

dOPC terminal differentiation is also associated with the co-

expression of Nkx2.2 and Olig2 (Fig. 5). It has been

proposed that this co-expression is responsible for triggering

the terminal differentiation of OLs in the embryonic spinal

cord [16, 24, 27–29]. However, according to Vallstedt et al.,

Olig2? cells in dorsal explants initiate the differentiation of

OLs in the absence of Nkx2.2 expression [8], implying that

ventrally- and dorsally-derived OPCs might express distinct

molecular properties to switch on terminal differentiation. In

this study, we compared Nkx2.2 and Olig2 expression in

control and Smo cKO mutants and demonstrated that their

co-expression was closely associated with the differentiation

of dOPCs in mutant embryos and vOPCs in control

embryos. dOPC and vOPC lineage cells in the spinal cord

might share the same molecular properties, at least at the

initiation stages of terminal differentiation.

Since it has been demonstrated that there are both

dorsally- and ventrally-derived populations of OPCs in the

spinal cord and brain [30–32], an outstanding question is

whether these are functionally identical or specified in

some way. To analyze whether the lack of vOPCs affects

axonal myelination, we harvested the spinal cords of

control and mutant mice at P21 for electron microscopy.

Detailed TEM analysis revealed that these dorsally-derived

OLs were able to undergo axonal myelination in the ventral

white matter (Fig. 6). Surprisingly, we found that the

thickness of the myelin sheaths in Nestin-Smo cKO

Fig. 5 The change of Nkx2.2 and Olig2 co-expression resembles that

of OL differentiation in Nestin-Smo cKO embryos. A–D Representa-

tive images of spinal cord sections from control and Nestin-Smo cKO

embryos subjected to Nkx2.2 (green) and Olig2 (red) IF at P0 and P4.

A0-D¢¢¢ are higher magnification of the boxed areas in A–D. Arrows

indicate the coexpression of Nkx2.2 and Olig2. E Quantification of

Nkx2.2/Olig2 double positive cells per section in the spinal cords of

control and Nestin-Smo cKO embryos at P0 and P4. Error bars

indicate SEM. *P\ 0.05 and ***P\ 0.001. n.s., no significant

difference. Scale bars, 100 lm.
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mutants was significantly increased, prompting us to

speculate that late-born dOLs possess a higher intrinsic

capacity for axonal myelination. Consistent with this

notion, in the developing cortex, vOLs are gradually

replaced by later-born dOLs in postnatal stages [30]. In the

spinal cord, the corticospinal and rubrospinal tracts are

preferentially myelinated by dOLs, even though vOLs

dominate these tracts during early postnatal stages [9, 10].

Furthermore, dOPCs make a proportionally larger contri-

bution to remyelination than their ventral counterparts

following focal demyelination of the spinal cord and

corpus callosum [10, 11]. Therefore, dOLs might have a

competitive advantage over vOLs in developing myelina-

tion and myelin repair following demyelination. However,

ultrastructure analysis of the dorsal white matter of Nestin-

Smo cKO mice showed that myelin thickness was also

increased with respect to that in controls, suggesting the

alternative possibility that the thicker myelin sheath in Smo

cKO embryos may result from the loss of the Smo gene in

dorsal OPCs independent of their embryonic origins.

Fig. 6 dOLs in Nestin-Smo cKO mice are capable of myelinating

ventral axons. A Schematic of the ventral and dorsal white matter

areas in control and Nestin-Smo cKO mice at P21. B–E Transmission

electron microscopy of ventral and dorsal spinal cords in control and

Nestin-Smo cKO mice at P21. B0–E0 are higher magnifications of B–
E, respectively. F Quantification of the percentage of myelinated

axons per field in the spinal cords of control and Nestin-Smo cKO

mice. G, I g-ratio analysis of ventral and dorsal white matter in the

spinal cords of control and Nestin-Smo cKO mice at P21. H, J
Quantification of the average g-ratio in ventral and dorsal white

matter of control and Nestin-Smo cKO mice. Error bars indicate

SEM. ***P\ 0.001. n.s., no significant difference. Scale bar, 1 lm.
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Taken together, our studies demonstrate that dorsally-

derived OPCs in the spinal cord are capable of extensive

proliferation and migration in the absence of vOPCs, leading

to effective myelination of ventral axons. These findings

provide further genetic evidence that dOPCs are capable of

myelinating ventral axons in the mouse spinal cord.

Acknowledgements This work was supported by the Natural Science

Foundation of Zhejiang Province, China (LQ17C040001,

LQ20C090004, and LQ18C090005) and the National Natural Science

Foundation of China (31871480, 81771028, and 31771621).

Conflict of interest All authors claim that there are no conflicts of

interest.

References

1. Emery B. Regulation of oligodendrocyte differentiation and

myelination. Science 2010, 330: 779–782.

2. Gallo V, Deneen B. Glial development: the crossroads of

regeneration and repair in the CNS. Neuron 2014, 83: 283–308.
3. Foerster S, Hill MFE, Franklin RJM. Diversity in the oligodendro-

cyte lineage: Plasticity or heterogeneity? Glia 2019, 67: 1797–1805.
4. Pringle NP, Richardson WD. A singularity of PDGF alpha-

receptor expression in the dorsoventral axis of the neural tube

may define the origin of the oligodendrocyte lineage. Develop-

ment 1993, 117: 525–533.
5. Pringle NP, Yu WP, Guthrie S, Roelink H, Lumsden A, Peterson

AC, et al. Determination of neuroepithelial cell fate: induction of

the oligodendrocyte lineage by ventral midline cells and sonic

hedgehog. Dev Biol 1996, 177: 30–42.
6. Cai J, Qi Y, Hu X, Tan M, Liu Z, Zhang J, et al. Generation of

oligodendrocyte precursor cells from mouse dorsal spinal cord

independent of Nkx6 regulation and Shh signaling. Neuron 2005,

45: 41–53.
7. Fogarty M, Richardson WD, Kessaris N. A subset of oligoden-

drocytes generated from radial glia in the dorsal spinal cord.

Development 2005, 132: 1951–1959.
8. Vallstedt A, Klos JM, Ericson J. Multiple dorsoventral origins of

oligodendrocyte generation in the spinal cord and hindbrain.

Neuron 2005, 45: 55–67.
9. Tripathi RB, Clarke LE, Burzomato V, Kessaris N, Anderson PN,

Attwell D, et al. Dorsally and ventrally derived oligodendrocytes

have similar electrical properties but myelinate preferred tracts.

J Neurosci 2011, 31: 6809–6819.
10. Zhu Q, Whittemore SR, Devries WH, Zhao XF, Kuypers NJ, Qiu

MS. Dorsally-derived oligodendrocytes in the spinal cord con-

tribute to axonal myelination during development and remyeli-

nation following focal demyelination. Glia 2011, 59: 1612–1621.
11. Crawford AH, Tripathi RB, Richardson WD, Franklin RJM.

Developmental origin of oligodendrocyte lineage cells determi-

nes response to demyelination and susceptibility to age-associ-

ated functional decline. Cell Rep 2016, 15: 761–773.
12. Yu K, McGlynn S, Matise MP. Floor plate-derived sonic

hedgehog regulates glial and ependymal cell fates in the

developing spinal cord. Development 2013, 140: 1594–1604.
13. Zhang XM, Ramalho-Santos M, McMahon AP. Smoothened

mutants reveal redundant roles for Shh and Ihh signaling

including regulation of L/R symmetry by the mouse node. Cell

2001, 106: 781–792.

14. Schaeren-Wiemers N, Gerfin-Moser A. A single protocol to

detect transcripts of various types and expression levels in neural

tissue and cultured cells: in situ hybridization using digoxigenin-

labelled cRNA probes. Histochemistry 1993, 100: 431–440.
15. Shen YT, Gu Y, Su WF, Zhong JF, Jin ZH, Gu XS, et al. Rab27b

is involved in lysosomal exocytosis and proteolipid protein

trafficking in oligodendrocytes. Neurosci Bull 2016, 32: 331–340.
16. Xu X, Yu Q, Fang M, Yi M, Yang A, Xie B, et al. Stage-specific

regulation of oligodendrocyte development by Hedgehog signal-

ing in the spinal cord. Glia 2020, 68: 422–434.
17. Stolt CC, Lommes P, Sock E, Chaboissier MC, Schedl A, Wegner

M. The Sox9 transcription factor determines glial fate choice in the

developing spinal cord. Genes Dev 2003, 17: 1677–1689.
18. Jiang C, Yang W, Fan Z, Teng P, Mei R, Yang J, et al. AATYK is

a novel regulator of oligodendrocyte differentiation and myeli-

nation. Neurosci Bull 2018, 34: 527–533.
19. Ge X, Xiao G, Huang H, Du J, Tao Y, Yang A, et al. Stage-

dependent regulation of oligodendrocyte development and

enhancement of myelin repair by dominant negative Master-

mind 1 protein. Glia 2019, 67: 1654–1666.
20. Chiang C, Litingtung Y, Lee E, Young KE, Corden JL, Westphal

H, et al. Cyclopia and defective axial patterning in mice lacking

Sonic hedgehog gene function. Nature 1996, 383: 407–413.
21. Tan M, Hu X, Qi Y, Park J, Cai J, Qiu M. Gli3 mutation rescues

the generation, but not the differentiation, of oligodendrocytes in

Shh mutants. Brain Res 2006, 1067: 158–163.
22. Wijgerde M, McMahon JA, Rule M, McMahon AP. A direct

requirement for Hedgehog signaling for normal specification of

all ventral progenitor domains in the presumptive mammalian

spinal cord. Genes Dev 2002, 16: 2849–2864.
23. Stolt CC, Rehberg S, Ader M, Lommes P, Riethmacher D,

Schachner M, et al. Terminal differentiation of myelin-forming

oligodendrocytes depends on the transcription factor Sox10.

Genes Dev 2002, 16: 165–170.
24. Zhu Q, Zhao X, Zheng K, Li H, Huang H, Zhang Z, et al. Genetic

evidence that Nkx2.2 and Pdgfra are major determinants of the

timing of oligodendrocyte differentiation in the developing CNS.

Development 2014, 141: 548–555.
25. Emery B, Agalliu D, Cahoy JD, Watkins TA, Dugas JC,

Mulinyawe SB, et al. Myelin gene regulatory factor is a critical

transcriptional regulator required for CNS myelination. Cell

2009, 138: 172–185.
26. Huang H, Teng P, Du J, Meng J, Hu X, Tang T, et al. Interactive

repression of MYRF self-cleavage and activity in oligodendro-

cyte differentiation by TMEM98 protein. J Neurosci 2018, 38:

9829–9839.
27. Fu H, Qi Y, Tan M, Cai J, Takebayashi H, Nakafuku M, et al. Dual

origin of spinal oligodendrocyte progenitors and evidence for the

cooperative role of Olig2 and Nkx2.2 in the control of oligoden-

drocyte differentiation. Development 2002, 129: 681–693.
28. Qi Y, Cai J, Wu Y, Wu R, Lee J, Fu H, et al. Control of

oligodendrocyte differentiation by the Nkx2.2 homeodomain

transcription factor. Development 2001, 128: 2723–2733.
29. Zhou Q, Choi G, Anderson DJ. The bHLH transcription factor

Olig2 promotes oligodendrocyte differentiation in collaboration

with Nkx2.2. Neuron 2001, 31: 791–807.
30. Kessaris N, Fogarty M, Iannarelli P, Grist M, Wegner M,

Richardson WD. Competing waves of oligodendrocytes in the

forebrain and postnatal elimination of an embryonic lineage. Nat

Neurosci 2006, 9: 173–179.
31. Naruse M, Ishizaki Y, Ikenaka K, Tanaka A, Hitoshi S. Origin of

oligodendrocytes in mammalian forebrains: a revised perspective.

J Physiol Sci 2017, 67: 63–70.
32. Richardson WD, Kessaris N, Pringle N. Oligodendrocyte wars.

Nat Rev Neurosci 2006, 7: 11–18.

123

M. Fang et al.: Dorsal Spinal OPCs Can Myelinate Ventral Axons 1483



ORIGINAL ARTICLE

Connexin 36 Mediates Orofacial Pain Hypersensitivity Through
GluK2 and TRPA1

Qian Li1 • Tian-Le Ma1 • You-Qi Qiu1 • Wen-Qiang Cui1,2 • Teng Chen1 •

Wen-Wen Zhang1 • Jing Wang3 • Qi-Liang Mao-Ying1 • Wen-Li Mi1 •

Yan-Qing Wang1 • Yu-Xia Chu1

Received: 25 March 2020 / Accepted: 6 September 2020 / Published online: 16 October 2020

� Shanghai Institutes for Biological Sciences, CAS 2020

Abstract Trigeminal neuralgia is a debilitating condition,

and the pain easily spreads to other parts of the face. Here, we

established a mouse model of partial transection of the

infraorbital nerve (pT-ION) and found that the Connexin 36

(Cx36) inhibitor mefloquine caused greater alleviation of

pT-ION-induced cold allodynia compared to the reduction of

mechanical allodynia. Mefloquine reversed the pT-ION-

induced upregulation of Cx36, glutamate receptor ionotropic

kainate 2 (GluK2), transient receptor potential ankyrin 1

(TRPA1), and phosphorylated extracellular signal regulated

kinase (p-ERK) in the trigeminal ganglion. Cold allodynia

but notmechanical allodynia induced by pT-IONor by virus-

mediated overexpression of Cx36 in the trigeminal ganglion

was reversed by the GluK2 antagonist NS102, and knocking

down Cx36 expression in Nav1.8-expressing nociceptors by

injecting virus into the orofacial skin area of Nav1.8-Cre

mice attenuated cold allodynia but notmechanical allodynia.

In conclusion, we show that Cx36 contributes greatly to the

development of orofacial pain hypersensitivity through

GluK2, TRPA1, and p-ERK signaling.

Keywords Orofacial pain � Gap junction � Glutamate

receptor ionotropic kainate 2 � Transient receptor potential
A1

Introduction

Trigeminal nerve injury causes persistent orofacial neuro-

pathic pain, and one of the prominent features of such injury is

ectopic pain [1, 2]. Ectopic pain refers to the spread of pain

from the area innervated by the injured nerve to the area

innervated by the intact nerve [3]. The induction of trigeminal

neuropathic pain, especially ectopic pain, seriously affects the

quality of life in patients. The underlying mechanisms behind

such pain remain unclear, but it has been proposed that

primary sensory neurons become activated and sensitized

following trigeminal nerve injury [4, 5] and that intact neurons

and satellite glial cells (SGCs) then also become sensitized

through nitric oxide released by the injured neurons [3] and

through mutual information transmission between neurons in

the trigeminal ganglion (TG) via calcitonin gene-related

peptide (CGRP) [6] and various molecules such as Ca2? and

glutamate [7]. Therefore, the direct or indirect activation of

adjacent neurons orSGCsby the injuredcellsmight contribute

greatly to the induction of ectopic orofacial pain.

Gap junctions (also known as electrical synapses) allow

electrical signals and small cytoplasmic molecules that are

no more than 1 kDa in size to pass quickly between cells

[8]. Allodynia can be explained by the ‘‘ignition theory’’
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[9] in which the electrical communication depends on the

transmission of chemicals between neurons [10, 11], and

thus gap junctions might play a role in allodynia. Gap

junctions are made up of connexins (Cxs), and among these

the relationship between Cx43 and pain has been widely

reported. Cx43 is distributed among SGCs, and contributes

to the activation of glial cells [12, 13]. Peripheral nerve

injury causes increased expression of Cx43 [14, 15], and

blockade of Cx43 [16] or RNA interference of the Gja1

gene [17] attenuates allodynia. The gap junctions between

SGCs of the TG are mainly composed of Cx43, which

plays an important role in the induction of ectopic orofacial

pain [18]. In addition to the SGC-SGC coupling formed by

Cx43, dual-cell patch clamp recordings have provided

evidence of neuron-neuron and neuron-SGC electrical

coupling in the TG [19], and the function of such

connections in the induction and spread of orofacial pain

is worth investigating.

There are at least four kinds of Cxs in the TG that are

related to pain and inflammation: Cx36, Cx26, Cx40, and

Cx43 [20]. Cx36 is the only subtype that is specifically

expressed and widely distributed between neurons [21].

Cx36 contributes to the electrical coupling that plays a

critical role in synchronizing rhythmic activity within the

olivary nucleus [22], and the electrical synapses formed by

Cx36 between intermediate neurons are essential for

inhibitory c oscillation [23]. However, few studies have

investigated the function of Cx36 in the development of

pain, especially orofacial pain. One report has shown that

Cx36 in the medullary dorsal horn contributes greatly to

mechanical allodynia through coupling GABAergic neu-

rons [24]. The expression of Cx36 mRNA and protein is

detectable in the TG, and Cx36 is distributed in neurons

that express substance P, CGRP, and some temperature-

sensitive transient receptor potential channels [25] that are

closely related to pain production. Moreover, the expres-

sion of Cx36 and Cx40 in neurons is increased in animal

models of inflammation, but there is no significant increase

in Cx43 in astrocytes [26], and our previous study found

significant upregulation of Cx36 following partial transec-

tion of the infraorbital nerve (pT-ION) [27].

From the above, we hypothesized that upregulated

expression of Cx36 plays a vital role in the increased

coupling between neurons, which then forms a more highly

connected network for rapid signal exchange and thus lays

the foundation for primary and secondary allodynia.

We therefore designed experiments to determine

whether Cx36 expression would increase after pT-ION,

whether functional blockade of Cx36 by the Cx36 inhibitor

mefloquine could alleviate pT-ION-induced mechanical

and cold allodynia, and whether the increase in the

downstream molecules could be reversed. Moreover, we

knocked down Cx36 expression using short hairpin RNA

(shRNA)-carrying viruses in Nav1.8-Cre transgenic mice

to specifically examine the roles of Cx36 and its down-

stream molecules in Nav1.8-positive neurons in the pT-

ION-induced pain-like behaviors.

Materials and Methods

Animals

All experiments conducted in the present work were

approved by the Fudan University Institutional Animal

Care and Use Committee and were performed according to

the ethical standards of the International Association for

the Study of Pain. Male C57Bl/6 mice 6–8 weeks of age

and were obtained from the Shanghai Laboratory Animal

Center of the Chinese Academy of Sciences. The mice

were kept under fixed conditions of 23�C and 12 h of

light/dark cycling with free access to food and water. A

total of 4–8 animals were placed in a cage for acclimation

at least 2 weeks before experiments. Nav1.8-Cre mice were

a gift from Dr. Qiufu Ma (Harvard University, Boston,

USA) with the permission of Dr. John Wood (University

College London, London, UK). All surgery was performed

under Avertin anesthesia. The experimenters tried their

best to reduce the number and suffering of animals used.

pT-ION Surgery

Mice in the pT-ION group were subjected to pT-ION

surgery, which has been shown to rapidly induce stable pe-

ripheral neuropathy in mice [27]. After anesthesia with

Avertin [350 mg/kg, intraperitoneal (i.p.), T48402, Sigma-

Aldrich, St. Louis, MO], a cavity was exposed in the left

palate and the infraorbital nerve under the mucosa was

exposed using angled clamps. The deep branch of the

infraorbital nerve innervating the ventral edge of the left

vibrissal pad and upper lip was tightly bound with 4.0

catgut, and the distal end was cut open to remove a 1 – 2

mm segment of the distal nerve. Tissue glue was used to

close the incision. Mice in the sham group were anes-

thetized and the infraorbital nerve exposed as described

above, but without nerve ligation or amputation.

Behavioral Testing

Mechanical Allodynia

The experimenters were blinded to the group assignments

in the behavioral tests. The ipsilateral hairs in the V2 and

V3 skin areas were removed using a hair clipper (HC1066,

Philips, Netherlands) three days before the baseline

behavioral tests. Mice were handled and conditioned once
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a day for 3 days before the tests. During the tests of

mechanical allodynia, the mice were placed on the palm of

the experimenter’s hand for 3 min of adaptation. When the

head was stabilized, a set of von Frey fibers (Stoelting,

Wood Dale, IL) were poked into its left face in the V2 and

V3 skin areas. The bending force of the von Frey fibers

varied from 0.07 to 2.0 g, and each fiber was bent to 90� in
order to keep the stimulation consistent. A positive reaction

was recorded when the mouse flicked its head quickly in

response to a complete stimulation. The skin was stimu-

lated five times with each fiber with 30-s intervals between

stimulations. The force (g) of the von Frey fiber with three

positive reactions among five stimulations was recorded as

the threshold of mechanical allodynia. Mice were allowed

to move freely during the whole process of behavioral

testing.

Cold Allodynia

When we tried to perform the acetone test in the V2 area

during the preliminary experiments, we found that it was

difficult to avoid spraying acetone into the eyes, and this

severely influenced the subsequent behavioral testing.

Therefore, the acetone test was performed only in the V3

area. During the test, each mouse was held gently to keep

the head fixed, and a 1 mL syringe (Hamilton, Reynolds,

NV) was used to drip 50 lL acetone onto the V3 area of the

left side. We tried to protect the eyes by delivering all of

the acetone quickly and evenly. Cold hypersensitivity

induced by the evaporation of acetone was assessed by the

mouse rubbing or grabbing the skin in the V3 region using

its front or rear paws. The total duration of wiping caused

by the acetone was recorded starting immediately after its

application.

Open Field Test

The box for the test was 50 9 50 9 40 cm3 with a central

zone of 25 9 25 cm2. We put each mouse in the central

area and the monitor was started at the same time. The

movement of the mouse within the box over the course of 5

min was recorded and calculated using video analysis

software (Shanghai Mobile Datum Information Technol-

ogy Co., Shanghai, China). All of the tests were conducted

in a dim and quiet experimental room.

Immunofluorescence Staining

The removal and sectioning of the left TG and immunoflu-

orescence staining were performed as described previously

[27]. Briefly, mice were deeply anesthetized using Avertin

(350 mg/kg, i.p.) and perfused with PBS followed by 4%

paraformaldehyde (80096618, Hushi, Shanghai, China).

The TG sections were cut at 10 lm on a microtome. The

primary antibodies were as follows: mouse anti-Cx36

(1:50, sc398063, Santa Cruz Biotechnology, Dallas, TX),

goat anti-CGRP (1:500, ab36001, Abcam, Cambridge,

UK), mouse anti-neurofilament 200 (NF-200, 1:50, N5389,

Sigma-Aldrich, St. Louis, MO), rabbit anti-TRPA1 (1:200,

NB110-40763, Novus Biologicals, Centennial, CO), rabbit

anti-GluK2 (1:400, AGC-009, Alomone Labs, Jerusalem,

Israel), and mouse anti-Cre (1:1,000, MAB3120, Sigma-

Aldrich). The mixed secondary antibodies included Alexa

488-conjugated, Alexa 594-conjugated, and Alexa

647-conjugated IB4 antibodies (1:1,000, Invitrogen, Rock-

ford, IL). The sections were coverslipped with DAPI-

Fluoromount-G and observed under a multiphoton laser

point scanning confocal microscopy system (FV1000,

Olympus, Tokyo, Japan). For each experiment, images

were captured using same acquisition parameters, pro-

cessed simultaneously, and analyzed using ImageJ (version

1.8.0; NIH). For single immunofluorescence, the optical

density of immunoreactive (IR) staining for Cx36, GluK2,

or TRPA1 was measured. The density of IR for each

protein was determined by subtracting the background

density, and six sections for each mouse were averaged to

provide a mean density of IR (n = 4/group). For double

immunofluorescence, if the expression of Cx36 or GluK2

(green) in Nav1.8-positive neurons (Cre, red) increased, the

area of the merged signal (yellow) was larger, and thus the

area of the yellow signal was used to reflect the co-

localization intensity. To compare the co-localization of

Cx36 or GluK2 and Cre in different groups, six TG

sections (n = 4/group) were randomly selected, analyzed,

and averaged to obtain the co-localization intensity.

Western Blotting

The treatment of the left TG samples and the following

western blotting procedures were also the same as

described in our previous work [27]. In brief, protein

samples of the left TG were separated by SDS-PAGE and

then transferred onto PVDF membranes, which were then

blocked with 5% milk and incubated with primary

antibodies at 4�C overnight and then incubated with the

HRP-conjugated secondary antibody. Listed below are the

primary antibodies used in the incubation: mouse anti-

Cx36 (1:100, sc398063, Santa Cruz Biotechnology), rabbit

anti-TRPA1 (1:500, NB110-40763, Novus Biologicals,

CO, USA), rabbit anti-GluK2 (1:400, AGC-009, Alomone

Labs), rabbit anti-ERK and anti-p-ERK (1:2,000, Cell

Signaling Technology, Danvers, MA), HRP-conjugated

mouse anti-b-actin (1:10,000, 4967, Cell Signaling Tech-

nology), and HRP-conjugated rabbit anti-b-tubulin
(1:5000, 5346, Cell Signaling Technology). The secondary

antibodies were HRP-conjugated goat anti-rabbit IgG
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(H?L) (1:10,000, SA00001-2, Proteintech) or HRP-conju-

gated goat anti-mouse IgG (H?L) (1:10,000, SA00001-1,

Proteintech). When necessary, western blot stripping buffer

(21059, Thermo Fisher, Waltham, MA) was used to

remove the combined primary and secondary antibodies

of one protein from the PVDF membrane in order to re-

detect the other proteins. The intensities of the bands were

quantified using Quantity One analysis software (Version

4.6.2, Bio-Rad Laboratories, Hercules, CA) and normal-

ized against the density of b-actin or tubulin.

Drug Administration

Mefloquine (M2319, Sigma-Aldrich), a specific inhibitor of

Cx36 [28], was made up in suspension with Tween-80 and

then dissolved and diluted in normal saline. Repeated i.p.

injection of mefloquine was performed in each mouse at 20

or 30mg/kg once a day from day 7 to day 13 after pT-ION. A

single i.p. injection of the competitive GluK2 antagonist

NS102 (N179, Sigma-Aldrich) was applied at 80, 40, or 8

lmol/L in a volume of 0.1 mL per mouse on day 21 after pT-

ION and on day 28 after AAV-Cx36-Ove virus injection. NS

102 was prepared as a stock solution in DMSO (D2650,

Sigma-Aldrich) and diluted with DMSO at first and further

diluted with normal saline before experiments. The concen-

tration of DMSO in the drug solution was 5%.

Adeno-Associated Virus (AAV)-Mediated Gene

Knockdown and Overexpression

For the Cx36 knockdown experiment, the vector-mediated

miR30-based short hairpin RNA (shRNA) knockdown

strategy was used. In detail, for Cre-dependent expression

of shRNAs in transgenic mice, the shRNA coding sequence

targeting mouse Gjd2 (5-GCAGCACTCCACTATGATT-

3) was cloned into the pAAV-CBG-LSL-EGFP-3xFlAG-

WPRE vector (OBiO Technology Co., Ltd., Shanghai,

China) using the BsrGl/Hindlll restriction sites. AAV2/

Retro-CBG-LSL-EGFP-miR30shRNA(Gjd2)-WPRE and

its control AAV2/Retro-CBG-LSL-EGFP-3xFlAG-WPRE

virus were packaged by OBiO Technology. Gjd2 is the

encoding gene of Cx36, and the above gene construction

achieved the retrograde and Cre-dependent interference of

Gjd2 expression, and thus resulted in the downregulation

of Cx36 in TG neurons after subcutaneous virus injection.

For the Cx36 overexpression experiment, the coding

sequence of mouse Cx36 (NC_000068.7) was designed

and packaged as an AAV2/Retro virus (rAAV-CMV-Gjd2-

P2A-EGFP-WPRE) by BrainVTA (Hubei, China). The

control virus was constructed as rAAV-CMV-EGFP. Mice

were deeply anesthetized by Avertin (350 mg/kg, i.p.), and

8 lL of virus was injected into four sites in the V2 and V3

areas for the Cx36 knockdown experiment while 6 lL of

virus was injected into three sites in the V2 area for the

Cx36 overexpression experiment using a 10 lL syringe

(Hamilton Co.). The rate of injection was 1 lL/min. The

doses of AAV-Cx36-Interfering (AAV-Cx36-Int) virus and

AAV-Cx36-Overexpressing (AAV-Cx36-Ove) virus were

3.80 9 1012 viral genomes (v.g.)/mL and 5.60 9 1012 v.g./

mL, respectively. After injection into each site, the needle

was retained for 1 min.

Statistical Analysis

The data were analyzed by GraphPad Prism 8 (GraphPad

Software Inc., San Diego, CA) and are presented as means

± SEM. One-way analysis of variance (ANOVA) followed

by Tukey’s test or Dunnett’s multiple comparisons test and

Student’s t-test were used to compare the differences

between two groups. The data from the behavioral tests

were analyzed by two-way repeated-measures (RM)

ANOVA followed by Sidak’ s test or Tukey’s test. The

linear correlation between data from two groups was

analyzed using Pearson’s correlation. P\0.05 was adopted

as the significance threshold for all analyses.

Results

The Cx36 Inhibitor Mefloquine Ameliorates the pT-

ION-induced Primary and Secondary Orofacial

Allodynia, Especially Cold Allodynia

We used the pT-ION mouse model of trigeminal neuralgia,

which has been used in previous work [27]. This model

was established by the ligation and subsequent partial

transection of the infraorbital nerve. The V2 skin area was

innervated by the injured nerve, and the allodynia in this

area is referred to as primary allodynia, while that in the

uninjured nerve-innervated V3 area is referred to as

secondary allodynia. A lower threshold response upon

mechanical stimulation from the von Frey filament com-

pared to baseline or the sham group is defined as

mechanical allodynia. From day 7 after the pT-ION

surgery, the thresholds in response to von Frey hair

stimulation in the V2 and V3 areas ipsilateral to the injured

nerve were significantly reduced compared to the sham

group and remained stable for the following 21 days

(Fig. 1A, B). Cold allodynia in the V3 area was also

induced compared to the sham group, with significantly

prolonged duration of wiping time caused by acetone

starting from day 7 after surgery and lasting for at least 21

days (Fig. 1C).

To ascertain the contribution of Cx36 to neuropathic

orofacial allodynia, mice were injected i.p. with meflo-

quine, an inhibitor of Cx36, on day 7 after pT-ION.
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Fig. 1 Pharmacological inhibition of Cx36 reverses pT-ION-induced

orofacial allodynia. A–C pT-ION leads to long-lasting primary

(A) and secondary (B) mechanical allodynia in the ipsilateral V2 and

V3 areas and to secondary cold allodynia (C) in the ipsilateral V3

area. Data are shown as means ± SEM, n = 8/group. *P \ 0.05,

**P\0.01, and ***P\0.001 vs sham group (two-way RM ANOVA

followed by Tukey’s test). D–F Mefloquine (mef) at two doses for 7

consecutive days, significantly suppresses pT-ION-induced primary

(D) and secondary (E) mechanical allodynia and secondary cold

allodynia (F) in the V2 and V3 areas (arrows, time points of

mefloquine injection). Data are shown as means ± SEM,

n = 10/group. *P \ 0.05, **P \ 0 .01, and ***P \ 0.001, pT-

ION?mef (20 mg/kg) vs pT-ION?veh; #P\0.05 and ###P\ 0.001,

pT-ION?mef (30 mg/kg) vs pT-ION?veh (two-way RM ANOVA

followed by Tukey’s test). G The open-field test shows no difference

in total distance among the four groups at 20 mg/kg mefloquine

(n = 10; two-way ANOVA followed by Sidak’s test).
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Because stable primary and secondary orofacial allodynia

was established on day 7 after pT-ION, the effects of

mefloquine on established allodynia were evaluated at that

time point. The mefloquine was administered at either 20

or 30 mg/kg daily for 7 days. Compared to the pT-

ION?veh group, both doses of mefloquine significantly

reversed the mechanical allodynia in the V2 and V3

regions, and the effect was similar for both doses (Fig. 1D,

E). It should be noted that while mefloquine only partially

rescued the mechanical allodynia, it completely reversed

the pT-ION-induced cold allodynia (Fig. 1F), which indi-

cated that Cx36 is more involved in trigeminal nerve

injury-induced cold pain. To test whether mefloquine had

an effect on motor function, the open-field test was

performed on day 21 after pT-ION. The total distance

was measured and showed no significant difference when

mefloquine was applied at 20 mg/kg in pT-ION mice

(Fig. 1G). However, we found that the higher dose of

mefloquine at 30 mg/kg resulted in movement deficiency

(data not shown), so 20 mg/kg was chosen as the treatment

dose in the subsequent experiments. In addition, meflo-

quine had no significant impact on movement in the sham

groups (Fig. 1G).

Trigeminal Nerve Injury Induces Increased Cx36

Expression in the TG

Immunofluorescence staining images of Cx36 in the TG

are shown in Fig. 2A. We measured the expression of Cx36

in the TG on days 1, 3, 5, 7, 14, 21, and 28 after pT-ION

surgery. The level of Cx36 increased significantly from day

5 and lasted up to 28 days (Fig. 2B, C). If aberrant Cx36

expression really induces and mediates the primary and

secondary orofacial allodynia in mice with trigeminal

nerve injury, then changes in Cx36 expression in the

ipsilateral TG should be correlated with the occurrence of

orofacial allodynia behaviors. Linear regression analysis

showed that the level of Cx36 expression in the ipsilateral

TG was negatively correlated with the mechanical response

thresholds in both the V2 and V3 areas (V2: P = 0.1248,

r = -0.7736, Y = -1.250*X ? 1.683; V3: P = 0.0311,

r = -0.9117, Y = -1.493*X ? 1.864; Fig. 2D, E) and

was positively correlated with the duration of the wiping

response to acetone in the V3 region (P = 0.0476,

r = 0.8823, Y = 0.3455 * X - 1.248; Fig. 2F). The

relationship between Cx36 upregulation in the TG and

orofacial allodynia after pT-ION surgery suggested that

Cx36 is critical in inducing orofacial allodynia.

We next determined the distribution of Cx36 in the TG-

V2 and TG-V3 neurons of the pT-ION mice (Supplemen-

tary Fig. S1A). The TG mainly includes three types of

neurons: peptidergic nociceptors (expressing the marker

CGRP), non-peptidergic nociceptors (expressing the

marker IB4), and large non-nociceptive neurons (express-

ing the marker NF200). Immunofluorescence staining

showed that Cx36 was co-localized with CGRP

(Fig. S1B), IB4 (Fig. S1C), and NF200 (Fig. S1D) in both

TG-V2 and TG-V3 at 21 days after pT-ION. These results

demonstrated that Cx36 is widely distributed in the TG but

is not selectively expressed in nociceptors. Moreover, the

pT-ION-induced increase in Cx36 expression was observed

in both TG-V2 and TG-V3 neurons (Fig. S2), which

provided anatomical support for the Cx36-mediated spread

of pain.

The Cold Sensor GluK2 is a Potential Downstream

Effector of Cx36 in Mediating pT-ION-induced Cold

Allodynia

Given the significant alleviation of cold allodynia by

mefloquine, we hypothesized that Cx36 blockade changes

the expression or function of a cold sensor. A recent study

showed that mouse GluK2 in peripheral sensory neurons is

involved in mediating cold sensation [29], so we next

determined whether GluK2 acts downstream of Cx36 in

mediating pT-ION-induced cold allodynia. Immunofluo-

rescence staining showed that GluK2 was expressed in both

TG-V2 and TG-V3 neurons after pT-ION (Fig. 3A). GluK2

was upregulated in the ipsilateral TG starting from 7 days

to at least 21 days after nerve injury (Fig. 3B). Moreover,

the pT-ION-induced upregulation of GluK2 was positively

correlated with the increased expression of Cx36

(P = 0.0443, r = 0.9557, Y = 0.3781 * X ? 0.4898;

Fig. 3C). Immunofluorescence staining also showed a pT-

ION-induced increase in GluK2 expression in TG neurons

(Supplementary Fig. S2)

To determine the role of GluK2 in mediating primary

and secondary allodynia, NS 102, an antagonist of GluK2,

was injected on day 21 after pT-ION. NS 102 was tested at

8, 40, and 80 lmol/L in 0.1 mL was injected i.p.. The von

Frey test and acetone test were carried out at 1, 2, 4, and 24

h after NS 102 injection. We found that blocking GluK2

with NS 102 did not reduce mechanical allodynia in the V2

or V3 areas regardless of the dose or time point (Fig. 4A,

B). However, as is shown in Fig 4C, all three doses of NS

102 significantly reversed cold allodynia in the V3 area at 1

and 2 h after drug application. Western blotting showed

that NS 102 caused a dose-dependent reduction in the

phosphorylation of ERK at 2 h after NS 102 administration

(Fig. 4D–F), which is critical in mediating the develop-

ment of pain [30]. However, no difference in total ERK

was shown in response to NS 102. The highest dose, 80

lmol/L, was used in the subsequent experiments. There-

fore, the above results demonstrate that GluK2 contributes

greatly to cold allodynia, but not mechanical allodynia,

perhaps through downstream ERK activation.
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Fig. 2 pT-ION induces upreg-

ulation of Cx36 in the TG.

A Representative images of

immunofluorescence staining of

Cx36 in the TG on day 14 after

surgery. B, C Time course of

Cx36 expression in the ipsilat-

eral TG after pT-ION. Data are

shown as means ± SEM,

n = 3/group. *P\ 0.05 and

***P\0.001 vs sham (one-way

ANOVA followed by Dunnett’s

test). D–F, Linear correlation
between Cx36 expression and

orofacial response threshold

(g) in the V2 and V3 and

duration of wiping (s). (D:
P = 0.1248, r = -0.7736; E:
P = 0.0311, r = -0.9117; F:
P = 0.0476, r = 0.8823).

123

1490 Neurosci. Bull. December, 2020, 36(12):1484–1499



The Cx36 Inhibitor Mefloquine Reverses the pT-

ION-induced Upregulation of TRPA1 in Addition

to GluK2 and p-ERK

Because Cx36 blockade alleviated not only cold allodynia,

but also the mechanical allodynia induced by PT-ION, and

because Cx36 overexpression induced both cold and

mechanical allodynia, other molecules downstream of

Cx36 may mediate the induction of mechanical allodynia.

Given that our previous study showed that the TRPA1

antagonist HC-030031 reverses pT-ION-induced mechan-

ical and cold allodynia [27], TRPA1 might be this

downstream molecule. Immunofluorescence staining

showed that TRPA1 was co-localized with Cx36 in both

the TG-V2 and TG-V3 neurons of pT-ION mice (Fig. 5A,

B), and immunofluorescence staining showed a pT-ION-

induced increase in TRPA1 expression in the TG-V2 and

TG-V3 neurons (Fig. S2). Western blotting showed that

pT-ION induced an increase in TRPA1 expression in the

TG, and this increase was significantly reversed by

repeated application of mefloquine at 20 mg/kg (daily

from 7 to 13 days after pT-ION) at day 21 after pT-ION

(Fig. 5C, F). Moreover, linear regression analysis showed

that the downregulation of TRPA1 due to Cx36 blockade

was positively correlated with the decreased expression of

Cx36 protein (TRPA1-Cx36: P = 0.0104, r = 0.8319,

Y = 1.102 * X ? 0.01795, Fig. 5J). In addition, the pT-

ION-induced upregulation of GluK2 and p-ERK was also

significantly reversed by repeated application of meflo-

quine, and the downregulation of both GluK2 and p-ERK

was positively correlated with the decrease in Cx36

expression following mefloquine application (GluK2-

Cx36: P = 0.0208, r = 0.7856, Y = 1.198 * X ? 0.1418;

p-ERK-Cx36: P = 0.0334, r = 0.7463, Y = 0.9241 *

X ? 0.3188) (Fig. 5C–E, G–J). No significant differences

were seen after mefloquine treatment in mice from the

sham groups. These results support the hypothesis that, in

addition to GluK2, TRPA1 serves as another downstream

effector of Cx36 in mediating trigeminal nerve injury-

induced mechanical and cold allodynia.

The Cold Allodynia, but not the Mechanical Allo-

dynia Induced by AAV-mediated Cx36 Overex-

pression is Reversed by the GluK2 Antagonist NS

102

To demonstrate whether upregulation of Cx36 in the V2

area is sufficient to induce orofacial allodynia, we induced

AAV-mediated Cx36 overexpression in the TG-V2 neu-

rons of naı̈ve mice by injecting the virus subcutaneously.

The AAV-Cx36-Ove virus or AAV-control virus was

subcutaneously injected into three sites in the V2 skin area

(Fig. 6A), and 2 lL of virus was injected into each site.

This viral vector is retrogradely transported from the nerve

endings to the somata and overexpress Cx36 specifically in

TG-V2 neurons. This method allowed the virus to specif-

ically target TG-V2 or TG-V3 neurons without infecting

neurons in the adjacent TG areas (Fig. S3). The von Frey

test and acetone test were carried out every week after viral

injection, and the orofacial response thresholds of the

ipsilateral V2 and V3 areas were significantly decreased 3

Fig. 3 pT-ION induces upregulation of GluK2. A Representative

images of immunofluorescence staining of GluK2 in the TG. DAPI

was used to stain the cell nuclei. B Time course of GluK2 expression

in the ipsilateral TG after pT-ION (TGs from the sham group were

obtained on day 7 after surgery). Data are shown as means ± SEM,

n = 6/group. **P \ 0.01 and ***P \ 0.001 vs sham (one-way

ANOVA analysis followed by Tukey’s test). C pT-ION-induced

increase in GluK2 expression is positively correlated with Cx36

expression in the ipsilateral TG (P = 0.0443, r = 0.9557).
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weeks after injection of AAV-Cx36-Ove virus (Fig. 6B,

C), and this effect lasted until the final day of the

experiment (28 days after virus injection). At the same

time, the duration of wiping increased significantly on day

28 after virus injection (Fig. 6D). NS 102 was administered

to the mice on day 28 to see whether GluK2 blockade could

rescue Cx36 overexpression-induced orofacial allodynia,

and we found that the Cx36 overexpression-induced

increase in the duration of wiping was significantly

reversed (Fig. 6D). However, Cx36 overexpression-in-

duced mechanical allodynia in the V2 and V3 regions

was not affected (Fig. 6B, C). Western blots showed that

overexpressing Cx36 in the TG-V2 neurons of naı̈ve mice

significantly enhanced the expression of GluK2, TRPA1,

and p-ERK in the TG ipsilateral to the injury (Fig. 6E–K),

and these increases were positively correlated with the

upregulation of Cx36 (Fig. 6L). Moreover, the Cx36

overexpression-induced increase in p-ERK expression

was reversed by the GluK2 antagonist NS 102 (Fig. 6I,

J). These results suggested that upregulation of Cx36

overexpression is sufficient to induce both cold and

mechanical allodynia and that GluK2, TRPA1, and

p-ERK serve as the downstream effectors of Cx36 in

mediating the induction of cold allodynia but not mechan-

ical allodynia.

Selective Knockdown of Cx36 in Nav1.8-expressing

Nociceptors Reverses pT-ION-induced Cold Allo-

dynia but not Mechanical Allodynia

It has been proposed that Nav1.8-expressing nociceptors

are critical in mechanical and cold pain perception [31]. In

addition, we showed above that Cx36 blockade alleviated

pT-ION-induced cold allodynia more than mechanical

allodynia. Therefore, we hypothesized that Cx36 expressed

in the Nav1.8-expressing nociceptors of the TG contributes

to pT-ION-induced cold allodynia. To this end, we first

tested the changes of Cx36 expression in Nav1.8-positive

neurons. Immunofluorescence staining showed that Cx36

was expressed in Nav1.8-positive neurons, and the

Fig. 4 The GluK2 antagonist NS 102 reverses pT-ION-induced cold

allodynia and ERK activation but not mechanical allodynia. A–C At

day 21 after pT-ION, i.p. injection of NS 102 at three doses attenuated

cold allodynia in the V3 area (C), but not mechanical allodynia in

either the V2 (A) or V3 (B) area at 1 or 2 h after injection. Data are

shown as means ± SEM, n = 10/group. #P\0.05 (8 lmol/L), & P\

0.05 (40 lmol/L), and *P\ 0.05 (80 lmol/L) vs vehicle (veh) (two-

way RM ANOVA followed by Tukey’s test). D–F Activation of ERK

in the ipsilateral TG is reversed by all three doses of NS 102 at 2 h

after injection. Data are shown as means ± SEM, n = 10/group. *P\
0.05 and ***P \ 0.001 vs veh (one-way ANOVA followed by

Tukey’s test).
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expression was significantly increased after pT-ION com-

pared with the sham group (Fig. S4). The expression of

GluK2 showed similar results. We then subcutaneously

injected Cre-dependent AAV-Cx36-Int or AAV-control

virus into Nav1.8-Cre mice to selectively knock down

Cx36 expression in Nav1.8-expressing nociceptors. The

virus was injected at four sites in the orofacial area with 2

lL of virus in each site (Fig. 7A). This viral vector is

retrogradely transported from the nerve endings into the

somata of TG neurons to interfere with the expression of

Cx36. The pT-ION surgery was performed immediately

after virus injection in Nav1.8-Cre mice, and the virus was

allowed 3 weeks to reach peak infection. As is indicated in

Fig. 7D, the AAV-Cx36-Int virus, but not the AAV-control

virus, completely reversed the pT-ION-induced cold allo-

dynia in the V3 area, which started at day 21 after virus

injection (the infection peak) and lasted for at least 7 days.

However, no distinct alleviation of mechanical allodynia in

the V2 or V3 regions was found (Fig. 7B, C). Western

blotting was used to explore the changes in Cx36 and the

downstream molecules in TG samples on day 28 after virus

injection. The AAV-Cx36-Int virus reversed the pT-ION-

induced upregulation of Cx36, GluK2, TRPA1, and

p-ERK, but no significant difference was found for total

ERK expression (Fig. 7E–K). The downregulation of

GluK2, TRPA1, and p-ERK was positively correlated with

the downregulation of Cx36 in the AAV-Cx36-Int virus

group (GluK2-Cx36: P = 0.0093, r = 0.8387, Y = 0.8486

* X ? 0.1443; TRPA1-Cx36: P = 0.0312, r = 0.7526,

Y = 1.131 * X ? 0.03634; p-ERK-Cx36: P = 0.0409,

r = 0.7272, Y = 0.6553 * X ? 0.2932; Fig. 7L). Further-

more, immunofluorescence staining also showed the

downregulation of Cx36 in Nav1.8-positive neurons

(Fig. S5). These results support our hypothesis that Cx36

and the downstream pathway in Nav1.8-expressing noci-

ceptors only contribute to the pT-ION-induced cold

allodynia.

Fig. 5 The Cx36 inhibitor mefloquine reverses the pT-ION-induced

increase in expression of Cx36, GluK2, TRPA1, and p-ERK. A,
B Cx36 (green) is co-localized with TRPA1 (red) in both the TG-V2

(A) and TG-V3 (B) in pT-ION mice (scale bars, 50 lm). DAPI was

used to stain the cell nuclei. C–I The pT-ION–induced upregulation

of Cx36, GluK2, TRPA1, and p-ERK in the ipsilateral TG is reversed

by repeated application of the Cx36 inhibitor mefloquine (mef, 20

mg/kg, i.p., once a day from day 7 to day 13 after pT-ION). Data are

shown as means ± SEM, n = 7/group. **P\0.01 and ***P\0.001

(one-way ANOVA followed by Tukey’s test). J The decrease in

GluK2, TRPA1, and p-ERK expression by the Cx36 inhibitor

mefloquine (20 mg/kg, i.p.) is positively correlated with the

mefloquine-induced downregulation of Cx36 (GluK2-Cx36:

P = 0.0208, r = 0.7856; TRPA1-Cx36: P = 0.0104, r = 0.8319;

p-ERK-Cx36: P = 0.0334; r = 0.7463).
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Discussion

Trigeminal neuralgia is one of the most intractable diseases

of the nervous system, and a lack of understanding of its

underlying etiology has limited the development of treat-

ments. Our study demonstrates that pT-ION results in

increased expression of Cx36 in the ipsilateral TG and that

this upregulation is associated with mechanical and cold

allodynia. Blocking Cx36 with mefloquine reversed the pT-

ION-induced mechanical and cold allodynia and increased

GluK2, TRPA1, and p-ERK expression. In addition,

overexpressing Cx36 in TG-V2 neurons induced

Fig. 6 The orofacial allodynia and the upregulation of GluK2 and

TRPA1 induced by Cx36 overexpression in TG-V2 neurons and the

effects of the GluK2 antagonist NS 102. A Schematic of the three

injection sites in the V2 skin area. B–D Cx36 overexpression in TG-

V2 neurons induces mechanical allodynia in both the V2 (B) and V3

(C) skin areas and cold allodynia in the V3 area (D). Data are shown
as means ± SEM, n = 10/group. *P \ 0.05 and ***P \ 0.001 vs
AAV-control virus (two-way RM ANOVA followed by Sidak’s test).

E–H The expression of Cx36, GluK2, and TRPA1 increases after

Cx36 overexpression. I–K The upregulation of p-ERK induced by

Cx36 overexpression is reversed by the GluK2 antagonist NS-102.

Data are shown as means ± SEM, n = 5 for the AAV-control virus

group and AAV-Cx36-Ove virus group, n = 6 for the AAV-control

virus?NS102 group and AAV-Cx36-Ove virus?NS102 group. *P\
0.05, **P \ 0.01, ***P \ 0.001 (one-way ANOVA followed by

Tukey’s test). L The increase in GluK2, TRPA1, and p-ERK

expression induced by Cx36 overexpression is positively correlated

with the upregulation of Cx36 (GluK2-Cx36: P = 0.0580,

r = 0.8655; TRPA1-Cx36: P = 0.0349, r = 0.9046; p-ERK-Cx36:

P = 0.0482; r = 0.8814).
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stable mechanical and cold allodynia in both the V2 and V3

areas, and the cold allodynia but not the mechanical

allodynia was reversed by the GluK2 antagonist NS102.

Specifically knocking down Cx36 expression in Nav1.8-

expressing nociceptors suppressed cold allodynia but did

not suppress mechanical allodynia. On the whole, we

suggest that Cx36 in the TG mediates orofacial pain

hypersensitivity through GluK2 and TRPA1 signaling, and

Cx36 in Nav1.8-expressing nociceptors in particular con-

tributes to the induction of orofacial cold allodynia

(Fig. 8).

We developed a mouse model of pT-ION that presents

with stable primary allodynia in the V2 skin area and

secondary allodynia in the V3 skin area. In the pT-ION

model we cut off and removed a 1 – 2 mm segment of the

distal infraorbital nerve, which causes a more rapid

Fig. 7 The reversal of pT-ION-induced cold allodynia and the

upregulation of Cx36, GluK2, TRPA1, and p-ERK by genetic

inhibition of Cx36 expression in Nav1.8-Cre mice. A Schematic of

the four injection sites in the V2 and V3 skin areas. B–D Cx36

knockdown in TG-V2 and TG-V3 neurons alleviates cold allodynia

(D) in the V3 skin area but not mechanical allodynia in either the V2

(B) or V3 (C) areas starting from 21 days after pT-ION (i.e. 21 days

after virus injection). Data are shown as means ± SEM, n = 10/group.

*P \ 0.05 and **P \ 0.01 vs AAV-control virus (two-way RM

ANOVA followed by Sidak’s test). E–K The pT-ION-induced

upregulation of GluK2, TRPA1, and p-ERK is reversed by Cx36

knockdown through subcutaneous injection of AAV-Cx36-Int virus at

28 days after pT-ION (i.e. 28 days after virus injection). Data are

shown as means ± SEM, n = 7/group. *P\ 0.05, **P\ 0.01, and

***P\0.001 (Student’s unpaired t-test). L The AAV-Cx36-Int virus-

mediated decrease in GluK2, TRPA1, and p-ERK expression is

positively correlated with the downregulation of Cx36 (GluK2-Cx36:

P = 0.0093, r = 0.8387; TRPA1-Cx36: P = 0.0312, r = 0.7526;

p-ERK-Cx36: P = 0.0409; r = 0.7272).
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allodynia onset and stabilization than the traditional model

of chronic constriction injury of the infraorbital nerve

[32, 33]. The pT-ION model was established by the

ligation and removal of the infraorbital nerve, which

consists purely of sensory fibers. Consistent with previous

reports [27, 34, 35], we found that trigeminal nerve injury

leads to both mechanical and cold allodynia. In addition,

the increased sensitivity to mechanical stimulation and cold

has similarities with the clinical presentation of patients

with trigeminal neuralgia [36].

Gap junctions play a critical role in the nervous system,

and they have been shown to take part in neurogenesis,

differentiation, and information transmission [37, 38]. It

has been reported that electrical coupling contributes to the

synchronous activation of adjacent neurons after nerve

injury [39], which thus provides a new mechanism for the

induction of pain hypersensitivity [40]. Several kinds of

Cxs are expressed in the TG, including Cx26, which is

located between neurons and SGCs, Cx36, which is

specifically expressed between neurons, and Cx43, which

is expressed between SGCs [26]. Here, we found that

secondary orofacial allodynia occurred quite early, starting

from 7 days after pT-ION and at almost the same time as

primary allodynia. We assume that TG-V2 neurons rapidly

activate TG-V3 neurons through gap junctions, and thus

secondary allodynia in the V3 area is quickly induced.

Spreading is quite common in persistent pain and is

commonly considered to be associated with CNS activity

[33], but our present work provides a possible peripheral

mechanism mediated by gap junctions. It has been reported

that increased expression of Cx36 in the medullary dorsal

horn contributes to trigeminal nerve injury-induced

mechanical allodynia by coupling GABA cells [24]. We

found that the expression of Cx36 was upregulated in the

TG after nerve injury, but there are no GABA cells in the

TG, so whether and how Cx36 in the TG is involved in the

development of orofacial pain hypersensitivity is unknown.

We found that mefloquine, which is widely used to

prevent malaria and acts as a specific Cx36 inhibitor [41],

reduced chronic neuropathic pain and both primary and

secondary allodynia. It should be noted that the cold

allodynia was reversed immediately after the repeated

injection of mefloquine for 7 consecutive days, while the

alleviation of mechanical allodynia occurred 7 days after

the last injection. This might be due to the cumulative

effects of repeated injection of mefloquine, and the

progressive suppression of TRPA1 or other unknown

protein expression to a low level at 7 days after the last

injection might lie behind the delayed alleviation of the

mechanical allodynia. We found that repeated injection of

mefloquine led to the downregulation of Cx36 in the TG

and the alleviation of orofacial pain, which is consistent

with a previous report that knocking down Cx36 expression

in the anterior cingulate cortex (ACC) by RNA interfer-

ence alleviates neuropathic pain [41]. Meanwhile, it should

be noted that the effects of mefloquine on the ACC or other

central nuclei cannot be excluded because of mefloquine’s

ability to across the blood-brain barrier. However, in the

Fig. 8 Schematic of the proposed mechanism. pT-ION induces the

upregulation of Cx36 and the downstream activation of GluK2,

TRPA1, and ERK, which leads to hyperactivity of primary TG-V2

subdivision neurons. The sensitization of TG-V2 neurons subse-

quently activates the TG-V3 neurons through Cx36 gap junctions.

GluK2, TRPA1, and the downstream ERK are activated in TG-V3

neurons, resulting in the spread of behavioral hypersensitivity to

nearby uninjured facial skin. pT-ION, spared nerve injury of the

infraorbital nerve; TG, trigeminal ganglion; Cx36, connexin 36;

GluK2, kainate receptor.
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present study, the AAV-mediated Cx36 overexpression in

the TG induced both mechanical and cold allodynia and

thus strongly supports a significant contribution of Cx36 in

the TG to the development of orofacial pain hypersensi-

tivity. The low dose (20 mg/kg, i.p.) and high dose (30 mg/

kg, i.p.) had similar effects in attenuating chronic neuro-

pathic pain, but some mice in the high-dosage group

demonstrated numbness and lethargy, which was not found

in the low-dose group. Mefloquine has been reported to be

a safe and effective antimalarial drug [42], but we assume

that the numbness and lethargy are side-effects of meflo-

quine, and further pharmacological studies are needed to

test this.

Subcutaneous AAV-Cx36-Int virus and AAV-Cx36-Ove

virus injection in the V2 or V3 skin, which selectively

targeted TG neurons, was a good tool for separately

investigating the mechanisms of primary and secondary

allodynia and allowed the model to be duplicated in the V2

and V3 area. We found that cold allodynia in the V3 area

was induced upon acetone stimulation after pT-ION, which

was consistent with previous reports [27, 34]. Also, we

found that trigeminal nerve injury induced pain-like

behaviors in mice, which was consistent with the pain

and the highly sensitive cold sensation in patients suffering

from trigeminal neuralgia [36]. The AAVs used in this

study were subcutaneously delivered to infect TG neurons.

At present, AAV is the only viral vector used in clinical

research, and optimizing its mode of administration

provides a useful approach that can be used for gene

therapy for pain in humans.

In the present study, GluK2 was found to be widely

expressed and to co-localize with Cx36, and GluK2

expression was increased in the TG after pT-ION. GluK2,

which is a novel cold sensor [29], is more sensitive to

temperature than TRPA1 and TRPV1. Also, as a subtype of

kainate receptors, GluK2 has been shown to take part in

both excitatory and inhibitory neurotransmission and to

contribute to the development of synaptic plasticity [43].

Here, GluK2 was found to act downstream of Cx36 and to

play a key role in mediating the cold allodynia induced

either by trigeminal nerve injury or by Cx36 overexpres-

sion. Patients with trigeminal neuralgia are usually sensi-

tive to cold stimulation such as a cold wind and cold water.

The finding that GluK2 blockade significantly alleviated

nerve injury-induced cold allodynia provides a GluK2-

targeting approach for treating trigeminal neuralgia. How-

ever, until now there have been no reports of its involve-

ment in allodynia induced by mechanical stimulation. Also,

the present work does not support a potential contribution

of GluK2 activation to the induction of pT-ION-induced

mechanical allodynia. TRPA1 is reported to be located in

nociception-specific neurons, and it has been proposed to

mediate both mechanical allodynia and cold allodynia

[44–47]. Thus, we conclude that GluK2 specifically

participates in cold allodynia and plays a role only as a

cold sensor, rather than both a mechanical and cold sensor,

and that activation of TRPA1 underlies the induction of

mechanical allodynia upon Cx36 activation.

ERK belongs to a subfamily of the mitogen-activated

protein kinases, and it plays a key role in transmitting

extracellular signals to the nucleus [48]. It has been shown

that ERK plays an important role in the process of

peripheral allodynia and hypersensitivity after harmful

stimulation [49, 50]. ERK is activated upon by being

phosphorylated and then crosses the nuclear membrane to

induce changes in the expression of specific proteins

[30, 51, 52]. p-ERK occurs in dorsal root ganglion neurons

and the trigeminal spinal nucleus caudalis in inflammatory

pain [53, 54]. Our results showed that pT-ION induced an

increase in p-ERK expression, which is consistent with a

previous study showing that the activation of ERK

mediates the development of neuropathic pain [55]. The

Cx36 inhibitor mefloquine and the GluK2 antagonist NS

102 reversed the pT-ION-induced upregulation of p-ERK,

and this may underlie the analgesic effects of the blockade

of Cx36 or GluK2.

The Nav1.8 Na? channel is considered to be specifically

expressed in nociceptive neurons of medium and small

diameters [56]. Nav1.8 is the dominant Na? channel in the

DRG of mice, and it is speculated to play a similar role in

the TG [57]. SCN10A is the gene encoding the Nav1.8

channel, and gain-of-function mutations of SCN10A have

been reported to induce peripheral neuropathic pain [58].

Also, pharmacological knockout of Nav1.8 in mice leads to

a total lack of response to harmful mechanical and cold

stimulation [31]. Although the role of Nav1.8 in inflam-

matory pain hypersensitivity seems to be limited, research

into neuropathic pain suggests that it is critical for the

induction of cold allodynia and not mechanical allodynia

[59, 60]. Therefore, the nociceptors expressing Nav1.8 play

a critical role in the induction and modulation of noxious

and cold hypersensitivity in neuropathic pain. The mouse

model of pT-ION is a typical trigeminal neuropathic pain

model, and the present work found that specifically

knocking down Cx36 in Nav1.8-expressing nociceptors

only alleviated pT-ION-induced cold allodynia and not

mechanical pain. Thus, we assume that activation of Cx36

and the downstream GluK2 may contribute to cold

allodynia by changing the activity of Nav1.8-expressing

nociceptors. It should be noted that TRPA1 expression was

also decreased in the AAV-Cx36-Int virus group; however,

the mechanical allodynia was not significantly alleviated.

This is might be because the decrease in TRPA1 expression

was only slight and thus was not sufficient to rescue the

decreased threshold in response to mechanical stimulation.

The other hypothesis is that TRPA1 in Nav1.8-positive
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neurons of the TG is predominantly involved in the

induction of pT-ION-induced cold allodynia, while TRPA1

in Nav1.8-negative neurons might strongly contribute to

the induction of pT-ION-induced mechanical allodynia.

In conclusion, our findings suggest that pT-ION surgery

induces upregulation of Cx36 in the ipsilateral TG, which

promotes the occurrence of mechanical and cold allodynia

in both the V2 and V3 areas through the action of GluK2,

TRPA1, and p-ERK as downstream proteins. Our results

also indicate the potential of Cx36, GluK2, or TRPA1

antagonists in treating trigeminal neuralgia in clinical

practice, which should be the focus of future studies.
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Abstract Dual oxidase (duox)-derived reactive oxygen

species (ROS) have been correlated with neuronal polarity,

cerebellar development, and neuroplasticity. However,

there have not been many comprehensive studies of the

effect of individual duox isoforms on central-axon regen-

eration in vivo. Here, we explored this question in

zebrafish, an excellent model organism for central-axon

regeneration studies. In our research, mutation of the duox

gene with CRISPR/Cas9 significantly retarded the single-

axon regeneration of the zebrafish Mauthner cell in vivo.

Using deep transcriptome sequencing, we found that the

expression levels of related functional enzymes in mito-

chondria were down-regulated in duox mutant fish. In vivo

imaging showed that duox mutants had significantly

disrupted mitochondrial transport and redox state in single

Mauthner-cell axon. Our research data provide insights into

how duox is involved in central-axon regeneration by

changing mitochondrial transport.

Keywords duox � Zebrafish � Mauthner cell � Axon
regeneration � Mitochondrial dynamics

Introduction

Reactive oxygen species (ROS) are chemically reactive

molecules or free radicals containing oxygen, such as

superoxide anion radicals (O2
-) and hydrogen peroxide

(H2O2) [1]. ROS were known to be inevitable and damage-

inducing by-products of cellular respiration long before the

discovery of nicotinamide adenine dinucleotide phosphate

(NADPH) oxidase family members [2, 3]. The NADPH

oxidase (NOX) family is involved in the production of

ROS in response to various stages of cellular differentia-

tion, growth, and maintenance [4–6]. Dual oxidase (Duox),

a member of the NOX family, was originally identified as

thyroid NADPH oxidase [7]. However recent studies have

reported that Duox enzymes are also expressed in the

salivary glands, rectum, trachea, and bronchium [8, 9]. In

zebrafish, there is only a single duox gene, in contrast to the

two duox genes in both humans and rodents, Duox1 and

Duox2 [10]. Recently, it has been shown that Duox-

generated H2O2 is critical for the recruitment of leukocytes

to initiate inflammation in zebrafish larvae [11, 12]. Studies

in zebrafish have also shown that Duox deficiency presents

as congenital hypothyroidism [7, 13, 14].

In addition, Duox has been reported to be vital in heart

regeneration [15] and sensory-axon regeneration [16].

However, little is known about its role in the regeneration

of axons in the central nervous system (CNS). In mammals,

axon regeneration in the CNS is extremely limited [17, 18],
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unlike in the peripheral nervous system (PNS) [19].

Conversely, several types of neurons have robust regener-

ative abilities in the CNS of zebrafish [20–24]. Recent

studies in zebrafish have used laser axotomy to precisely

damage single axons in the CNS, making it possible to

explore the potential factors impacting axon regeneration

[25, 26]. For example, miRNAs [27], mitochondria [28],

and Ca2? activity [29] have been demonstrated to be

involved in Mauthner-cell axon regeneration after two-

photon laser ablation. Hence, zebrafish have become an

attractive vertebrate model for studying the impact of Duox

on axon regeneration in the CNS.

In our study, we found that loss of Duox retarded

Mauthner cell axon regeneration in zebrafish in vivo, and

that this was due to disrupted mitochondrial transport and

redox state.

Methods

Zebrafish Lines and Maintenance

Wild-type (WT), duox?/- mutant, duox-/- mutant, Tg (Tol-

056) [30], Tg (Tol-056); duox?/- mutant, and Tg (Tol-056);

duox-/- mutant zebrafish (Danio rerio) were used in this

study. Zebrafish embryos were bred with a laboratory stock

and maintained at 28.5�C with a 14/10 h light/dark cycle.

Embryos were collected from natural spawning and staged

by dpf (days post-fertilization) according to established

criteria [31]. To prevent dark pigment formation, larvae

were raised in embryo medium containing 0.2 mm

N-phenylthiourea (Sigma). All animal manipulations in

this study were conducted in strict accordance with the

guidelines and regulations set forth by the University of

Science and Technology of China (USTC) Animal

Resources Center and the University Animal Care and

Use Committee. The protocol was approved by the

Committee on the Ethics of Animal Experiments of the

USTC (Permit Number: USTCACUC1103013).

Design of Mutant Sites and Synthesis of Cas9 mRNA

and sgRNA

The sgRNAs were designed to target the fifth exon of the

duox gene by ‘‘SeqBuilder’’ software (DNAStar, USA).

The targeting sequences started with GG, ended with NGG

(PAM), and contained the restrictive enzyme BamH-I site

near the PAM for genotyping. The Cas9 mRNA and

sgRNAs were synthesized with little modification as

previously described [32]. In brief, the Cas9 mRNA was

synthesized with a T7 mMESSAGE mMACHINE Kit

(Promega, USA). The DNA fragments of the sgRNAs were

amplified with pairs of primers (Table S1), and then

purified with phenol and chloroform. The sgRNAs were

transcribed in vitro with T7 Riboprobe Systems (Promega,

USA).

Construction and Identification of duox Mutants

Cas9 mRNA (250 ng/lL) and sgRNAs (45 ng/lL) were co-
microinjected into one-cell zebrafish embryos. Genomic

DNAs, which were extracted from the injected embryos at

20 h post-fertilization, were used as templates for the

following identifications. DNA fragments containing the

duox target sequences were amplified by PCR and digested

with BamH-I restriction endonucleases (Takara, Japan) at

37�C for 0.5 h. The uncleaved bands were cleaned after gel

electrophoresis and cloned into pMD-19T (Takara, Japan).

Monoclonal colonies were picked up for PCR and restric-

tion enzyme digestion and were then sequenced by Sanger

sequencing (Genewiz, Inc.). Primers used in the experi-

ment are listed in Supplementary Table S1.

The microinjected founder (F0) larvae were raised to

adulthood and then crossed with WT zebrafish to generate

F1 larvae. The F1 larvae that carried heterozygous knockout

alleles were raised to adulthood, and their genotypes were

confirmed by PCR amplification and sequencing analysis

of DNA from fin clippings. Homozygous knockout

zebrafish were generated and selected by genotyping and

then crossing male and female zebrafish carrying heterozy-

gous knockout alleles.

Retro-complementation and Single-Cell Electropo-

ration In Vivo

For duox gene retro-complementation, duox gene and

duox-/- mutant gene CDS sequences were cloned via primer

(Table S1), then inserted into the plasmid UAS-mCherry to

construct the retro-complementation plasmids UAS-duox-

mCherry and UAS-duox-/--mCherry. Then the CMV-

GAL4-VP16/UAS-mCherry plasmids (control group),

CMV-GAL4-VP16/UAS-duox-mCherry plasmids (duox

gene retro-complementation group), and CMV-GAL4-

VP16/UAS-duox-/--mCherry plasmids (duox-/- gene retro-

complementation group) were co-transfected through sin-

gle-cell electroporation into unilateral Mauthner cells at 4

dpf in duox-/- mutant fish as described previously [33].

Different concentrations of rhodamine-dextran (a fluores-

cent dye that labels Mauthner cells), CMV-GAL4-VP16 (a

plasmid that drives the expression of GAL4-VP16), UAS-

mCherry/UAS-duox-mCherry/ UAS-duox-/--mCherry

(plasmids that drive the expression of the red fluorescent

protein, mCherry), UAS-mito-EGFP (a plasmid that labels

mitochondria), and UAS-mito-roGFP2-Orp-1 (plasmids

that the drive expression of redox state probes; Addgene,

no. 64997) were combined (using 100–200 ng/lL of each
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plasmid) and co-delivered into unilateral Mauthner cells.

Zebrafish larvae were returned to embryo media containing

N-phenylthiourea and allowed to recover. Two days after

electroporation, morphologically normal and healthy larvae

were selected for subsequent experiments.

Two-Photon Axotomy

Before axotomy, each 6-dpf zebrafish larva expressing

mCherry/GFP fluorescence in unilaterally in Mauthner

cells was anesthetized in MS222 (Sigma) and immobilized

in 1% low-melting agarose. A Zeiss two-photon micro-

scope (LSM710) was used to ablate Mauthner cell axons

over the cloacal pores [26, 34]. We used a two-photon laser

at 800 nm and an intensity of 16%–22% to ablate the

Mauthner cell axons.

In Vivo Imaging of Axon Regeneration and Mito-

chondrial Movement

To observe Mauthner cell axon regeneration, anesthetized

larvae were imaged at 2 days-post axotomy (dpa) with a

confocal system (Olympus FV1000) and a water-immer-

sion lens (409, 0.85 numerical-aperture objective) at 2-lm
intervals. All of the images were spliced using Adobe

Photoshop CS4. The point just above the cloacal pores was

defined as the starting point of regrowth, and the axonal

terminal of regeneration was defined as the end-point of

regrown axons. All of the fluorescent live images and time-

lapse movies show a lateral view of the spinal cord, with

the anterior to the left and dorsal above. The regenerative

length was calculated using Fiji-ImageJ.

To obtain static images of mitochondrial morphology in

the axon terminal, larvae were screened for co-labeled

mito-EGFP and rhodamine-dextran in Mauthner cells. We

collected images of larval axonal terminals at 6, 7, and 8

dpf using an Olympus microscope equipped with a water-

immersion lens (609, 0.9 numerical-aperture objective) at

1-lm intervals. Dynamic imaging and analysis of mito-

chondrial movement in axons in vivo were as described

previously [28]. Mitochondrial motility was defined as the

percentage of moving mitochondria. The speed of a

mitochondrion was defined as the total distance moved

divided by the time spent moving.

To image the redox state of mitochondria in Mauthner

cells, Mauthner cell soma was scanned with a confocal

system (Zeiss, LSM710). Biosensor fluorescence was

excited using 405-nm and 488-nm lasers sequentially and

via line-by-line scanning. Emission was detected at

500–570 nm. The fluorescent intensity of an Mauthner

cell soma in a single horizontal plane was measured. The

fluorescent ratio (405 nm/488 nm) of each Mauthner cell

soma was calculated using Fiji-ImageJ.

RNA Extraction and qRT-PCR

Total RNAs were extracted from 50 larvae of the WT and

duox-/- lines using TRIzol (Takara, Japan) reagent. Quan-

titative real-time PCR (qRT-PCR) was performed with the

SYBR green kit (Invitrogen, USA). qRT-PCR was per-

formed in triplicate with three individual biological

samples (nine replicates). The results were normalized to

the expression level of the housekeeping gene b-actin and

are shown as a relative expression level calculated using

the 2-DDCt method [35].

Western Blotting

To examine the protein expression in duox-/- mutant

zebrafish, 5-dpf WT and duox-/- mutant larvae were

collected and lysed with RIPA buffer. Samples were boiled

for 5 min and run on a 12% SDS-PAGE gel. Mouse

monoclonal anti-Duox1 (Santa Cruz, USA) was used to

assess the protein levels in each group.

Deep-Sequencing-Based Transcriptomic Analysis

Total RNAs were extracted from 4-dpf duox-/- and WT

zebrafish, and 3 g of RNA per sample was prepared for

constructing a transcriptional library. Sequencing libraries

were generated with an UltraTM RNA Library Prep Kit

(NEB, USA) according to the manufacturer’s instructions.

Clustering of the index-coded samples was conducted with

a cBot Cluster Generation System using a TruSeq PE

Cluster Kit (Illumina, USA), per the instructions. After

clustering, the library preparations were sequenced on an

Illumina Hiseq 2000 platform. Perl scripts were used to

remove the adapter for clean reads, calculating the Q20/

Q30 duplicate data, and generating the raw reads. Tran-

scriptomic assembly was performed according to a proto-

col described previously [36]. For the Gene Ontology (GO)

enrichment assay, the differentially-expressed genes

(DEGs) were identified using Wallenius’ non-central

hypergeometric distribution, implemented in the GOseq

R packages [37]. Kobas software was used to determine the

statistical enrichment of DEGs in KEGG pathways to

predict and classify the functions of the assembled

sequences [38].

Transmission Electron Microscopy

Each larval zebrafish fixed in 2.0% formaldehyde and 2.5%

glutaraldehyde solution (Electron Microscopy Sciences)

overnight at 4 �C. Following washes, they were washed

with 0.1 mol/L phosphate buffer (pH 7.4). Specimens were

then incubated in post-fixation solution containing 1%

osmium tetroxide for 2 h, washed with water, washed three
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times with 0.1 mol/L phosphate buffer (pH 7.4) for 15 min

each time. Next, specimens were washed with water,

dehydrated with serial dilutions of ethanol in water (50%,

70%, 80%, 90%, 100%, 100%) and 100% acetone twice for

15 min each. The samples were then embedded in Epon/

Araldite resin with surrounding support tissue and hard-

ened for 2–3 days at 60�C. Ultrathin (80 nm) transverse

sections of the brain from larvae were stained with uranyl

acetate and lead citrate. Sections were viewed and pho-

tographed with an FEI Tecnai Spirit (120 kV) transmission

electron microscope (TEM).

Statistical Analysis

All of the data are reported as the mean ± SEM, or as

relative proportions of 100%, as indicated in the figure le-

gends. We used either Student’s two-tailed t tests or one-

way analyses of variance (ANOVAs) for all of analyses, as

indicated in the figure legends. All graphs were constructed

and statistical tests were performed in GraphPad Prism 7.

We considered P\0.05 statistically significant (*P\0.05;

**P\0.01; ***P\0.001). We defined the length from the

cloacal pore to the tail end as the whole length of the

Mauthner cell, as the head end was too thick to sufficiently

image in vivo.

Results

Generation and Identification of duox Mutant

Zebrafish

To investigate the functions of duox in vivo, we attempted

to obtain a duox mutant zebrafish line. We designed a

CRISPR-Cas9-targeted site in the fifth exon of the

zebrafish duox gene that contained a BamH-I restriction

site for further identifying the resultant mutants (Fig. 1A).

Cas9 mRNA and duox sgRNA were co-microinjected into

one-cell embryos. To identify specific mutagenesis, a

440-bp DNA fragment was amplified by PCR from the

genomic DNA and digested with a BamH-I restriction

enzyme. The results of gel electrophoresis showed that F2
zebrafish larvae were heritably homozygous mutants

(Fig. 1B). Moreover, the representative sequencing results

indicated that F2 zebrafish had a two-bp deletion (Fig. 1C–

E). Furthermore, bioinformatics analysis revealed that the

functional sequence domains (HLH-PAS-PAS) of the F2
zebrafish Duox protein were frame-shifted (Fig. 1F).

Finally, we used Western blotting to determine whether

our duox mutation was a null allele mutation. The results

showed that the expression of Duox protein was completely

abolished in duox mutant zebrafish (Fig. 1G and H). Taken

together, these results verified that we successfully gener-

ated a duox null-mutant zebrafish line.

Duox Deficiency Retards Mauthner-Cell Axon

Regeneration at an Early Stage In Vivo

Duox is known to be required for promoting injury-induced

peripheral sensory axon regeneration in zebrafish skin [16].

However, the in vivo role of Duox in CNS axon regener-

ation has remained unclear. Mauthner cells are a pair of

myelinated hindbrain neurons projecting to the spina cord

in zebrafish and have been demonstrated to exhibit a strong

regenerative capacity in our previous studies [26–28]. To

investigate the roles of Duox in Mauthner cell axon

regeneration, we crossed the transgenic line Tg (T056:

EGFP) with the duox-/- mutant for two consecutive

generations to obtain the Tg (T056: EGFP)/duox-/- zebra-

fish line (Fig. 2A). We used two-photon laser axotomy to

transect one of the Mauthner cell unilateral axons over the

cloacal pores at 6 dpf (Fig. 2B). Furthermore, in vivo live

imaging showed that homozygous and heterozygous duox

mutant larvae displayed a reduced length of Mauthner cell

axon regeneration compared with that of WT larvae

(Fig. 2C and D). We analyzed the whole length of

Mauthner cell axons and found no significant difference

among WT, homozygous and heterozygous duox mutant

larvae, indicating that the original length of Mauthner-cell

axon was unaffected by duox mutant (Fig. 2E and F). For

the retro-complementation experiment, we co-transfected

CMV-GAL4-VP16/UAS-mCherry plasmids (duox-/-

mutant ? UAS-mCherry group), CMV-GAL4-VP16/

UAS-duox-mCherry plasmids (duox-/- mutant ? UAS-

duox-mCherry group), and CMV-GAL4-VP16/UAS-

duox-/--mCherry plasmids (duox-/- mutant ? UAS-duox-/--

mCherry group) through single-cell electroporation into

unilateral Mauthner cells at 4 dpf in duox-/- mutant fish

(Fig. 2G and H). Subsequently, we ablated red-fluorescent

Mauthner cell axons at 6 dpf with a two-photon laser-

scanning microscope and continued to image the regener-

ated length of Mauthner cells at 8 dpf (2 dpa) (Fig. 2I).

Live imaging results showed that overexpression of the

duox gene remarkably rescued the weak regenerative

ability in duox-/- mutant fish and duox-/- gene retro-

complementation had no significance impact on Mauthner

cell axon regeneration (Fig. 2J and K). Taken together,

these results suggest that Duox is required for Mauthner

cell axon regeneration in zebrafish.

Duox Modulates Genes Associated with Mitochon-

drial Function

Robust Mauthner cell axon regeneration requires high

mobility of mitochondrial transport along axons [28]. ROS
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is known to play important roles in both mitochondrial

H2O2 generation and the electron transport chain [39]. To

investigate the Duox-affected genes involved in mito-

chondria, we performed high-throughput RNA sequencing

in duox-/- mutant and WT larvae at 4 dpf. Transcriptomic

analysis revealed that there were 360 down-regulated

genes and 375 up-regulated genes in duox-/- mutant fish

(Fig. 3A and Table S2) (The data have been deposited in

the NCBI Gene Expression Omnibus, GEO accession

number GSE144689). Furthermore, GO analyses revealed

that these DEGs participated in rhythmic processes,

responded to stimuli, and were involved in growth,

antioxidant activity, catalytic activity, and transcription

factor activity, and were significantly altered in duox-/-

mutants (Fig. S1). Importantly, genes related to mito-

chondria, such as cyp2p9, alas2, cyp11a1, mfn2, opa1,

atp5f1b, cyp2x8, gpx4b, and gsr, were also down-regu-

lated (Fig. 3B), which was further corroborated via qRT-

PCR (Fig. 3C). These results suggest that Duox plays an

important role in mitochondria.

Fig. 1 Generation and characterization of duox-null mutant zebra-

fish. A Schematic of the Cas9-sgRNA-targeted site located at the fifth

exon of duox. B The targeted fragment was amplified by PCR from

genomic DNA of F2 embryos and was then digested with BamH I.

The uncleaved and cleaved PCR bands are indicated by red arrows.

Lanes 1, 5, 9: duox-/- enzyme-digested fragments; lanes 2–4, 7, 10–11:

duox?/- enzyme-digested fragments; lanes 6, 8, 12: WT enzyme-

digested fragments; lane M: 600-bp ladder. C–E Representative

sequencing results of mutated and WT zebrafish lines. The mutant

shows a two-bp base deletion, indicating a frameshift mutation that

resulted in truncated proteins (lower). F Bioinformatics analysis

indicating that the mutated region is located at the HLH-PAS-PAS

functional domain of Duox. The mutant translated to only 181 normal

amino-acids, whereas the WT expressed 1,528 amino-acids. G, H
Western-blotting analysis showing that Duox protein expression is

completely inhibited in the mutant group compared with that of the

WT. The data were analyzed with unpaired t tests (*P\0.05; **P\
0.01; ***P\ 0.001). Error bars represent SEM.
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Duox Affects Mitochondrial Morphology

and Dynamics

Considering our previous study showing that mitochondria

play a crucial role in the process of Mauthner cell axon

regeneration [28], we next investigated whether duox-/-

mutations also affect mitochondrial transport in zebrafish

larvae. We hypothesized that Duox mutations impair

Mauthner cell axon regeneration length via disrupting

mitochondrial transport.

To test the above hypothesis, we used TEM to observe

mitochondrial morphology in the zebrafish brain (i.e., the

mitochondria in the Mauthner cell axon were difficult to

localize via TEM). TEM imaging results showed that

mitochondrial sizes in duox-/- mutants had dramatically

larger surface areas, perimeters, and Feret’s diameters than

those in the WT group (Fig. S2). Duox mutations

disrupting mitochondrial fusion and fission processes due

to harmful substance invasion or other unknown mecha-

nisms may have participated in shaping the differences in

mitochondrial sizes and morphology in duox-/- mutants

compared to those in WTs.

To further investigate the role of Duox in mitochondrial

dynamics, we imaged mitochondrial movement in Mauth-

ner cell axons (Fig 4A). Mitochondrial movement directly

affects mitochondrial transport which has deleterious

effects on the delivery of energy to the regeneration site

[40, 41]. Mitochondrial motility was defined as the

percentage of moving mitochondria. The speed of a

moving mitochondrion was defined as the total distance

that a mitochondrion moved divided by the time spent

moving. Mitochondrial speed was significantly slower in

the Mauthner cell axons of duox mutants (in 12 fish; total:

0.3481 ± 0.01513 lm/s, n = 82 mitochondria; anterograde:

0.3307 ± 0.01468 lm/s, n = 73 mitochondria; retrograde:

0.4896 ± 0.05067 lm/s, n = 9 mitochondria) than that of

the WT group (in 12 fish; total: 0.5743 ± 0.02923 lm/s, n

= 54 mitochondria; anterograde: 0.5475 ± 0.02838 lm/s, n

= 49 mitochondria; retrograde: 0.8364 ± 0.0927 lm/s, n =

5 mitochondria; Fig. 4B and D). However, mitochondrial

motility in Mauthner cell axons of duox mutant larvae (in

12 fish; total: 30.72% ± 3.744%; anterograde: 24.01% ±

3.999%; retrograde: 6.879% ± 3.273%) was not signifi-

cantly different from that in WT larvae (in 12 fish; total:

33.11% ± 4.593%; anterograde: 29.32% ± 4.229%;

retrograde: 3.781% ± 1.704%; Fig. 4B and C). Taken

together, although the ratio of mobile mitochondria was

unaffected in duox-/- mutants, duox gene deficiency

affected the speed of mitochondria along axons, which

may have disrupted the efficacy of mitochondrial transport

for providing energy.

To further investigate the roles of Duox in mitochondrial

function, we assessed the mitochondrial redox state in

single unilateral Mauthner cell axons via redox-sensitive

GFPs (roGFPs), which allow subcellular redox-coupled-

specific in vivo imaging in model organisms [42–44].

Therefore, we recognized that roGFP2 could be converted

into a specific probes for H2O2 via coupling it to the

microbial H2O2 sensor, oxidant receptor peroxidase 1

(Orp1) [45].

Since H2O2 is the major oxidant species involved in

protein thiol oxidation and redox regulation, we generated

a UAS-mito-roGFP2-Orp1 plasmid for measuring H2O2 in

the mitochondrial matrix. H2O2 levels in Mauthner cell

mitochondria were lower in the duox mutant group (0.9358

± 0.04672, n = 8) than in the WT group (2.125 ± 0.2215, n

= 4; Fig. 4E and F). In addition, H2O2 levels and ROS

levels in whole-mount larvae were also down-regulated

due to duox gene deficiency (Fig. S3). Collectively, these

results suggest that duox gene mutation induces a low level

of H2O2 formation, thus implying that mitochondrial redox

in Mauthner cell axons is unbalanced.

In summary, we observed that duox mutants have

disrupted mitochondrial morphology and function, espe-

cially in terms of a slower speed of transport in Mauthner

cells, which may contribute to the retarded Mauthner cell

axon regeneration in duox mutants.

Duox Affects Mitochondrial Mobility and Speed

During an Early Stage of Mauthner-Cell Axon

Regeneration

To directly examine the role of Duox in mitochondrial

transport in Mauthner cell axon regeneration, we measured

bFig. 2 Duox regulates Mauthner-cell axon regeneration in vivo.
A Hybridization of the transgenic line: Tg (T056: EGFP) and duox
mutants were crossed for two consecutive generations to obtain Tg

(T056: EGFP)/duox?/- and Tg (T056: EGFP); duox-/- lines. B Repre-

sentative images of an Mauthner-cell axon before (left) and after

(right) ablations by a two-photon laser (asterisk, injury site; arrow-

head, cloacal pore; scale bars: 20 lm). C, D Confocal imaging of

Mauthner-cells in duox mutants at 8 dpf (C) and the regeneration

length at 2 dpa (D) (red arrowheads, cloacal pores; scale bar, 20 lm).

E, F Defined total lengths of Mauthner cell axons were not

significantly different among WT (n = 10), homozygous (n = 9),

and heterozygous (n = 8) larvae (scale bar, 50 lm). G Schematic of

Mauthner cell soma electroporation. H Schematic of constructs

CMV-GAL4-VP16/UAS-mCherry plasmids (duox-/- mutant ? UAS-

mCherry group), CMV-GAL4-VP16/UAS-duox-mCherry plasmids

(duox-/- mutant ? UAS-duox-mCherry group), and CMV-GAL4-

VP16/UAS-duox-/--mCherry plasmids (duox-/- mutant ? UAS-duox-/--
mCherry group) through single-cell electroporation in living zebrafish

larvae. I Time-line of the time points of electroporation, axotomy, and

imaging. J, K duox gene retro-complementation rescues the length of

Mauthner cell axon regeneration and duox-/- gene retro-complemen-

tation had no significance impact on Mauthner cell axon regeneration

in 4 dpf duox-/- mutant fish. (scale bar, 50 lm). The regenerated and

total lengths of the axons were analyzed with unpaired t tests (*P\
0.05; **P\ 0.01; ***P\ 0.001); error bars represent SEM.
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mitochondrial mobility and speed at 24 h post-ablation

(hpa) and 48 hpa. The results showed that in 24 hpa larvae,

duox gene deficiency resulted in a slower mitochondrial

speed (in 26 fish; total: 0.5313 ± 0.01123 lm/s, n = 208

mitochondria; anterograde: 0.524 ± 0.01117 lm/s, n = 186

mitochondria; retrograde: 0.5904 ± 0.04542 lm/s, n = 23

mitochondria) and lower mobility (in 26 fish; total: 25.22%

± 2.306%; anterograde: 22.09% ± 2.493%; retrograde:

3.121% ± 1.041%) than in the WT group (mitochondrial

speed in 10 fish; total: 0.5814 ± 0.01365 lm/s, n = 56

mitochondria; anterograde: 0.576 ± 0.014 lm/s, n = 53

mitochondria; retrograde: 0.6764 ± 0.02918 lm/s, n = 3

mitochondria; Fig. 5A and B; mitochondrial mobility in 10

fish; total: 40.69% ± 3.422%; anterograde: 40.27% ±

3.307%; retrograde: 0.417% ± 0.417%; Fig. 5A and C).

However, at 48 hpa, there was no significant difference in

mitochondrial speed or mobility between the duox-/- mutant

and WT groups (Fig. 5B and C). Taken together, these

results suggest that Duox mutants affect mitochondrial

speed and motility in the early stages of regeneration,

Fig. 3 Duox modulates genes associated with mitochondrial func-

tion. Transcriptomic sequencing to determine the downstream genes

of duox that regulate axon regeneration. A Numbers of differentially-

expressed genes (DEGs) in duox–/– mutant zebrafish at 4 dpf, as

revealed by transcriptomic analysis. B Histogram of 9 DEGs

associated with mitochondria in duox-/- mutant zebrafish (red,

upregulation; green, downregulation). C qRT-PCR analysis of nine

down-regulated mitochondrial genes. Every group contains triplicate

with three individual biological samples (nine replicates). The data

were analyzed with unpaired t tests (*P\0.05; **P\0.01; ***P\
0.001). Error bars represent SEM.
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Fig. 4 Duox affects mitochondrial speed and redox in Mauthner-cell

axons. A Representative images of moving mitochondria monitored

in vivo by confocal time-lapse sequencing in a zebrafish Mauthner cell

axon (arrowheads follow one such moving mitochondrion; scale bar, 5

lm). B Kymographs depict moving mitochondria in the Mauthner cell

axons of WT and duox-/- mutant fish at 6 dpf. C, D Mitochondrial

motility and speed (showing total/anterograde/retrograde types) in

Mauthner cell axons ofWTand duox-/- mutant fish at 6 dpf.EMagnified

images of the fluorescence ratios of Mauthner cell somata expressing

mito-Orp-1-roGFP2 inWTand duox-/- mutant larvae (scale bar, 10lm).

F Fluorescent ratios (405 nm/488 nm) of Mauthner cell somata

expressing mito-Orp-1-roGFP2 in WT and duox-/- mutant larvae. The

datawere analyzedwith unpaired t tests (*P\0.05; **P\0.01; ***P\
0.001). Error bars represent SEM.
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resulting in a lower energy supply for Mauthner cell axon

regeneration.

Discussion

Duox, as a member of the NADPH oxidase family, was

originally identified as thyroid NADPH oxidase, and has

been demonstrated to be involved in the production of ROS

in response to different extracellular signals. Studies of

innate immunity have established Duox-generated H2O2

candidates for wound-to-leukocyte signaling in zebrafish

[11]. Duox has been reported to play important roles in

heart regeneration and sensory axon regeneration [15, 16],

both of which are parts of the PNS. However, our previous

work has shown that Mauthner cells have robust axon

regeneration after two-photon axotomy, indicating that

Mauthner cells are a promising model for studying CNS

axon regeneration at single-cell resolution in vivo; in

addition, Mauthner cells are large cells that can be viewed

clearly and easily in vivo [26, 27]. Here, we found that

Mauthner cell axon regeneration was inhibited in duox-/-

mutant zebrafish. This result was not likely due to a mere

developmental delay because the whole length of the

Mauthner cell axon in mutant larvae was not significantly

different before ablation compared to that in WTs. Our

results are consistent with the above findings of PNS

regeneration in that we also found that Duox plays a vital

role in CNS regeneration due to H2O2 production.

In developing neurons, mitochondria are involved in

many critical functions, including respiration/ATP produc-

tion, Ca2? buffering, apoptotic regulation, heme and Fe/S

cluster biosynthesis, and ROS signaling/quenching

[46, 47]. During the process of oxidative phosphorylation,

mitochondria utilize oxygen to generate ATP from organic

fuel molecules but in the process also produce ROS. H2O2

is a major type of ROS in organisms and is a central hub in

redox signaling; H2O2 is mainly generated from NADPH

oxidases or Complex III of the mitochondrial respiratory

chain [48]. As mitochondria are the main source of cellular

energy, we speculated that Duox affecting Mauthner cell

axon regeneration was correlated with mitochondrial

dynamics and H2O2 levels. To test this hypothesis, we

investigated the effects of Duox mutations on mitochon-

drial motility and speed in Mauthner cell axons. We found

that mitochondrial speed was slower in duox-/- mutant

larvae but that the mobility in Mauthner cell axons was

unaffected. In addition, we used enzyme-coupled roGFP2-

based probes to visualize chemically defined redox species

in vivo. Orp-1-based probes specifically and reversibly

report roGFP2 oxidation by H2O2 [43]. Our results showed

that H2O2 levels were lower in duox
-/- mutant larvae than in

WTs. These results indicate that Duox induced a decrease in

the amount of energy transported to axons and resulted in

poor axon regeneration. Our results are consistent with

findings from a previous study in giant pandas that used a

mutation in the duox gene to allow them to have a lower

metabolic rate through a lower level of thyroid hormone

synthesis [49]. This study revealed that Duox deficiency

inhibited Mauthner cell axon regeneration due to a lower

metabolic rate through a lower level of mitochondrial energy

production. However, these findings represented the Mauth-

ner cell axonal state in duox mutants without laser ablation.

To further investigate the effect of Duox in Mauthner

cell axon regeneration after laser ablation, we measured

mitochondrial speed and mobility at 24 hpa and 48 hpa. We

found that mitochondrial speed and mobility were both

lower in duox-/- mutant larvae than in WT larvae at 24 hpa,

but there was no significant difference at 48 hpa; hence, we

further focused on the changes at 24 hpa. Compared to non-

ablation and 48 hpa results, we found that mitochondrial

mobility played more vital roles at 24 hpa; we propose two

possible accounts for this finding. First, mitochondria are

mainly trafficked along microtubules by ATPase-depen-

dent kinesin and dynein motor proteins and dendrite- and

axon-specific adaptor proteins. In distal dendrites and the

entire axon, the plus-end of microtubules is oriented toward

the growth cone, and kinesins mediate anterograde trans-

port while dyneins mediate retrograde transport [50]. In

proximal dendrites, microtubule polarity is mixed, and

motor proteins are not selective for either anterograde or

retrograde transport [50]. After ablation, the growth cone

was closer to our imaging position at the distal axonal area

(Fig. 1A in our previous study) [28] compared to that

during non-ablation conditions, so we speculated that Duox

affects kinesin. Second, H2O2 is rapidly produced from

axonal laser ablation; to avoid damage from high levels of

H2O2, Mauthner cell axons increase mitochondrial mobil-

ity to consume more H2O2 [51] in WT larvae. However,

this mechanism is unnecessary in duox-/- mutant larvae

since H2O2 generation is inhibited. These findings collec-

tively suggest that during axon regeneration, axons require

highly integrated metabolic machinery and more antero-

grade trafficking of mitochondria for local ATP synthesis

to meet the large energy demands of regeneration, but these

processes appear to be impeded in duox-/- mutant larvae.

In summary, we found that zebrafish Duox inhibited

Mauthner cell axon regeneration via affecting mitochon-

drial mobility and speed. Our present study indicates that

metabolic insufficiency induced by duox mutant may

impair Mauthner cell regeneration due to impeded mito-

chondrial dynamics, which provides insight into the

interactions among energy metabolism, mitochondrial

trafficking, and axon regeneration in the CNS.

123

L. -Q. Yang et al.: Dual Oxidase Mutant Retards Axon Regeneration 1509



Acknowledgements This work was supported by the National

Natural Science Foundation of China (31771183 and 31701027)

and the National Key Research and Development Program of China

(2019YFA0405603 and 2019YFA0405600). We thank LetPub (www.

letpub.com) for its linguistic assistance during the preparation of this

manuscript.

Fig. 5 Duox affects mitochondrial speed and motility during Mau-

thner-cell axon regeneration. A Kymographs depicting mitochondrial

movement in Mauthner cell axons of WT (top) and duox-/- mutant

(below) fish at 24 hpa (left) and 48 hpa (right). B Comparison of
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C Comparison of mitochondrial mobility (showing total/anterograde/

retrograde types) in Mauthner cell axons of WT and duox-/- mutant

fish at 24 and 48 hpa. The data were analyzed with unpaired t tests (*P
\ 0.05; **P\ 0.01; ***P\ 0.001). Error bars represent SEM.
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Abstract Following intrathecal injection of fluorescent

tracers, ex vivo imaging of brain vibratome slices has been

widely used to study the glymphatic system in the rodent

brain. Tracer penetration into the brain is usually quantified

by image-processing, even though this approach requires

much time and manual operation. Here, we illustrate a

simple protocol for the quantitative determination of

glymphatic activity using spectrophotofluorometry. At

specific time-points following intracisternal or intrastriatal

injection of fluorescent tracers, certain brain regions and

the spinal cord were harvested and tracers were extracted

from the tissue. The intensity of tracers was analyzed

spectrophotometrically and their concentrations were quan-

tified from standard curves. Using this approach, the

regional and dynamic delivery of subarachnoid CSF tracers

into the brain parenchyma was assessed, and the clearance

of tracers from the brain was also determined. Furthermore,

the impairment of glymphatic influx in the brains of old

mice was confirmed using our approach. Our method is

more accurate and efficient than the imaging approach in

terms of the quantitative determination of glymphatic

activity, and this will be useful in preclinical studies.

Keywords Glymphatic system � Cerebrospinal fluid �
Fluorescent tracer � Spectrophotofluorometry

Introduction

The glymphatic system/pathway is a brain-wide system for

exchange between the cerebrospinal fluid (CSF) and the

interstitial fluid (ISF). It is mediated by the aquaporin-4

(AQP4) densely expressed in astrocytic end-feet around the

brain vasculature [1–3]. This system is proposed to

function in the removal of toxic metabolic waste such as

b-amyloid from the brain and the transport of CSF-derived

molecules such as apoE into the brain [3–8]. The glym-

phatic system is composed of an influx (CSF inflow via the

peri-arterial spaces) and an efflux (waste removal via the

peri-venous spaces), which are functionally coupled by

convective ISF flow from the arterial to the venous

perivascular spaces [2, 9]. Accumulating studies have

demonstrated that glymphatic activity is dramatically

enhanced during sleep and anesthesia [10–12], while its

function is seriously reduced in aging [13], Alzheimer’s

disease [14], traumatic brain injury [4], stroke [15], and

hypertension [16, 17].

Multiple approaches have been developed to analyze the

glymphatic pathway in animals and the human brain [2].

Among them, fluorescent tracers such as dextran, albumin,

and ovalbumin with different molecular weights tagged

with fluorophores are widely used to investigate CSF flow

and the glymphatic pathway in the rodent brain

[1, 13, 18, 19]. In addition, we recently found that

cadaverine tagged with a fluorophore also delineates the

movement of subarachnoid CSF into the brain and spinal

cord of mice [20, 21]. Following intrathecal injection of

tracers into the cisterna magna or lumbar spine, the
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dynamics of glymphatic flow has been successfully visu-

alized in vivo and ex vivo. For in vivo imaging, two-photon

optical imaging has been initially applied to characterize

the detailed and rapid perivascular CSF–ISF exchange

[1, 22, 23]. Transcranial macroscopic imaging through the

intact skull has recently been used for more global

observations of the mouse brain [24]. For ex vivo imaging,

visualization is conducted on coronal and sagittal brain

sections prepared from animals following the injection of

fluorescent tracers [13, 25]. Ex vivo imaging, in combina-

tion with immunohistochemistry, provides detailed infor-

mation on the perivascular distribution of CSF tracers in

the whole brain, specific regions, and even at the cellular

level [1, 13, 20, 21]. For quantitative analysis, tracer

penetration into the central nervous system (CNS) can be

quantified through image-processing [1, 13, 19, 20]. Usu-

ally under low power, a whole brain slice or an area of

interest is chosen and the mean pixel intensity or the

coverage area of the fluorescent tracer is manually

analyzed in imaging software. However, the image-quan-

tification method is time-consuming, laborious, and quite

unreliable due to the many steps involved.

Spectrophotofluorometry is capable of measuring the

content of fluorescent tracers in body fluids and tissues. For

example, extravasated Evans blue dye has been quantified

spectrophotometrically to assess protein leakage due to a

damaged blood-brain barrier [26]. After intracisternal

injection, the concentration of Evans blue-labeled albumin

in serum and AlexaFluor488 goat-anti-rabbit IgG in plasma

has been quantified on a microplate reader to assess the

drainage of proteins from the subarachnoid space to the

plasma [25, 27]. After gavaging, fluorescent tracers (MB-

402 and MB-301) in urine have been analyzed spec-

trophotofluorometrically to identify intestinal injury in rats

[28]. Therefore, determining the content of fluorescent

tracers in brain tissues through spectrophotofluorometry

could be used to evaluate glymphatic activity.

The goal of the present study was to establish a simple

protocol for quantitative determination of glymphatic

activity using spectrophotofluorometry. Using this

approach, time–concentration curves were established to

demonstrate the dynamic CSF inflow from the subarach-

noid space to the CNS and the removal of solutes from the

brain interstitium. Furthermore, we re-examined the

impaired glymphatic inflow of old mice using this new

approach. Our findings demonstrated that the glymphatic

flow of fluorescent tracers can be accurately quantified by

spectrophotofluorometry.

Materials and Methods

Animals

All our experimental protocols were approved by the

Committee on Animal Resources of Soochow University,

and conformed with the European Convention for the

Protection of Vertebrate Animals used for Experimental

and other Scientific Purposes. Male ICR mice and C57BL/

6 mice were acquired from the Shanghai Laboratory

Animal Center. The C57BL/6 mice (3–5 and 14–16 months

old) were used to study the effect of aging on glymphatic

activity, and ICR mice (3 months old) were used in the

other experiments. ICR mice were used mainly because

they are cheaper and more readily available than C57BL/6

mice. In all experiments, mice were anesthetized with a

combination of xylazine (10 mg/kg) and ketamine (100

mg/kg) by intraperitoneal injection. During the whole

process of tracer injection, body temperature was main-

tained at 37 ± 0.5�C by a heating pad.

Tracers

Fluorescein isothiocyanate–conjugated dextran (molecular

weight, 3 kDa; Dex-3) and Alexa 555–conjugated ovalbu-

min (molecular weight, 45 kDa; OA-45) were from

Invitrogen (D3306, O-34782, USA) [13, 29]. Tracers were

diluted in RIPA lysis buffer (P0013C, Beyotime, China)

[30] or artificial CSF (NaCl 7.247g, KCl 0.224g,

NaHCO3 2.184g, NaH2PO4 0.193g, MgSO4 0.493g,

CaCl2 0.222g, C6H12O6 1.982g, for the volume of 1000

mL).

Establishing Standard Curves

A standard vial of tracer contained the volume of lysis

buffer required to give a relative tracer concentration of

191010 pg/mL (1%). This stock solution was then used to

generate a standard curve (Fig. 1A, B). Lysis buffer was

used to make the dilutions as follows:

Ten test tubes #1–10 and ‘‘0 dose’’ were labeled, 270 lL
of the lysis buffer was added to tubes #1–10 and 300 lL to

the ‘‘0 dose’’ tube, and 30 lL of the stock solution was

added to tube #1 and vortexed. This was Standard tube #1

with a concentration of 19109 pg/mL (0.1%). Standards

#2–10 were then prepared by performing a 1:10 dilution of

the preceding standard. For example, to make Standard #2,

30 lL of Standard #1 was added to tube #2 and vortexed,

and so on. No tracer was added to the ‘‘0 Dose’’ tube. In

addition, two other standard tubes (29107 and 59107 pg/

mL) were set for Dex-3 (Fig. 1B). Finally, 100 lL of

solution was drawn from each tube and put into microplate
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containers. Three replicates were performed for each

standard. The intensity of fluorescent tracers in the

solutions was analyzed spectrophotofluorometrically at an

excitation wavelength of 485 nm for Dex-3 and 535 nm for

OA-45 and an emission wavelength of 535 nm for Dex-3

and 595 nm for OA-45 using a microplate reader (Fil-

terMax F5, Molecular Devices). The fluorescence intensity

of each standard (minus the fluorescence intensity of the ‘‘0

Dose’’ tube) was processed by logarithmic transformation.

Standard curves of the relationship between log10
Fluores-

cence Intensity and log10
Concentration (pg/mL) for OA-45 and Dex-3

were constructed (Fig. 1C, D). The limit of detection

(LOD) was calculated using the equation LOD = 3 SD/B,

where SD is the the standard deviation of the correspond-

ing concentration in the blank tube and B is the slope of the

linear equation.

Fig. 1 Standard curves of fluorescent tracers. A Serial dilution of

OA-45 and Dex-3 standards. B Serial dilution of the other two Dex-3

standards. C Standard curve of Dex-3. D Standard curve of OA-45.

The area outlined by green dashed lines indicates the range of tracer

intensity and their corresponding concentrations in the brain and

spinal cord following tracer injection in this study.
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Tracer Injection

Fluorescent tracer was diluted in artificial CSF to a final

concentration of 0.5% and intracisternal tracer injection

was done as previously described [13, 20, 21, 31]. Briefly,

anesthetized mice were fixed in a stereotaxic frame and the

dural membrane covering the cistern magna was carefully

exposed and cannulated using a 30 G needle attached via

PE-10 tubing to a Hamilton syringe. The needle was fixed

to the dural membrane with a mixture of cyanoacrylate

adhesive and dental cement. OA-45 and Dex-3 (10 lL in

total) were co-infused with a syringe pump (LSP01-1A,

Longer Precision Pump, China), at 1 lL/min for 10 min.

Intrastriatal tracer injection was performed as previously

described with minor modifications [13]. Anesthetized

mice were stereotaxically injected unilaterally into the

right striatum. The coordinates for injection were antero-

posterior ?0.2 mm and mediolateral ?2.0 mm relative to

bregma, and dorsoventral –2.6 mm from the brain surface.

Dex-3 (1 lL in total) was injected at 0.25 lL/min for 4

min. The needle was left in place for an additional 5 min

and then removed. Normothermia was maintained with a

heating pad and deep anesthesia was maintained

throughout.

Tracer Assays

Mice were decapitated at specified time-points after

intracisternal tracer infusion. After removing the brain

and spinal cord, the meninges were carefully removed and

the cerebral cortex, subcortical region, olfactory bulb,

cerebellum, brain stem, upper spinal cord (cervical and

thoracic segments), and lower spinal cord (lumbar and

sacral segments) were dissected (Fig. 2A). At 10, 60, and

90 min following intrastriatal infusion, mice were decap-

itated and the specified brain regions (including the

ipsilateral cortex and subcortex) were dissected (Fig. 4A).

These tissues were weighed and then stored at – 80�C until

use. To demonstrate the accuracy of the separation

procedure, the statistical results of tissue weights were

recorded (Table 1). To measure the tracer content, these

tissues were homogenized on ice with a volume of lysis

buffer corresponding to their weights (200 mg/mL), then

centrifuged at 12,000 g at 4�C for 20 min. Supernatant

aliquots (100 lL) were put into microplate containers and

the intensity of fluorescent tracers was spectrophotofluo-

rometrically assessed using the microplate reader. The

concentration of tracer was quantified from the standard

curves for Dex-3 and OA-45 and is expressed as ng/mg

tissue.

Ex vivo Fluorescence Imaging

At specified time-points following intracisternal and

intrastriatal tracer infusion, mice were transcardially per-

fused with phosphate-buffered saline (PBS) and 4%

paraformaldehyde (PFA). After post-fixation in 4% PFA

overnight at 4�C, each brain was harvested and cut into 100

lm sagittal or coronal sections on a vibratome. The

distribution of fluorescent tracers within the slices was

imaged under a fluorescence microscope (Eclipse TE

2000-U, Nikon, Japan). Whole-slice montages were inte-

grated using the Virtual Slice module of Kolor Autopano

Giga (V4.4), in which DAPI, green and red emission

channels were included. Based on the un-injected control

slices, exposure levels were determined and maintained

constant throughout the study. The distribution of fluores-

cent tracer was quantified as previously described [18–21].

Based on the DAPI channel, the fluorescence channels

were split and the region of interest (ROI) was defined for

each slice. Under a 94 objective, the whole brain slice or

defined ROI (Figs. 2A and 4A) was chosen and the mean

pixel intensity of fluorescent tracer was quantified. Using

ImageJ software (NIH), images were analyzed with a

uniform threshold at pixel intensity from 50 to 255.

Statistical Analysis

All data are presented as the mean ± SEM. All statistics

were calculated with GraphPad Prism (La Jolla, CA).

Analysis of variance (ANOVA) followed by Tukey’s post

hoc test was used for multiple comparisons. An unpaired

Student’s t test was used for comparison between two

groups. P \ 0.05 was considered to be statistically

significant.

bFig. 2 Regional distribution of tracers following intracisternal injec-

tion. A Schematic of intracisternal injection and region sampling.

B Representative images showing the penetration of Dex-3 (green)

and OA-45 (red) into the brain after successful and unsuccessful

injections (deep insertion and leaky injection) (slices from lateral 0.36

mm). C Mean intensity of fluorescent tracer (mean pixel intensity)

within defined ROIs following successful injection analyzed in

ImageJ (n = 4, *P\0.05, ***P\0.001 vs CTX, ANOVA followed

by Dunnett’s t-test). D Concentrations of fluorescent tracers (ng/mg

tissue) in defined brain regions following successful injection

assessed using a microplate reader (n = 6, **P \ 0.01, ***P \
0.001 vs CTX, ANOVA followed by Dunnett’s t-test). E Concentra-

tions of both tracers in the BS following deep injection are much

higher than those of successful injection (n = 4, ***P \ 0.001,

unpaired Student’s t-test). F Concentrations of both tracers in the BS

are significantly lower following leaky injection than those of

successful injection (n = 4, **P \ 0.01, ***P \ 0.001, unpaired

Student’s t-test). CTX, cerebral cortex; SCR, subcortical region; OB,
olfactory bulb; CB, cerebellum; BS, brainstem; USC, upper spinal

cord; LSC, lower spinal cord; SI, successful injection; DI, deep

injection; LI, leaky injection.
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Results

Standard Curves of Fluorescent Tracers for Con-

centration Quantification

The standard curve of OA-45 demonstrated that the

fluorescence intensity remained at the basal level and did

not significantly change when the concentration ranged

from 1 pg/mL to 100 pg/mL. Similarly, the standard curve

of Dex-3 showed that the basal fluorescence intensity did

not change when the concentration ranged from 1 pg/mL to

10 pg/mL. We then calculated the LOD for each tracer.

Results showed that the LOD for OA-45 was 60.63 pg/mL,

and that for Dex-3 was 5.79 pg/mL. Notably, the instru-

ment saturated when the Dex-3 concentration reached

19108 pg/mL, while it did not saturate when the OA-45

concentration reached 19109 pg/mL (Fig. 1C, D), which

was the highest concentration set in this experiment.

Moreover, the fluorescence intensity of Dex-3 was

markedly higher than that of OA-45 at the same concen-

tration, mostly because Dex-3 conjugated more or brighter

fluorophores per mg than OA-45. In all subsequent

experiments, the fluorescence intensity of both tracers in

CNS tissue following intracisternal or intrastriatal injection

was measured by the microplate reader, and the corre-

sponding concentration was located in the middle of the

standard curves (shown by the areas outlined by green

dashed lines in Fig. 1C and D).

Delivery of Subarachnoid CSF Tracers

into the Brain and Detection

by the Microplate Assay

At 30 min following tracer injection, transport into the

brain parenchyma was estimated ex vivo using the imaging

approach and the microplate assay (Fig. 2A). Representa-

tive images showed that Dex-3 and OA-45 robustly

accumulated at the pial surface, in several cisterns, and

in the brain parenchyma. Dex-3 penetrated more deeply

than OA-45, mostly because the molecular weight of Dex-3

(3 kDa) is lower than OA-45 (45 kDa) (Fig. 2B). Next, we

defined several brain ROIs – cerebral cortex (CTX),

subcortical region (SCR), olfactory bulb (OB), cerebellum

(CB), and brainstem (BS) (Fig. 2A) – and quantified the

mean pixel intensity of tracer within these ROIs using

ImageJ. The results showed that the fluorescence intensity

of both tracers (mean pixel intensity) in the BS (Dex-3,

21.00 ± 1.02; OA-45, 21.45 ± 1.02) and CB (Dex-3, 21.90

± 0.96; OA-45: 27.30 ± 2.57) were significantly higher

than those in the CTX (Dex-3, 15.94 ± 0.82; OA-45, 14.34

± 0.37). The intensity of both tracers in the SCR (Dex-3,

20.78 ± 0.40; OA-45, 20.20 ± 0.67) and OB (Dex-3, 20.01

± 1.67; OA-45, 19.43 ± 1.44) were somewhat higher than

those in the CTX but the difference was not significant

(Fig. 2C).

The results of the microplate assays revealed that, after

injection, the concentration of Dex-3 within each defined

region was much higher than that of OA-45. Moreover, the

concentration of both tracers (ng/mg tissue) in the BS

(Dex-3, 20.93 ± 1.29; OA-45, 9.20 ± 0.96), CB (Dex-3,

11.83 ± 0.91; OA-45, 6.87 ± 0.74), and OB (Dex-3, 14.30

± 1.50; OA-45, 11.31 ± 0.89) were much higher than

those of CTX (Dex-3, 5.04 ± 0.80; OA-45, 4.74 ± 0.80).

The concentrations of both tracers in the SCR (Dex-3, 7.55

± 0.77; OA-45, 5.24 ± 0.60) and USC (Dex-3, 6.63 ±

0.91; OA-45, 3.77 ± 0.38) were similar to those of CTX,

while those in the LSC (Dex-3, 0.82 ± 0.14; OA-45, 0.80

± 0.12) were significantly lower than those in the CTX

(Fig. 2D). These results on brain uptake of tracers are

mostly in line with the results of the imaging-quantification

approach.

In our experience, unsuccessful intracisternal injection

may sometimes happen, especially for beginners. The

failure is usually caused by tracer leakage during injection

(leaky injection) or injecting into the tissue incautiously

(deep injection). This is a significant source of data

variability. To judge whether an injection was successful,

we did the next experiments. PE-10 tubing was inserted

Table 1 Weights of tissue harvested from mice receiving intracisternal tracer injection (mg).

Mice CTX SCR OB CB BS USC LSC

ICR 145.19±2.22

(n = 30)

143.37±3.30

(n = 30)

27.62±0.72

(n = 30)

57.63±1.02

(n = 30)

64.40±1.34

(n = 42)

41.01±1.87

(n = 30)

33.11±1.48

(n = 30)

C57BL/6 (young) 147.44±3.53

(n = 5)

146.96±4.58

(n = 5)

23.36±0.85

(n = 5)

50.50±1.75

(n = 5)

65.36±1.57

(n = 5)

41.20±3.70

(n = 5)

33.64±2.15

(n = 5)

C57BL/6 (old) 144.24±4.75

(n = 5)

150.46±4.36

(n = 5)

27.34±0.52

(n = 5)

55.04±5.15

(n = 5)

66.94±2.25

(n = 5)

51.50±4.75

(n = 5)

37.46±2.47

(n = 5)

CTX, cerebral cortex; SCR, subcortical region; OB, olfactory bulb; CB, cerebellum; BS, brainstem; USC, upper spinal cord; LSC, lower spinal

cord
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into the brainstem, mimicking the situation of injecting too

deep. In addition, a small volume of tracers (5 lL, half of
the normal volume) was injected intracisternally, mimick-

ing the situation of leaky injection. Representative images

showed that at 30 min following deep injection, large

amounts of Dex-3 and OA-45 were found in the BS. In

contrast, following leaky injection, the delivery of tracers

into the BS and other regions was markedly reduced when

compared with successful injection (Fig. 2B). Consistently,

microplate assays revealed that, following injection, the

concentration of tracer in the BS of mice receiving a deep

injection dramatically increased to 318.4% ± 51.7% (Dex-

3) and 473.4% ± 70.8% (OA-45) that of a successful

injection (Fig. 2E). The tracer concentrations in the BS of

mice receiving a leaky injection markedly decreased to

51.1% ± 7.0% (Dex-3) and 49.0% ± 8.4% (OA-45) that of

a successful injection (Fig. 2F). Thus, we speculate that the

tracer concentration in the BS can be used to judge whether

an intracisternal injection is successful.

Next, we went further to explore the dynamic pattern of

CSF tracer delivery into the CNS. At 10, 30, 60, and 120

min after injection into the cistern magna, tracer penetra-

tion into the CNS was evaluated ex vivo using the imaging

approach and the microplate assay. Representative images

demonstrated that Dex-3 and OA-45 existed in the sagittal

brain sections at all these time-points. In contrast, the un-

injected control slices showed negligible fluorescence. The

distribution of tracers in the sections varied largely with

time (Fig. 3A). Evaluation of the delivery of tracers into

the CNS at different time-points using the microplate assay

revealed that the concentrations of both OA-45 and Dex-3

in the CTX and SCR reached a peak at 60 min, and

declined at 120 min post-injection. The concentrations of

both tracers in the OB reached a plateau at 30 min, and

remained at the same level at 60 min, and then declined at

120 min post-injection. Interestingly, the concentrations of

both tracers in the CB and BS peaked at 10 min and

declined at later time points. This indicated that the

transport of CSF tracers to the CB and BS is more rapid

than other brain regions, mostly because these two regions

are adjacent to the injection site. Moreover, both tracers in

the LSC consistently remained very low at all time-points,

mostly because the LSC is far from the injection site. In

contrast, the concentrations of both tracers in the USC were

much higher than those in the LSC at each time-point.

They peaked at 60 min and then declined at 120 min post-

injection (Fig. 3B, C).

Fig. 3 Time-dependent inflow of CSF tracers into brain parenchyma.

A Representative images showing that the distribution of fluorescent

tracers in sagittal brain slices (at lateral 0.36 mm) varies with time

(green, Dex-3; red, OA-45). Moreover, the un-injected control slices

(NC) showed negligible fluorescence. B, C Time-dependent penetra-

tion of fluorescent tracers Dex-3 (B, n = 6) and OA-45 (C, n = 6)

quantified using microplate assays (dashed lines, virtual concentra-

tion of tracer (tissue autofluorescence) in defined brain regions from

NC mice). CTX, cerebral cortex; SCR, subcortical region; OB,

olfactory bulb; CB, cerebellum; BS, brainstem; USC, upper spinal

cord; LSC, lower spinal cord.
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Fig. 4 Clearance of fluorescent

tracer from the brain detected by

microplate assays. A Schematic

of intrastriatal injection and

regional sampling. B Represen-

tative images showing the dis-

tribution of Dex-3 (green) in

brain over the first 90 min after

tracer injection at bregma ?1.10

mm. C Mean fluorescence

intensity of tracer (mean pixel

intensity) in specific brain

regions quantified using ImageJ

(n = 3; **P\ 0.01, ***P\
0.001 vs 10 min, ANOVA fol-

lowed by Dunnett’s t-test).
D Concentration of tracer (ng/

mg tissue) with time in specific

brain regions using microplate

assays (dashed lines, virtual

tracer concentration (tissue aut-

ofluorescence) in defined brain

regions from NC mice (n = 6;

***P\ 0.001 vs 10 min,

ANOVA followed by Dunnett’s

t-test).
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Clearance of Fluorescent Tracers from Brain

Detected by Microplate Assay

We next explored whether the clearance of fluorescent

tracers injected into the brain parenchyma can be detected

by the microplate assay. The right caudate nucleus of

anesthetized ICR mice was cannulated stereotaxically and

then Dex-3 (1 lL) was slowly injected. Notably, OA-45

was not used in this experiment due to its lower fluorescent

sensitivity than Dex-3. At 10, 60, and 90 min following

intrastriatal injection, the residual tracer in cortex and

subcortex was estimated ex vivo by the imaging approach

and the microplate assay (Fig. 4A). Representative images

showed that robust Dex-3 intensity appeared in the

ipsilateral cortex and subcortex, while the contralateral

hemisphere was almost devoid of tracer following injec-

tion. Tracer accumulated in the injection site, radially

spread to surrounding areas, and its signal declined sharply

from 10 min to 90 min post-injection (Fig. 4B). Quantifi-

cation showed that the pixel intensity in the ipsilateral

cortex decreased to 65.6% ± 2.2% (60 min) and 31.0% ±

1.7% (90 min) of that at 10 min, and the tracer intensity in

the ipsilateral subcortex decreased to 49.7% ± 4.7% (60

min) and 23.1% ± 1.8% (90 min) of that at 10 min

(Fig. 4C).

Further, the ipsilateral cortex and subcortex were

harvested and weighted (CTX: 64.09 ± 1.56 mg, n = 15;

SCR: 73.29 ± 2.07 mg, n = 15), and tracers were detected

by microplate assays. The results showed that the concen-

tration of tracers in the ipsilateral cortex sharply decreased

to 14.8% ± 2.8% (60 min) and 8.0% ± 0.6% (90 min) of

that at 10 min, and those in the ipsilateral subcortex

markedly declined to 8.9% ± 2.3% (60 min) and 4.4% ±

0.4% (90 min) of that at 10 min (Fig. 4D). The results were

consistent with those with the imaging-quantification

approach. Notably, the clearance measured by

microplate assay was more rapid than that by the imaging

approach, mostly because the overexposure of images

reduced the difference in tracer intensity between the early

and later time-points.

Reduced Glymphatic Inflow in the Aged Mouse

Brain Confirmed by Microplate Assay

Evaluating CSF flow by in vivo two-photon optical

imaging and ex vivo fluorescence imaging, Kress et al.

reported that glymphatic activity is dramatically reduced in

the aged mouse brain [13]. We next re-examined whether

glymphatic influx was impaired in the aging brain using

our microplate assay. In this experiment, young (3–5

months) and old (14–16 months) male C57Bl/6 mice were

used. At 30 min after intracisternal injection, the transport

of CSF tracer into the brain was estimated ex vivo by the

imaging approach and the microplate assay. Representative

images showed that the signals of both Dex-3 and OA-45

in sagittal brain slices from old mice were weaker than

those from young mice (Fig. 5A). Similarly, microplate as-

says demonstrated that the concentration of Dex-3 in the

brain from old mice decreased to 49.3% ± 2.7% (CTX)

and 69.8% ± 4.9% (SCR) that of young mice, and the

concentration of OA-45 in the brain from old mice

decreased to 59.0% ± 3.3% (CTX) and 77.0% ± 5.4%

(SCR) that of young mice. In contrast, there was no

significant difference between young and old mice in the

other brain regions (Fig. 5B). These results are consistent

with Kress’s report using in vivo and ex vivo imaging [13].

Discussion

In the present study, two protocols were used to assess

glymphatic activity (Fig. 6). At specific time-points fol-

lowing the injection of fluorescent tracers, their delivery

into the brain parenchyma or removal from the brain was

assessed ex vivo by the imaging approach and the

microplate assay we developed here. The imaging

approach refers to tracer distribution within brain sections

imaged ex vivo under a fluorescence microscope and

quantified using image-analysis software. This requires

many manual operations such as myocardial perfusion with

PBS and 4% PFA, overnight post-fixation, slicing on a

vibratome, DAPI mounting, imaging under a microscope,

acquiring images of whole-brain slices, and quantifying the

mean pixel intensity or the coverage area of tracer using

software. This approach has been widely used even though

many steps are involved and much time is spent. In

contrast, our microplate assay is time-saving and highly

efficient in terms of the quantitation of glymphatic flow.

After tracer injection, the subsequent steps only require

sacrificing mice, dissecting brain regions, extracting tracers

by homogenization and centrifugation, assessing the inten-

sity of tracers using a microplate reader, and quantifying

the concentrations of tracers from standard curves.

Here, five brain regions and the upper and lower spinal

cord were separated. Among them, the weight of the OB

was minimal (27.62 ± 0.72 mg for ICR mice), while the

weight of the CTX was maximal (145.19 ± 2.22 mg for

ICR mice) (Table 1). To minimize the influence of tissue

weight on the results, these regions were precisely weighed

on an electronic balance, and then homogenized with the

corresponding volume of lysis buffer (200 mg/mL).

Sometimes, small brain regions such as the hippocampus

and hypothalamus, need to be separated for study [32]. For

these smaller brain regions, we believe that our method is

able to assess the concentrations of tracers within them if

the proper volume of lysis buffer was used. For example, in
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another project, the hippocampus of mice was separated at

30 min after intracisternal injection. After homogenization

with a suitable volume of lysis buffer (100 mg/mL), the

concentration of Dex-3 was successfully measured using

the microplate assay (*5 ng/mg). It is worth noting that

more lysis buffer should be added when homogenizing

smaller tissues in order to harvest sufficient supernatant.

Fig. 5 The inflow of CSF tracers is markedly reduced in the brains of

old mice. A Representative images showing the different tracer

distribution in sagittal brain slices (at lateral 0.72 mm) in young and

old mice (green, Dex-3; red, OA-45). B Concentrations of fluorescent

tracers in defined brain regions using microplate arrays (n = 6; *P\

0.05, **P\0.01, ***P\0.001 vs young mice, unpaired Student’s t-
test). CTX, cerebral cortex; SCR, subcortical region; OB, olfactory

bulb; CB, cerebellum; BS, brainstem; USC, upper spinal cord; LSC,

lower spinal cord.

Fig. 6 Schematic of the imaging approach and microplate assay for the quantitation of glymphatic activity.
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Advantages of the Imaging Approach for Studies

of the Glymphatic System

Apart from the outflow via arachnoid granulations and

along cranial/spinal nerve sheaths, subarachnoid CSF can

re-circulate into the brain along the peri-arterial space,

exchange with brain ISF, and ultimately efflux via the peri-

venous space [2, 3]. The continuous and brain-wide CSF-

ISF exchange is termed the glymphatic system, which is a

novel concept in CSF studies and has received increasing

attention recently [2, 9]. The role of the glymphatic system

has been studied through injection with fluorescent,

radiolabeled, and gadolinium-based tracers [2], among

which fluorescent tracers are most extensively used to

identify CSF flux and the glymphatic pathway in the rodent

brain. Following intrathecal tracer injection, the dynamics

of glymphatic flow has been imaged in vivo and ex vivo. In

vivo imaging was initially conducted with two-photon

optical imaging to demonstrate the detailed perivascular

CSF-ISF exchange in rodents [1, 22, 23]. Transcranial

macroscopic imaging is a less invasive approach due to

imaging through the intact skull of mice, and such global

observation has been used more recently [24]. Moreover,

dynamic contrast-enhanced magnetic resonance imaging

(MRI) and PET-CT scans, the least invasive approaches,

have been used in both preclinical and clinical studies of

glymphatic activity [25, 33–35].

Besides, ex vivo imaging has been widely used to study

the glymphatic pathway. This is usually conducted on brain

sections (20-100 lm thick) from mice or rats after tracer

injection [13, 25]. The superiority of this approach is that it

can provide detailed information on the brain-wide and

regional distribution of CSF tracers in the glymphatic

pathway. In combination with immunohistochemistry, the

microscopic distribution of fluorescent tracers can be

compared with the expression patterns of specific mole-

cules, such as AQP4 expressed on astrocytic end-feet

[1, 13], and demonstrate the uptake of CSF solutes by

specific cells such as neurons and astrocytes [20, 21]. In

addition, tracer penetration into the brain can be quantified

through image-processing [1, 13, 19, 20]. Usually at low

power, whole-brain slices or defined ROIs are chosen and

the mean pixel intensity or the coverage area of fluorescent

tracer is quantified. At least 3 slices per region per animal

are quantified in the same manner and then averaged to

produce a single value. By quantification of the mean pixel

intensity or the coverage of tracers, previous studies have

shown that glymphatic influx dramatically increases under

anesthesia [12], low alcohol exposure [36], and voluntary

running [37]. In contrast, glymphatic flux is seriously

damaged in aging [13], Alzheimer’s disease [14], traumatic

brain injury [4], deficiency of platelet-derived growth

factor B [38], and under chronic stress [19, 39].

Comparison of Imaging Approach and Microplate

Assay

Although the imaging-quantification approach has been

widely used, it is worth noting that this method has some

obvious limitations. First, the signal of fluorescent tracers

under microscopy is highly dependent on the quality of

tissue fixation, especially transcardial perfusion-fixation.

Poor fixation leads to the loss of tracers from tissue and a

weak fluorescence signal, which leads to a high degree of

data inaccuracy. Second, imaging parameters are hard to

set to avoid over- and under-exposure in all images. Third,

sequential images must be quantified manually to reveal

the distribution of tracers in the whole brain or specific

brain regions. The ROIs outlined for tracer distribution and

the minimum/maximum fluorescence intensity settings are

subjective. Most seriously, the protocol is extremely time-

consuming due to the many steps involved. What is more,

the distribution of CSF tracers in histological sections

following fixation does not always faithfully reflect their

locations when the animals are alive. By using in vivo

particle tracking in live mice, Mestre et al. showed that

myocardial perfusion with 4% PFA causes retrograde CSF

flow and collapses the perivascular space (PVS), signifi-

cantly altering the distribution of tracers in the brain

parenchyma [16]. Thus, it is desirable to establish a better

method to quantify the glymphatic pathway in animal

models.

In the present study, we described a simple protocol –

the microplate assay – for the quantification of glymphatic

flow following the injection of fluorescent tracers. The

regional and time-dependent inflow of CSF tracer into the

brain parenchyma following intracisternal injection was

successfully detected by the microplate assay. Moreover,

the clearance of CSF tracers from the brain following

intrastriatal infusion was also successfully detected using

this approach. The results were mostly in line with our

observations using the imaging approach. Compared to the

imaging-quantification approach, the main advantage of

our protocol is time-saving due to elimination of the

perfusion-fixation, overnight post-fixation, cutting, imag-

ing, and the manual quantification of images. Moreover,

the tissue-content of tracers is measured accurately by

spectrophotofluorometry, which is more efficient and

objective than manual quantification of images. In our

view, the microplate assay is advantageous in quantitative

determination, while the imaging approach excels in

demonstrating detailed anatomical structure [40]. Thus,
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following fluorescent tracer injection, the imaging

approach is recommended to qualitatively visualize the

detailed pathways of glymphatic flow, and the microplate

assay is recommended to quantitatively assess changes in

glymphatic activity for the whole brain or specific regions.

Combination of the two approaches will enhance the study

of glymphatic CSF inflow, ICF flow, and solute removal

from the brain.

By using the approach described here, we found that

following intracisternal injection, the concentrations of

both OA-45 and Dex-3 in the CTX and OB reached a peak

at 60 min, consistent with findings using in vivo transcra-

nial macroscopic imaging [38]. Moreover, using dynamic

contrast-enhanced MRI, Gaberel et al. revealed that

DOTA-Gadolinium progressively enters the brain, and

the contrast material reaches all the brain regions of Swiss

mice at 60 min after intracisternal injection [15]. Similarly,

Mestre et al. found that the signal of the contrast agent

gadoteridol on coronal sections increased from 30 min to

60 min after intracisternal injection, whether in the whole

brain or specific regions such as the cortex, subcortical

regions, hippocampus, and third ventricle [41]. These

findings with the imaging approach are in line with our data

from the microplate assay.

Comparison of Radio-labeled Approach and Mi-

croplate Assay

Besides the imaging approaches discussed above, glym-

phatic flow has also been quantified using the radio-labeled

approach. Radio-labeled tracers (e.g., 3H-mannitol, 3H-

dextran-10, 125I-Ab40, and 14C-inulin) are intracisternally

injected at very low concentrations. After a certain number

of minutes, the mouse brain is quickly harvested and

analyzed for radioactivity to quantify glymphatic influx

[1, 14]. Moreover, the radioactive tracers are stereotaxi-

cally micro-injected into the frontal cortex or caudate

nucleus of mice. Thirty minutes to 2 h after injection, tracer

clearance is assessed by gamma counting or liquid

scintillation counting to quantify solute clearance from

the brain [1, 10, 13, 14]. Although it has greater resolution,

the radio-labeled approach has the vital limitation of

radioactive pollution. Since fluorescent tracers can be

measured by microplate readers and are easily degraded,

they seem to be an ideal replacement for radio-labeled

tracers to study glymphatic flow. Our study showed that the

concentration of fluorescent tracers even at rather low

levels in the CNS after intracisternal or intrastriatal

injection can be successfully determined by microplate

assays. Compared to the radio-labeling approach, the

method described here is minimally-polluting, relatively

cheap, and accessible. Of note, the protocol we developed

is not applicable to clinical use because it is invasive and

the fluorescent tracers are harmful.

Re-examination of Glymphatic Influx in the Aging

Mouse Brain Using the Microplate Assay

Using in vivo and ex vivo fluorescence microscopy, Kress

et al. found that aging leads to a significant reduction in

glymphatic influx in mice [13]. Further, quantification of

OA-45 penetration demonstrated that the age-related

reduction of glymphatic activity is mainly restricted to

the cortex [13]. In the present study, we confirmed the

damaged glymphatic influx into the cortex of old mice

using our microplate assay. Representative images showed

that the difference in CSF tracers in cortex between young

and old mice was not significant (Fig. 5), mostly because

only the dorsal cortex was contained in the sagittal slices

(at lateral 0.72 mm). Consistent with this, through quan-

tification of tracer fluorescence in coronal brain slices,

Kress et al. also found that the decline of glymphatic influx

caused by aging was significant in the lateral and ventral

cortex, but not in the dorsal cortex [13].

To evaluate the interstitial solute clearance from the

brain, Kress et al. further stereotaxically injected radio-

tracers such as 125I-Ab40 and 14C-inulin into the mouse

striatum [13]. After 60 min, the drainage of radiotracers

was analyzed for radioactivity, showing that the clearance

of 14C-inulin and 125I-Ab40 was markedly reduced in both

the middle-aged and old mouse brains [13]. This approach

has also been used by other groups to assess solute

clearance from the brain [10, 14]. In the present study, the

concentration of residual fluorescent tracer at 60 and 90

min following intrastriatal injection was also detected by

our microplate assay. However, injection into cortex or

striatum is invasive. Mestre et al. recently reported that the

injection approach markedly suppresses CSF influx [41].

To avoid the acute damage caused by insertion, it is

necessary to stereotaxically implant a cannula into the

brain 18–24 h before tracer injection [42]. Even so, it is

worth noting that glymphatic activity may be damaged by

the chronic traumatic injury [4]. Thus, we did not use

intraparenchymal tracer injection to investigate the glym-

phatic disorder in the old mouse brain in the present study.

Conclusion

To the best of our knowledge, we are the first to evaluate

glymphatic inflow and the clearance of fluorescent tracers

using spectrophotofluorometry. The content of fluorescent

tracers in the CNS following intrathecal or intraperanchy-

mal injection can be accurately measured using our

microplate assay. Furthermore, the impairment of
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glymphatic influx in aged mice was confirmed using our

approach. In terms of quantitation, our protocol has

advantages over the imaging approach due to the short

time required and better accuracy. Compared to the radio-

labeling approach, the main advantage of the protocol

described here is minimal pollution and easy accessibility.

The approach developed here is convenient and efficient

for the quantitation of glymphatic activity.
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Dear Editor,

Stimulus-specific adaptation (SSA) is the process whereby

a neuron responds more strongly to rare stimuli than to the

same stimuli presented in a repetitive way. This phe-

nomenon has been regarded as one of the mechanisms that

give rise to novelty- or change-detection. SSA has been

extensively investigated along the auditory pathway from

the cochlear nucleus to the auditory cortex (AC) [1, 2] and

in other sensory systems [3]. While the exact neuronal

mechanisms underlying SSA are still poorly understood

and may involve a range of effects including synaptic

plasticity and intrinsic membrane dynamics (for a review,

see [2]), the functional characteristics of SSA have been

well described by computational models. One such model,

the ‘adaptation in narrowly-tuned modules’ (ANTM)

model [4], is currently the most widely accepted model

of auditory SSA in the frequency domain. Although it was

first introduced to explain SSA in the AC, the principles of

the model may also apply to other brain areas. This is

indeed an important challenge, since SSA is a ubiquitous

phenomenon in the brain, and computational models of

SSA should capture the general mechanisms mediating

SSA independent of brain region, stimulus type, or

modality [4].

One of the paradoxical findings explained by the ANTM

model is that SSA occurs in widely-tuned neurons in the

AC, even though the physical differences between rare

deviants and repetitive standards may be very narrow. The

ANTM model postulates that SSA in widely-tuned neurons

reflects adaptation specific to inputs from neurons narrowly

tuned to the repetitive frequency [4], allowing adaptation to

be frequency-specific. However, evidence for such fre-

quency specificity from regions other than the AC is so far

limited to subcortical regions such as the thalamus and

inferior colliculus, with a large proportion of narrowly-

tuned neurons [5]. It is therefore an open question whether

areas with different tuning properties show frequency-

specific adaptation. Here, we focus on the thalamic

reticular nucleus (TRN), an area receiving multiple corti-

cothalamic and thalamocortical collaterals and mostly

populated by widely-tuned neurons [6].

Furthermore, as most of the previous SSA research

mainly focused on comparing responses to the same stimuli

between the rare presentation and the repetitive presenta-

tion, but not on the temporal evolution of SSA [1, 2, 7, 8],

little direct analysis has been made to probe the frequency

specificity of SSA during the entire adaptation process. In

this report, we first demonstrate frequency-specific adap-

tation in widely-tuned neurons in the TRN in two regimes:

during acoustic stimulation, and during direct electrical
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stimulation in monosynaptic inputs from the AC to the

TRN. In both cases, we then characterize the dynamics of

TRN adaptation and release over time. Finally, we interpret

these findings in terms of synaptic adaptation in narrowly-

tuned inputs from the AC to the TRN.

We used an oddball paradigm (a detailed description of

the materials and methods is provided in Supplemental

Materials) with a combination of two tones (Fig. 1A).

Instead of a traditional analysis focusing on a comparison

between deviant and standard responses, we analyzed

neuronal firing during the switching period between the last

standard stimulus and the deviant stimulus, to characterize

the temporal evolution of SSA.

Single TRN neurons (n = 44) (an example location is

shown in the left panel of Figure 1B) were isolated in vivo

in 10 rats. The neurons were first tested by screening their

responses to different tones (right panel in Fig. 1B). Two

tones were then chosen to generate the oddball stimulus

sequence. In this particular example, we presented a 2,150

Hz pure tone 6 times, followed by a deviant 3,096 Hz tone

with an interstimulus interval (ISI) of 200 ms (Fig. 1C).

There was a 2.8-s period of silence after each deviant tone

for the recovery of the neuron before another stimulation

block started. The 2,150 Hz pure tone elicited a response

on first presentation; however, after 4–6 trials, the neuron

adapted completely to the tone and stopped responding.

Fig. 1 Adaptation in the TRN is frequency-specific. A The oddball

paradigm. Two tones with at least 0.53 octave separation were

selected for subsequent oddball stimulation across two blocks. In one

block, one tone (standard stimulus) was presented 6 times and

followed by a single deviant tone (deviant stimulus), each separated

by 200 ms; in the other block, the formed deviant became the new

standard and vice versa. The two blocks were randomly presented at

an inter-block interval of 4 s. B Left: Track of recording electrode, as

shown by Nissl stain (arrow indicates the recording site; scale bar, 1

mm). Right: Raster plots of a representative example neuron as a

function of tone frequency. Pure tones (0.5–48 kHz) were randomly

presented at 70 dB SPL. C, D Raster displays showing example

single-trial responses during the entire block; acoustic stimulation is

indicated by the filled bars below (black: 3,096 Hz tone; grey: 2,150

Hz tone). E, F Peristimulus time histograms (PSTHs) of the example

neuron during the switching period from the last standard stimulation

to the first deviant stimulation; stimuli indicated by the bars as in C,
D. G, H Population PSTHs (n = 44) during the switching period. Bars

indicate the two tones (grey: f1; black: f2; f1\f2).
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The subsequent introduction of the 3,096 Hz tone evoked a

strong response (Fig. 1C), suggesting that complete adap-

tation to the 2,150 Hz (‘‘standard’’) tone did not apply to

the 3,096 Hz (‘‘deviant’’) tone. Next, the standard and

deviant stimuli were swapped (Fig. 1D). Again, the TRN

neuron adapted completely to the 3,096 Hz tone by the 6th

trial, but showed a robust response to the deviant 2,150 Hz

tone, showing frequency-specific adaptation. The temporal

dynamic of the neuron’s responsiveness during the switch-

ing period was evident in the peristimulus time histograms

(PSTHs) (Fig. 1E–F). In both cases, we could easily detect

the transformation of neuronal firing from silent to highly

responsive when the stimulation changed from standard to

deviant (Fig. 1E–F).

The population data showed similar results (Fig. 1G, H).

During the first transition from standard to deviant, the

mean firing rate increased from 10.8 Hz for the last

standard presentation to 23.7 Hz for the deviant presenta-

tion (Fig. 1G, P\0.001, paired t-test). During the reverse

transition, the mean firing rate increased again from 11.8

Hz to 27.3 Hz (Fig. 1H, P \0.001, paired t-test). Thus,

even though the TRN neurons adapted to one specific tone,

they demonstrated strong responses to novel tones at

different frequencies (Fig. 1G, H), suggesting frequency-

specific adaptation.

Having demonstrated the frequency-specific adaptation

underlying SSA in TRN neurons, we explored the possible

neuronal mechanisms underlying this phenomenon. The

major inputs to the TRN are from the thalamus and cortex

[9], with cortical inputs much stronger than thalamic inputs

[10]. Since cortical inputs to the TRN follow the tonotopic

organization in the AC [7, 10], we asked whether

frequency-specific adaptation in the TRN could arise from

the frequency-specificity of adaptation in tonotopic regions

of the AC. Given the broad and unidirectional inputs from

the AC to each individual TRN neuron [6, 11], we used

direct electrical activation in the AC to test the hypothesis

that frequency-specific adaptation in the TRN results from

adaptation in its AC inputs. Instead of pure tones (Fig. 1A),

the oddball stimulation formed a sequence of electrical

stimulation at two sites in the AC with tentative monosy-

naptic projections to the TRN (see below).

Biphasic (0.5/0.5 ms) current at 50 lA was applied at

site 1 in the AC 6 times (Fig. 2A, grey arrows), followed

by the deviant electrical stimulation at site 2 (black arrow),

with an ISI of 200 ms. The stimulation at site 1 elicited a

strong response in the example TRN neuron on the first

trial. The short response latency (6.5 ms) suggested that the

projection was monosynaptic, which is also consistent with

previous results in vitro [10]. By trial 5, the neuron adapted

Fig. 2 TRN adaptation speci-

ficity to tonotopic inputs from

the AC. A, B Raster displays

showing responses during the

entire block of an electrical

oddball paradigm, based on

electrical stimulation at two

sites in the AC. Stimulation

(0.5/0.5 ms biphasic) is indi-

cated by the arrows (grey: site 1;

black: site 2). Insets: short-la-

tency responses relative to

stimulation onset (30 ms) for the

first trial and the deviant trial in

each block. C, D PSTHs of a

representative neuron during the

switching period from the last

standard to the deviant stimula-

tion (grey arrow: site 1; black:

site 2). E, F Population PSTHs

(n = 12) during the switching

period. Arrows below the

PSTHs indicate electrical stim-

ulation at two sites (grey: site 1;

black: site 2; site numbers arbi-

trarily assigned).
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completely to stimulation at site 1, suggesting that synaptic

adaptation took place at the corticoreticular synapses.

When the stimulation was switched to AC site 2, the TRN

neuron recovered and responded, again with a short latency

(4.9 ms), indicating a monosynaptic projection. The

difference in TRN response latencies suggested that the

two AC sites recruited different synapses. Next, the

standard and deviant stimulation sites were swapped

(Fig. 2B). The TRN neuron stopped responding to the

stimulation at site 2 by the 6th trial, but showed a robust

response to the deviant stimulation at site 1 (latency: 5.6

ms). The PSTHs (Fig. 2C, D) and population data (Fig. 2E,

F) showed effects similar to those following auditory

stimulation: in both cases, neuronal firing increased during

both switching periods from standard to deviant stimula-

tion (Fig. 2C, D), suggesting that frequency-specific adap-

tation in the TRN can be induced not only by acoustic

stimulation, but also by electrical stimulation of different

regions in the tonotopically-organized AC. Since we used

the same settings for both electrical and sound oddball

stimulation, the synaptic adaptation during the electrical

stimulation may also occur in the sound stimulation. These

results taken together suggest that synaptic adaptation in

the tonotopically-organized AC (Fig. 2) is a plausible

mechanism underlying frequency-specific adaptation in the

TRN (Fig. 1).

We provide the first in vivo experimental evidence from

TRN neurons that although some of their synaptic inputs

adapt to the stimulation, other synaptic inputs can continue

to evoke strong responses (Fig. 2). Synaptic adaptation

may therefore contribute to adaptation specificity with

respect to the frequency of acoustic stimulation (Fig. 1)

and tonotopically-organized inputs (Fig. 2). Both of these

effects are consistent with the hypothesis that SSA in

broadly-tuned neurons is mediated by adaptation in their

narrowly-tuned inputs [4]. Since SSA has been reported in

a wide range of brain regions [1-3, 7, 8], and synaptic

adaptation occurs throughout the brain and in vitro [12], we

hypothesize that synaptic mechanisms also mediate SSA in

other brain regions – possibly alongside other factors, such

as circuit-level mechanisms [13] or network-wide inferen-

tial processes [14, 15]. Taken together, our findings provide

direct evidence for the view that SSA in a single neuron

may result from integration over distributed synaptic

inputs.

Acknowledgements This work was supported by the National

Natural Science Foundation of China (31671081 and 31872768).

Conflict of interest The authors declare no competing financial

interests.

References

1. Parras GG, Nieto-Diego J, Carbajal GV, Valdes-Baizabal C,

Escera C, Malmierca MS. Neurons along the auditory pathway

exhibit a hierarchical organization of prediction error. Nat

Commun 2017, 8: 2148.

2. Malmierca MS, Sanchez-Vives MV, Escera C, Bendixen A.

Neuronal adaptation, novelty detection and regularity encoding in

audition. Front Syst Neurosci 2014, 8: 111.

3. Vinken K, Vogels R, Op de Beeck H. Recent visual experience

shapes visual processing in rats through stimulus-specific adap-

tation and response enhancement. Curr Biol 2017, 27: 914–919.

4. Mill R, Coath M, Wennekers T, Denham SL. A neurocomputa-

tional model of stimulus-specific adaptation to oddball and

markov sequences. PLoS Comput Biol 2011, 7.

5. Shen L, Zhao L, Hong B. Frequency-specific adaptation and its

underlying circuit model in the auditory midbrain. Front Neural

Circuits 2015, 9: 55.

6. Pinault D. The thalamic reticular nucleus: structure, function and

concept. Brain Res Rev 2004, 46: 1–31.

7. Zhai YY, Sun ZH, Gong YM, Tang Y, Yu X. Integrative

stimulus-specific adaptation of the natural sounds in the auditory

cortex of the awake rat. Brain Struct Funct 2019, 224:

1753–1766.

8. Rui YY, He J, Zhai YY, Sun ZH, Yu X. Frequency-dependent

stimulus-specific adaptation and regularity sensitivity in the rat

auditory thalamus. Neuroscience 2018, 392: 13–24.

9. Jones EG. The Thalamus. 2nd ed. Cambridge; New York:

Cambridge University Press, 2007.

10. Golshani P, Liu XB, Jones EG. Differences in quantal amplitude

reflect GluR4- subunit number at corticothalamic synapses on

two populations of thalamic neurons. Proc Natl Acad Sci U S A

2001, 98: 4172–4177.

11. Yu XJ, Meng XK, Xu XX, He J. Individual auditory thalamic

reticular neurons have large and cross-modal sources of cortical

and thalamic inputs. Neuroscience 2011, 193: 122–131.

12. Wang H, Han YF, Chan YS, He J. Stimulus-specific adaptation at

the synapse level in vitro. PLoS One 2014, 9: e114537.

13. Natan RG, Briguglio JJ, Mwilambwe-Tshilobo L, Jones SI,

Aizenberg M, Goldberg EM, et al. Complementary control of

sensory adaptation by two types of cortical interneurons. Elife

2015, 4.

14. Nieto-Diego J, Malmierca MS. Topographic distribution of

stimulus-specific adaptation across auditory cortical fields in the

anesthetized rat. PLoS Biol 2016, 14: e1002397.

15. Chen Z, Parkkonen L, Wei J, Dong JR, Ma Y, Carlson S.

Prepulse inhibition of auditory cortical responses in the cau-

dolateral superior temporal gyrus in Macaca mulatta. Neurosci
Bull 2018, 34: 291–302.

123

Y-.Y. Zhai et al.: Synaptic Adaptation Contributes to Stimulus-Specific Adaptation 1541



LETTER TO THE EDITOR

Iron Aggravates the Depressive Phenotype of Stressed Mice
by Compromising the Glymphatic System

Shanshan Liang1 • Yan Lu2 • Zexiong Li1 • Shuai Li1 • Beina Chen1 •

Manman Zhang1 • Binjie Chen1 • Ming Ji1 • Wenliang Gong1 • Maosheng Xia3 •

Alexei Verkhratsky1,4,5 • Xu Wu6 • Baoman Li1

Received: 27 February 2020 / Accepted: 2 April 2020 / Published online: 24 June 2020

� Shanghai Institutes for Biological Sciences, CAS 2020

Dear Editor,

The pathophysiological mechanisms underlying mood

disorders including major depressive disorder (MDD)

remain to be fully characterized. Iron is a key component

in the development of the central nervous system and iron

deficiency has been linked to impairments of mood and

cognition [1]. Recent studies have reported an inverse

association between iron uptake and the risk of depression,

as MDD patients have a reduced serum concentration of

iron [2]. Moreover, few investigations have monitored the

symptoms of MDD patients with iron supplementation.

Evidence for effects of increased iron on cognitive

disorders is scarce, although treatment of small group of

psychiatric patients with an iron chelator apparently led to

clinical improvement [3].

The function of the brain is to a large extent defined by

blood circulation and the movements of cerebrospinal and

interstitial fluids (CSF and ISF). The glymphatic system is

responsible for the brain-wide clearance of waste protein

through a paravascular pathway and CSF–ISF exchange

[4]. Operation of the glymphatic system is supported by

perivascular astroglial endfeet [5]. Our previous studies

demonstrated that chronic unpredictable mild stress

(CUMS), a well-established model for inducing depres-

sive-like phenotypes in rodents, partially inhibits the

glymphatic system, impairing the clearance of endogenous

and exogenous amyloid beta-42 from the cortex and

hippocampus [6]. Exposure to CUMS does not affect

motor functions, learning, or memory in mice [6]. How-

ever, it remains unknown whether iron overload impairs

the operation of the glymphatic system.

It is well known that iron is a microelement essential for

body growth and development and is also required for

cellular metabolism. Iron can cross the blood-brain barrier

(BBB) and binds to the transferrin receptors (TFRs) of

endothelial cells through transferrin [7]. Iron is released

into the brain parenchyma from vascular endothelial cells

and is taken up by astrocytes and neurons [8]. Facing
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excessive iron concentrations, neurons up-regulate the

expression of TFRs and ferroportin, the latter exporting

iron back to the extracellular space [9]. However, if the

iron accumulation exceeds the neuronal metabolic capacity

for protein storage, neurotoxicity and death are induced [8].

Little is known about the expression of both proteins in

MDD patients or in mouse models of depression, hence we

investigated how iron affects depressive phenotypes and

the operation of the glymphatic system in the CUMS

mouse model.

First, we found that iron overload aggravated the

circulatory disturbance of the glymphatic system induced

by CUMS. Experimental animals were divided into four

groups (i) controls; (ii) iron-overloaded (Iron); (iii) exposed

to CUMS (CUMS); and (iv) exposed to CUMS and iron

overload (CUMS ? Iron). An excessive iron load was

induced by intraperitoneal injection of iron dextran for 6

days (see supplementary methods). The accumulation of

iron in the brain tissue was measured by Perl’s staining. As

shown in Fig. S1A–E, compared to the control group, the

staining ratios of Perl’s-positive iron deposits in the Iron

group were increased to 545.43% ± 54.00% (P\0.001, n

= 6) in the cortex and 462.56% ± 68.27% (P\0.001, n =

6) in the hippocampus; in the CUMS ? Iron group, the

staining ratios were increased to 1310.54% ± 108.93%

(P\0.001, n = 6) in cortex and 980.21% ± 161.97% (P\
0.001, n = 6) in the hippocampus. We found no iron

deposits in mice exposed to CUMS alone.

The activity of the glymphatic system was assessed by

measuring the penetration of the red fluorescent tracer,

OA555 (Fig. 1A). Compared with anterior slices from the

control group, the penetration of OA555 was decreased to

71.33% ± 6.17% (P = 0.001, n = 6) in the Iron group, to

67.83% ± 4.79% (P\ 0.001, n = 6) in the CUMS group,

and to 47.33% ± 3.69% (P\0.001, n = 6) in the CUMS ?

Iron group (Fig. 1B). Compared with posterior slices from

the control group, the penetration of OA555 was decreased

to 71.12% ± 3.80% (P\0.001, n = 6) in the Iron group, to

72.89% ± 4.31% (P\ 0.001, n = 6) in the CUMS group,

and to 52.70% ± 3.49% (P\0.001, n = 6) in the CUMS ?

Iron group (Fig. 1B). Furthermore, the penetration of tracer

in the CUMS ? Iron group was significantly different from

both the Iron and CUMS groups (Fig. 1B).

Cortical astrocytic morphology was visualized by

immunostaining with antibodies against glial fibrillary

acidic protein (GFAP) (Fig. 1C). Compared with controls,

iron increased the fluorescence intensity of GFAP to

156.29% ± 12.58% (P = 0.007, n = 6), CUMS enhanced it

to 143.33% ± 10.78% (P = 0.031, n = 6), and in the

CUMS ? Iron group it was elevated to 198.03% ± 18.23%

(P\0.001, n = 6) (Fig. 1D). The fluorescence intensity of

GFAP in the CUMS ? iron group was significantly

different from both the Iron and the CUMS groups

(Fig. 1D).

Subseqeunetly, we found that CUMS increased the

expression of TFRs induced by iron overload (Fig. 2). We

assessed the expression of TFRs in the cortex and

hippocampus by immunocytochemistry (Fig. 2). In the

cortex, compared to controls, the fluorescence intensity of

TFR in the Iron group was increased to 159.93% ± 16.41%

(P = 0.009, n = 6), and in the CUMS ? Iron group it was

enhanced to 216.03% ± 15.89% (P \ 0.001, n = 6;

Fig. 2C). Similar changes were found in the hippocampus:

in the Iron group the TFR intensity was increased to

256.36% ± 14.81% (P\0.001, n = 6), while in the CUMS

? Iron group it was increased to 365.09% ± 30.76% (P\
0.001, n = 6; Fig. 2C). There was also a significant

difference in TFR levels between the Iron and CUMS ?

Iron groups, both in cortex and hippocampus. However,

exposure to CUMS alone did not change the intensity of

TFR staining (Fig. 2C).

Meanwhile, CUMS increased the neuronal apoptosis

induced by iron overload. The neuronal apoptosis in cortex

and hippocampus was visualized with TUNEL assays

(Fig. S2A, C). Compared with the control group, in the Iron

group the neuronal apoptosis was increased to 169.25% ±

23.58% (P = 0.013, n = 6) in cortex and to 173.82% ±

12.14% (P = 0.003, n = 6) in the hippocampus, and in the

CUMS ? Iron group it increased to 222.66% ± 21.12%

(P\ 0.001, n = 6) in cortex and to 232.08% ± 24.57%

(P\0.001, n = 6) in the hippocampus (Fig. S2B, D). There

was a significant difference in the apoptosis ratio between

the Iron and CUMS ? Iron groups (Fig. S2B, D). However,

exposure to CUMS alone did not affect the apoptosis

(Fig. S2B, D).

To further investigate the effects of iron overload on the

behavioral phenotype of mice subjected to chronic stress,

we ran depressive, locomotor, and cognitive behavioral

tests. In the sucrose preference test, iron overload reduced

the ratio of sucrose intake to 91.73% ± 3.01% of control (P

= 0.154, n = 6), but the difference was not significant

(Fig. S3A). In the CUMS group, the preference was

decreased to 72.80% ± 4.52% (P\ 0.001, n = 6), and in

the CUMS ? Iron group, it was reduced to 56.72% ±

2.57% (P\ 0.001, n = 6) (Fig. S3A). Sucrose preference

was significantly different (P = 0.009; n = 6) between the

CUMS and CUMS ? Iron groups. In the tail-suspension

test (TST) and forced-swimming test (FST), the behavioral

manifestations demonstrated similar changes. Compared

with the control group, iron overload insignificantly

increased the immobility time to 154.07% ± 28.23% (P

= 0.251, n = 6) in the TST (Fig. S3B) and to 116.79% ±

12.13% (P = 0.354, n = 6) in the FST (Fig. S3C). In the

CUMS group the immobility time increased to 212.26% ±

22.76% (P = 0.023, n = 6) in the TST (Fig. S3B) and to
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144.61% ± 6.28% (P = 0.020, n = 6) in the FST

(Fig. S3C). In the CUMS ? Iron group the immobility time

was further increased to 331.31% ± 59.32% (P\0.001, n

= 6) in the TST (Fig. S3B) and to 184.60% ± 8.25% (P\
0.001, n = 6) in the FST (Fig. S3C). Again, the difference

in immobility time in both the TST and FST between the

CUMS and CUMS ? Iron groups was significant (P =

0.024, n = 6 and P = 0.035, n = 6, respectively).

In the pole test, exposure to CUMS did not change the

movement time from the pole top to the floor (T-LA time)

compared to the control group (Fig. S3D). In the Iron group

however, the T-LA time was significantly increased to

142.87% ± 9.37% of the control (P = 0.025, n = 6), and in

the CUMS ? Iron group, was further increased to 224.51%

± 30.81% (P\ 0.001, n = 6; Fig. S3D).

In the Morris water maze test, the time spent in the

target quadrant and the escape latency were measured.

Compared with the control group, exposure to CUMS did

not affect these times. In the Iron group, the time spent in

the target quadrant was decreased to 78.18% ± 7.08% of

control (P = 0.031, n = 6; Fig. S3E) and the escape latency

was increased to 128.69% ± 10.20% of control (P = 0.033,

n = 6; Fig. S3F). In the CUMS ? Iron group the time spent

in the target quadrant was decreased to 56.11% ± 4.63%

(P\0.001, n = 6; Fig. S3E) while the escape latency was

increased to 170.62% ± 10.55% (P \ 0.001, n = 6;

Fig. S3F). The times in the CUMS ? Iron group were also

significantly different from those in the Iron group (P =

0.039, n = 6 and P = 0.004, n = 6; Fig. S3E, F).

According to the above results, the excessive accumu-

lation of iron in the brains of mice inhibits the functional

activity of the glymphatic system. In this respect, the action

of iron was similar to CUMS, which also triggers

malfunction of the glymphatic system [11]. When CUMS

was paired with iron overload, glymphatic function was

suppressed even further, which arguably compromised the

clearance of iron from the brain parenchyma. In response

to iron overload, the expression of TFRs in neurons was

up-regulated, and CUMS additionally enhanced TFR

expression. At the same time, iron overload increased

neuronal apoptosis, and this was increased even further by

exposure to CUMS. At the behavioral level, iron overload

exacerbated the depressive-like phenotype of stressed

mice, and added motor and cognitive impairments that do

not occur in mice exposed to CUMS alone.

Operation of the glymphatic system is supported by

astrocytes, the principal homoeostatic cells of the central

nervous system [5, 10]. In particular, polarized expression

Fig. 1 Excess iron aggravates malfunction of the glymphatic system

in mice exposed to CUMS. A, B Mice with or without exposure to

CUMS for 6 weeks, in the last week were randomly selected to be

injected with dextran or iron dextran for 6 days, then a fluorescent

tracer (OA555, 45 kDa) was injected intracisternally. A Representa-

tive images showing penetration of the fluorescence tracer into the

brain; OA555 (red) and DAPI (blue) are imaged simultaneously in

anterior and posterior slices (scale bar, 1 mm). B Thirty minutes after

injection, the animals were perfusion-fixed and the whole-slice

fluorescence was calculated. The fluorescence intensities of OA555

normalized to the intensity of the control group, were assessed in

anterior and posterior slices. C Immunocytochemistry of GFAP (red)

and staining with DAPI (blue) in cortex (scale bar, 50 lm). D GFAP

immunolabeling intensity normalized to the intensity in the control

group. Data are presented as the mean ± SEM, n = 6. *P\ 0.05

versus controls; **P\ 0.05 vs any other group.

123

1544 Neurosci. Bull. December, 2020, 36(12):1542–1546



of the water channel aquaporin 4 (AQP4) in astroglial

perivascular endfeet is required for the normal function of

the glymphatic system [5, 6, 10]. We found that accumu-

lation of iron in the brain parenchyma triggered reactive

astrogliosis in the cortex and hippocampus, as indicated by

an increase in GFAP expression. Again, pairing iron

overload with CUMS further increased GFAP expression,

suggesting stronger reactivity of astrocytes.

Excess iron uptake can induce cellular death and this

phenomenon is always considered to be a risk for

neurodegenerative diseases, such as Alzheimer’s disease

or Parkinson’s disease [11]. The accumulation of iron is

reported to be associated with up-regulation of ferritin

expression in the substantia nigra of aged animals [12]. The

level of iron transport proteins holds promise as markers of

MDD, especially in patients with suicidal tendencies [13].

In this study, we found that the pairing of iron with CUMS

was accompanied by an elevation of TFR expression in

neurons, as well as by increased neuronal apoptosis

arguably induced by iron ion (Fe2?/Fe3?) dyshomeostasis.

In consequence, Fe3? transport into neurons could be

increased through up-regulated TFRs. However, exposure

to CUMS alone did not affect the neuronal levels of TFRs,

neither did it influence neuronal apoptosis. At the same

time, iron accumulation paired with chronic stress pro-

moted new pathological phenotypes manifested by motor

and cognitive impairments that did not occur in mice

exposed to CUMS alone. In addition, the depressive-like

behaviors and/or anhedonia induced by CUMS were

significantly exacerbated by iron overload. In the clinical

setting, not all MDD patients have cognitive or motor

deficits [14], although depressive disorders are risk factors

for the occurrence of neurodegenerative diseases [15].

Under exposure to CUMS, the circulatory functions of the

AQP4-dependent glymphatic system are impaired and this

is paralleled with anhedonia and depressive behaviours [6].

In addition, mice exposed to CUMS show decreased

efficiency of exchange between the subarachnoid CSF and

brain parenchyma, and the circulation of a paravascular

fluorescent tracer is suppressed in anhedonic mice [6].

Our results demonstrate that excess iron aggravates

malfunction of the glymphatic system, thus exacerbating

the depressive and cognitive behavioral phenotypes

induced by chronic stress. Increased iron intake could

add to the pathophysiological evolution of MDD and hence

we suggest that excess iron intake has to be considered as

an additional risk factor for cognitive impairment in

patients with depression. Meanwhile, iron chelation may

be a potential therapeutic strategy for MDD patients with

high serum iron.
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Dear Editor,

Brain networks consist of several long-distance regions that

interact constantly with each other. Interactions between

networks suggest that different brain functions are coordi-

nated during complex cognitive tasks [1]. A triple-network

mechanism underlying cognitive control has been found

across task paradigms and stimulus modalities [2]. This

triple-network mechanism includes the interactions among

the salience network (SN), the default mode network

(DMN), and the central executive network (CEN). The

core regions of the SN include the anterior insula (AI),

anterior cingulate cortex, and thalamus [3]; those of the

DMN are the medial prefrontal cortex, posterior cingulate

cortex, and lateral parietal cortex [3]; and for the CEN, the

dorsolateral prefrontal cortex, inferior parietal cortex, and

precuneus are the key nodes [3]. Available evidence has

shown increased activation in the CEN and SN, and

decreased activation in the DMN during cognitive tasks

[1, 2]. Furthermore, Sridharan et al. demonstrated that the

SN initiates control signals to activate the CEN and

deactivate the DMN during the resting state, providing a

view of the network mechanism underlying endogenous

cognitive control [1].

The network mechanism may vary under different

conditions. For example, it can be influenced by important

baseline conditions, such as the eyes-open (EO) and eyes-

closed (EC) conditions. Riedl et al. and Xu et al. found that

the SN exhibits increased glucose metabolism and altered

functional connectivity of the blood oxygenation level-

dependent (BOLD) signal with other areas during EO

compared to EC [4, 5]. Moreover, the functional connec-

tivity of the BOLD signal between the DMN and parts of

both the SN and the CEN increases during EO [6].

However, how the triple-network mechanism is impacted

by EO and EC has not been thoroughly investigated. The

importance of the EO and EC conditions can be ascribed to

their deep involvement in psychological experiments and

psychiatric disorder studies [7]. They are commonly used

as baseline conditions requiring participants to perform any

cognitive task, but their spontaneous BOLD signals show

distinct activity patterns. Therefore, in order to get a deeper

understanding of the network mechanism underlying

endogenous cognitive control, and help establish proper

baseline conditions for future neuroscience experiments, it

is necessary to clarify the influence of EC/EO on the three

networks and their interactions.

Unlike electrophysiological methods, resting-state func-

tional magnetic resonance imaging (fMRI) has the capacity

to measure the neuronal activity in networks of interest in
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deep brain regions with high spatial resolution. Moreover,

resting-state fMRI can capture stable coupling between

networks with a sufficiently long segment of data. There-

fore, based on resting-state fMRI data, we were able to

detect reliable network-wise changes in correlation

between EC and EO using functional connectivity (FC)

analysis.

Besides FC analysis, dynamic causal modeling (DCM),

a nonlinear system identification procedure, is a useful tool

for inferring how the coupling among areas is influenced

by experimental inputs [8], such as EC and EO. DCM is

able to infer hidden neuronal activity from the recorded

BOLD signal with posterior estimates of neurobiological

features, such as the connection strength of synapses

among neuronal populations and modulation by experi-

mental inputs [8]. Thus, DCM basically estimates the

parameters of effective connectivity at the neuronal level,

which may reduce the influence of the slow temporal

resolution of fMRI signals, and was used to investigate the

modulation of the network mechanism by EC and EO in

our experiments.

The objectives of this study were to: (1) determine the

differences in the correlations among the three networks

(SN, DMN, and CEN) between EC and EO; and (2)

investigate how the causality between these three networks

is influenced by EC and EO. In the first experiment, 22

healthy participants (12 males; average age, 20.31 years)

were recruited, and their resting-state fMRI data were

obtained under EO and EC conditions (resting-state dataset

1). Adopting the regions of interest (ROIs) from a previous

study, the ROI-based FCs were calculated (Fig. 1A) [3].

We compared the differences of FC among the three

networks between EC and EO in this dataset, and examined

the change in the FC pattern in an open resting-state dataset

(resting-state dataset 2, http://fcon_1000.projects.nitrc.org/

indi/retro/BeijingEOEC.html) (details in supplementary

material). Paired t-testing of resting-state dataset 1 showed

decreased FC between the SN and the DMN during EO

compared to EC (P\ 0.005 Bonferroni-corrected), while

that of resting-state dataset 2 suggested reduced FC in two

pairs of networks: SN–DMN (P\ 0.005, Bonferroni-

corrected) and DMN–CEN (P\ 0.001, Bonferroni-cor-

rected) (Fig. 1B). There was no significant difference in FC

between the SN and the CEN during EO and EC in the two

datasets (Fig. 1B). These results were replicated with

network components extracted by spatially-constrained

independent component analysis (Fig. S3).

To further explore the causality changes among the three

networks from EC to EO, 32 healthy participants (24

males; average age, 28.09 years) were enrolled. Each

participant attended one fMRI run, which included 17 EC

conditions (duration, 16 s) and 16 EO conditions (duration,

12 s). In order to find out which network was the input

network modulated by the driving inputs (EC and EO) for

the subsequent DCM analysis, we first estimated the

coefficients (beta values) of BOLD signals for the EC and

EO conditions in each network using a general linear

model, and compared the beta values of the networks

between the two conditions using the paired t-test (details

in supplementary material). The result showed significant

BOLD signal changes in the SN between the two

conditions (P\ 0.001, Bonferroni-corrected), while no

significant difference was found in the other two networks

(Fig. 1C). These results suggested that the SN would be the

input network in the subsequent DCM model.

The stochastic DCM was then used to estimate the

modulation of network causality by EC and EO. The

stochastic DCM, an extension of the DCM, includes the

random fluctuations of BOLD signals in the state equation

[9]. According to a previous study, the reproducibility of

the stochastic DCM is excellent as it showed consistent

results across three datasets (each with 60 participants)

[10]. Based on the data from the first experiment, decreased

SN–DMN FC was found in both resting-state datasets,

while decreased DMN–CEN FC was seen only in resting-

state dataset 2. We concluded that EO might modulate the

bidirectional or unidirectional connection between the SN

and the DMN, and could affect the bidirectional, unidirec-

tional, or no extrinsic connection between the DMN and

the CEN. As a result, 12 hypothesized network models

were constructed for each participant (Fig. 2A).

Random-effects Bayesian model selection (BMS),

which accounts for between-subjects heterogeneity, was

used to select the optimal model across all candidates [11].

In order to show that the optimal model did not stem from

the specific method of model selection, we followed the

approach of a previous study by using another model-

selection algorithm, the fixed-effects BMS, to enhance the

reproducibility of the optimal model [12]. The fixed-effects

BMS, assuming the model is homogeneous across subjects,

can provide complementary information to the random-

effects BMS [12] (details in supplementary material). The

results of random-effects BMS demonstrated that Model 10

(M10) was optimal, with the highest model exceedance

probability (0.5355) (Fig. 2B), which shows that the SN

receives its driving inputs from EC and EO, and EO

modulates the signals transmitted from the SN to the DMN.

The same optimal model was selected using the fixed-

effects BMS (Fig. S4), suggesting that the model we found

is reliable.

In summary, we conducted two fMRI experiments, and

investigated how the interactions among the three large-

scale networks were modulated by the EO and EC

conditions. The results from resting-state datasets showed

lower FC between the SN and the DMN in EO than EC.

Furthermore, the results from the block-design dataset
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suggested significantly greater activation in the SN during

EO than EC, and we proposed an optimal DCM model

demonstrating that EO modulates the signals transmitted

from the SN to the DMN.

Opening the eyes is a basic behavior to direct attention

to the external world, and changes our brain from an

internal to an external state [5, 6]. The SN may be

responsible for processing the external information during

this switch. The SN assigns saliency to various stimuli,

segregating the most relevant signals among internal and

external stimuli in order to guide behavior [2]. A previous

study suggested that EO leads to higher regional properties

(nodal degree, efficiency and betweenness centrality) in

exteroceptive-related networks, including regions of the

SN, to allocate more resources for exteroceptive processing

compared to EC [5]. Moreover, the SN is able to affect the

activity of the DMN and its interactions with other

networks [2]. The DMN is associated with internal

information processing [13], so the decreased FC between

the SN and the DMN during EO suggests that attentional

resources are directed to external processing from internal

processing to a larger extent in the EO than in the EC

condition.

In the block-design experiments, the increased activa-

tion in the SN during EO further suggested that the SN

assigns saliency to external stimuli when our eyes are open.

This result is supported by previous reports. For example, a

simultaneous FDG–PET/fMRI study found an increase in

glucose metabolism within the SN during EO compared to

EC [4]. This result not only supports the idea that more

attentional resources are allocated for external processing

during EO, but also suggests that the SN may be the input

network for model construction in DCM analysis.

The optimal model (M10), derived from DCM analysis,

showed that EO modulates the signals from the SN to the

DMN and provides a potential explanation for the

decreased FC between the SN and the DMN. Previous

studies have suggested that the SN initiates cognitive

control signals to the DMN [1, 12]. Moreover, a special

class of neurons, von Economo neurons, are exclusively

found within the SN and may relay signals from the SN to

other parts of the brain [14]. And an anatomical study has

also shown that the structural integrity of the SN predicts

the efficient regulation of activity in the DMN [15]. Taken

together, it is reasonable to conclude that the SN transmits

signals to the DMN. As revealed by our model, this

signaling would be modulated by EO, possibly leading to

decreased coupling between the SN and the DMN. This

suggests that EO might disrupt the control signal from the

SN to the DMN in order to assign more attentional

resources to the external world.

Although the SN and the DMN have been considered to

be involved in self-processing, a meta-analysis revealed

that the SN, specifically the AI, is activated during self-

related stimuli (not non-self-related stimuli), while the

DMN, centered on cortical midline structures including the

Fig. 1 Difference of functional connectivity (FC) and beta value in

the three networks between eyes open (EO) and eyes closed (EC).

A Plots of the three networks rendered on the cortical surface [red ,

regions specific to the salience network (SN); blue , regions specific to

the default mode network (DMN); green, regions specific to the

central executive network (CEN); anterior insula (AI), subgenual

anterior cingulate cortex (SACC), thalamus (THAL), medial pre-

frontal cortex (MPFC), posterior cingulate cortex (PCC), lateral

parietal cortex (LPC), dorsolateral prefrontal cortex (DLPFC),

inferior parietal cortex (IPL), precuneus (PCUN); L/R, left/right].

B FC differences among the three networks in the two resting datasets

(color coding as in A; S, SN; D, DMN; C, CEN; blue arrows,

significantly decreased FC during EO versus EC; gray arrows, no

significant difference). C Paired t-test results of the beta value

comparisons between EO and EC within each network in block-

design experiments (***P\ 0.001).
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medial prefrontal cortex and posterior cingulate cortex,

shows activation during both self- and non-self-related

stimuli [16]. These results demonstrate that the SN plays a

more special role in self-related processing than the DMN,

while the DMN could be involved in more general

functions, such as social cognition and monitoring the

environment. Accordingly, our findings further suggest that

the SN assigns self-specificity to an external stimulus, and

changes the external stimulus into a self-related stimulus.

However, the exact mechanism deserves further

investigation.

A novel theory has recently been proposed that neural

activity and mental features (e.g. self, consciousness, and

perception of the passage of time) are connected into an

intrinsic relationship by the dynamics of ‘‘inner time and

space’’, which suggests that neural dynamics are mental

dynamics [17]. The dynamics of inner time and space has

been proposed to be constructed by the spatiotemporal

dynamics of spontaneous activity in the brain. In contrast,

the dynamics of ‘‘outer time and space’’ describe the

spatiotemporal dynamics of the outside world. Following

this theory, the present study, which showed an altered

dynamic interaction between two self-related networks (SN

and DMN) at the neuronal level, suggests that self-

processing changes along with the switch from EC to

EO. We have further assumed that the spatiotemporal

Fig. 2 Model spaces of dynamic causal modeling (DCM) and the

results of random-effect Bayesian model selection (BMS) for the

block-design experiments. A Twelve hypothesized models estimated

with DCM. Each model contains bidirectional connections among the

three networks and two driving inputs (EC and EO) to the SN (red

lines, modulatory effects of EO; black arrows, connections influenced

by EO; gray arrows, unaffected connections; S, salience network; C,

central executive network; D, default mode network; EO, eyes open;

EC, eyes closed). B Expected probability and exceedance probability

from the random-effect BMS. Model 10 was optimal, with highest

expected and exceedance probability (yellow frame in A).
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dynamics of the self-related mental feature would change

with the dynamic interaction between the SN and the

DMN. This offers a new perspective to expand our

understanding of the self-processing in different conditions

besides EC and EO.

In some recent studies, the SN has been divided into

dorsal and ventral regions [18]. The dorsal SN, which

includes the bilateral dorsal AI and part of the subgenual

anterior cingulate cortex (SACC), plays an important role

in attention and switching between cognitive resources, and

a causal control role in the DMN and the CEN [12]. The

ventral SN, consisting of the bilateral ventral AI and part of

the SACC, is thought to be crucial during emotions [18].

Thus, the dorsal AI and SACC were included in the current

study, whereas the ventral AI was excluded. Our results

further expand the understanding of the dorsal SN by

showing that the control signal from the dorsal SN to the

DMN can be influenced by EO.

One issue in this study should be mentioned. Functional

brain networks are usually dynamic and time-varying, even

at rest. However, due to the low temporal resolution of our

fMRI dataset, it was difficult to investigate the dynamic

characteristics of functional brain networks in the current

study. Thus, the impact of EC/EO on the dynamic

interactions among the three networks could be further

explored using measurements with high temporal resolu-

tion, such as magnetoencephalography or electroen-

cephalography in further studies.

In summary, our results demonstrate that the triple-

network mechanism changes once we open our eyes.

Specifically, the coupling between the SN and the DMN

decreased and activation of the SN increased during EO

rather than EC, and EO modulated the signaling from the

SN to the DMN. These findings show that the network

mechanism underlying endogenous cognitive control is

influenced by the eyes. Our study lays a foundation for the

design of psychological experiments and the interpretation

of results under different conditions.
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Dear Editor,

Diseases caused by ischemia, including coronary artery

disease and stroke, are a leading cause of death worldwide

[1]. Restoration of the blood and oxygen supply after

restriction also causes tissue damage by activating a

number of pathological pathways, such as inflammatory,

oxidative stress, and cell death pathways that are mediated

by microRNAs and hypoxia-inducible factors [1, 2]. In

recent years, thrombolytic and surgical treatments for

patients with acute stroke or coronary artery disease have

improved and are effective, but currently there is no

approved therapy for use after an ischemic stroke [3]. This

lack of effective neuroprotective drugs suggests a shortage

of proper therapeutic targets for treating ischemia-reperfu-

sion injury. Thus, to uncover new molecules that regulate

or mediate ischemia-reperfusion injury, it is necessary to

identify novel targets for drug development.

The genetic basis of anoxia tolerance is not well

understood. Using an anoxia- or hypoxia-tolerant animal

model to find new genes involved in such resistance may

uncover new pathways for further investigation. One such

model is Drosophila, which has been used to investigate

the susceptibility or tolerance to anoxia or hypoxia [4, 5].

An estimated 75% of known human disease genes are

matched in the genetic code of Drosophila, thus it has

frequently been used to model human diseases and these

models have been successfully used to study the interac-

tions between disease-related molecules and to screen for

disease-modifying drugs and genes [6]. Using a Drosophila

model of Alzheimer’s disease [7], we previously conducted

a genetic screen for modifiers and identified some genes as

novel regulators or mediators of intraneuronal Ab42
accumulation and its associated neural degeneration [8].

Importantly, genetic reduction of a mouse homologue of

one of these modifiers found in Drosophila (eighty-five

requiring 3 protein in mice and rolling blackout in flies)

also suppresses the neurodegeneration in a mouse model of

Alzheimer’s disease [9]. Thus, genetic screening for

modifiers of disease phenotypes in Drosophila is a reliable

means of discovering novel mediators of pathogenesis.
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Previously, we established an efficient and reliable assay

for studying the mortality and motor impairment caused by

anoxia-reoxygenation in flies [10]. Flies subjected to an

extended period of anoxia can recover and become active

again when placed in a normoxic environment. Neverthe-

less, anoxia-reoxygenation stress induces damage in flies

such as motor deficits, increased caspase-3 staining in the

brain, and increased mortality [10]. If the duration of

anoxia is[ 1 h, flies will die in the following days, and the

cumulative death rate on day 5 is linearly and positively

correlated with the duration of anoxia [10]. Here, using this

anoxia assay, we conducted a genetic screen and isolated

several lines with increased tolerance to anoxia-

reoxygenation.

Pgant4 is a well-conserved O-glycosyltransferase that

glycosylates transport and Golgi organization protein 1

(Tango1) and protects it from degradation by cleavage

from Furin, a peptidase [11]. Tango1 (melanoma inhibitory

activity 3, MIA3, in mammals), via interaction with

multiple proteins, organizes endoplasmic reticulum exit

sites (ERES), mediates cargo-sorting and the formation of

large secretory vesicles, and controls or influences the

secretion of large vesicles (e.g. collagens, lipoproteins, and

other molecules), as well as the general secretion of small

molecules in all tissues of both flies and mammals [12].

Further analysis has shown that both Pgant4 and Tango1

mediate anoxia-reoxygenation damage in Drosophila. Our

study suggests that the Pgant4/Tango1-controlled ER-

Golgi pathway, along with the molecules being trans-

ported, is a novel and important mechanism underlying

ischemia-reperfusion injury.

To screen for genes involved in the damage caused by

anoxia-reoxygenation in Drosophila, mutant flies with

different identified deletions of DNA segments on the 3rd

chromosome or a few on the 2nd chromosome (Fig. 1A)

were separately crossed for 10 generations to an isogenic

wild-type strain, w1118. The progeny containing the chro-

mosome deficiencies and control w1118 (Ctrl) flies were

exposed to anoxia for 3 h, then transferred to a normoxic

condition and the cumulative death rate for each genotype

was calculated in the following 5 days and compared to

that of the Ctrl flies. Three deficient lines, BL stock # 6965,

7675, and 7681, were found to be more resistant to anoxia-

reoxygenation (Fig. 1A and data not shown). To determine

the specific genes involved in anoxia-reoxygenation injury,

line 6965 and another three lines with overlapping

deficiency, 9599, 6507, and 7787, were tested again for

resistance to anoxia-reoxygenation (Fig. 1B). Lines 6965,

7787, and 6507, but not 9599, were more resistant to

anoxia-reoxygenation (Fig. 1C), demonstrating that the

affected gene or genes were located between the break

points at 2L:3466844 and 3473493 (*6 kb), which

covered 5 genes: msl-2, ND-PDSW, CG3238, CG31776,

and Pgant4. Testing the available temporary mutants of

these genes (see supplementary materials for method) in

the anoxia-reoxygenation assay showed that the trans-

poson-insertion mutation, PBac{WH}Pgant4f02186 (Pgan-

t4f02186/f02186 or Pgant4f02186/?) was more resistant to

anoxia-reoxygenation (Fig. 1D). To confirm that this

increased resistance was due to the genetic reduction of

Pgant4, we precisely removed the transposon insertion in

Pgant4 with a transposase-expressing transgene, P{D2-
3}99B, which generated the revertant chromosome and

obtained 2 groups of flies: Pgant4rev/rev and Pgant4rev/

f02186, which we then tested in the anoxia-reoxygenation

assay. As shown in Fig. 1D, the revertant chromosome

acted just like a wild-type chromosome. Therefore, down-

regulation of the Pgant4 protein level increases the

resistance to anoxia-reoxygenation, or Pgant4 mediates

the anoxia-reoxygenation damage. This was further con-

firmed by the increased resistance to anoxia-reoxygenation

in flies with Pgant4 knocked down either ubiquitously or in

neurons alone (Fig. 1E).

To investigate the effect of Pgant4 reduction on the

neural damage caused by anoxia-reoxygenation, we ana-

lyzed the active caspase-3 levels in the brains of flies.

Previously, we showed that flies exposed to the anoxia

assay have increased caspase-3 staining in the brain [10].

Under normoxic conditions, the levels of active caspase-3

were comparable in Ctrl, Pgant4f02186/f02186, and Pgant4rev/

rev flies, as assessed using immunofluorescence (Fig. 1F).

After exposure to anoxia for 3 h, followed by 3 h of

recovery in normoxia, the active caspase-3 level was

significantly increased in Ctrl and Pgant4rev/rev flies, but

unchanged in Pgant4f02186/f02186 flies, when compared with

flies without anoxia exposure (Fig. 1F), further confirming

the protective effect of Pgant4 reduction.

Tango1 is a substrate of Pgant4 and its o-glycosylation

by Pgant4 protects it from degradation by cleavage from

Furin, a peptidase [11]. To examine the downstream

consequences of Pgant4 reduction in anoxia-reoxygena-

tion, we analyzed the o-glycosylated and total levels of

Tango1 with an antibody recognizing o-glycosylated

Tango1 and an antibody against Tango1 in Ctrl and

Pgant4f02186/f02186 flies after exposure to anoxia (Fig. 2A).

First, the specificity and recognition of the Drosophila

Tango1 by the antibody against mammalian MIA3 were

assessed (Fig. 2A), and the band in the immunoblot

recognized by the anti-MIA3 antibody displayed the

correct molecular weight. Furthermore, the density of the

band decreased when Pgant4 was reduced or Tango1 was

knocked down in neurons, and increased when Tango1 was

overexpressed. Then, Ctrl and Pgant4f02186/f02186 flies were

exposed to 0, 1, or 3 h of anoxia and collected immediately

after exposure or allowed to recover for 3 h in normoxia

before analysis. In Ctrl flies, the level of glycosylated

123

Q. Du et al.: Pgant4 and Tango1 Mediate Anoxia–Reoxygenation Injury 1553



Tango1 was unchanged after exposure to anoxia for 1 h,

but increased by * 4-fold after exposure for 3 h and by

* 6-fold after 3 h of anoxia and 3 h of recovery in

normoxic conditions (Fig. 2B, upper left). Consistent with

this, the total amount of Tango1 was unchanged, or

increased by * 4- and * 8-fold at the corresponding time

points (Fig. 2B, lower left). In the Pgant4f02186/f02186 flies,

the total amount of Tango1 was markedly lower than that

in Ctrl flies; note that the densities of Tango1 and tubulin in

the immunoblots of both Ctrl and Pgant4f02186/f02186 flies in

Fig. 2B are consistent with a previous report that loss of

Pgant4 reduces total Tango1 [11]. Importantly, in the

Pgant4f02186/f02186 flies, both o-glycosylated and total

levels of Tango1 remained unchanged or had much less

of an increase at the corresponding time points (Fig. 2B,

upper and lower right).

To test whether the protective effect of Pgant4 reduction

is mediated by the downregulation of Tango1, we knocked

down Tango1 in neurons (Tango1RNAi) and measured its

effects on the mortality and active caspase-3 level in the

anoxia-reoxygenation assay. Tango1RNAi flies indeed

showed a significant reduction in both mortality and active
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caspase-3 in the brain (Fig. 2C, E). Consistent with this,

chromosome deficiencies and transposon-insertion muta-

tions of Tango1 also increased the resistance to anoxia-

reoxygenation (Fig. 2D). To further test the role of Tango1

in anoxia-reoxygenation damage, we investigated the effect

of its upregulation in flies overexpressing Tango1 in

neurons (Tango1OE). As expected, Tango1OE flies exhib-

ited an increased cumulative death rate and showed

increased active caspase-3 levels after exposure to anoxia

(Fig. 2C, E). Thus, the ability to tolerate anoxia, anoxia-

reoxygenation, or both is inversely controlled by the level

of Tango1 protein.

Using a newly developed anoxia-reoxygenation assay

and an unbiased genetic screen followed by identification

and characterization of isolated mutants with increased

resistance to anoxia-reoxygenation, we obtained conclusive

evidence showing that the expression levels of both Pgant4

and Tango1 inversely determine the ability to tolerate

anoxia or anoxia-reoxygenation in Drosophila. First,

downregulation of Pgant4, either ubiquitously or just in

neurons, decreased the mortality and active caspase-3

levels in the brain after exposure to anoxia-reoxygenation.

Second, in control flies, prolonged anoxia robustly

increased the glycosylated and total levels of Tango1,

and this upregulation continued to increase even after

removal from anoxic conditions and may contribute to

reperfusion injury. Third, the upregulation of Tango1

caused by anoxia-reoxygenation was dramatically sup-

pressed by the downregulation of Pgant4. Fourth, Tango1

knockdown or overexpression alone improved or worsened

the mortality and activation of caspase-3 respectively in

anoxia-reoxygenation exposure.

Pgant4 belongs to the UDP-GalNAc:polypeptide

N-acetylgalactosaminyltransferase superfamily that cat-

alyze the transfer of a GalNAc sugar onto the hydroxyl

groups of serine and threonine in secreted or membrane-

bound proteins [13]. Pgant4 glycosylates Tango1 and

protects it from Furin-mediated proteolysis in Drosophila

[11]. Pgant4 is orthologous to mammalian GALNT10 and

GALNTL6 (flybase.org), both of which are ubiquitously

expressed in the mammalian body, and GALNTL6 is

especially enriched in human heart (Genecards). Tango1/

MIA3 mediates cargo sorting and the formation of large

ER transport vesicles, as well as organizing ERES in both

flies and mammals, directly controlling the bulk secretion

of large proteins such as collagens and lipoproteins, and

indirectly influencing the general secretion of small

molecules [12]. Down regulation of Tango1 reduces ERES

and impairs not only the secretion of collagen and large

extracellular matrix proteins, but also general secretion,

whereas overexpression of Tango1 or even truncated

Tango1 missing the cargo-binding domain greatly

increases ERES and general secretion. In our study,

anoxia-reoxygenation induced a * 4–8-fold elevation of

Tango1, and presumably markedly increased the secretion

of both large extracellular matrix proteins and small

secretory molecules or membrane-bound proteins. The

nature of these secreted or transported molecules via the

Pgant4/Tango1-ER Golgi pathway and their roles in

anoxia-reoxygenation or ischemia-reperfusion require fur-

ther study.

A previous study suggested that flies less susceptible to

protein unfolding are more tolerant of anoxia, but a genetic

basis for this response to anoxia had not been found [4].

Furthermore, in a genome-wide association analysis of flies

exposed to anoxia, there were no change in heat shock

proteins (Hsps), chaperones that repair or protect unfolded

proteins in response to stress, suggesting an upstream or

downstream regulator may be involved [4]. Our study

revealed that Pgant4/Tango1 may be this regulator, partic-

ularly as the Src homology 3 domain of Tango1 interacts

with Hsp47 to package collagens into vesicles for transport

[14]. Proteins, after correct folding and post-translational

bFig. 1 Genetic reduction of Pgant4 increases anoxia resistance and

decreases active caspase-3 levels in the brain of Drosophila exposed

to anoxia-reoxygenation. A List of Drosophila deficiency lines in a

genetic screen for increased resistance to anoxia-reoxygenation. The

Bloomington (BL) stock number and the deleted region in the

chromosome are indicated. BL stock numbers 6965, 7675, and 7681

(indicated by asterisks) exhibit reduced mortality in the anoxia-

reoxygenation assay. A hundred flies were screened for each line.

B Relative chromosomal map of four deficient lines used to identify

the Pgant4 gene. C (i) Deficient lines BL numbers 6965, 7787, and

6507, but not 9599, show increased resistance to anoxia-reoxygena-

tion, compared with w1118 flies (Ctrl). (ii) Cumulative deaths 5 days

after anoxia exposure (for clearer comparison between groups).

D (i) Cumulative death rates of Ctrls and flies with different

combinations of the Pgant4f02186 allele and Pgant4rev. (ii) Cumulative

deaths 5 days after anoxia exposure. E (i) Cumulative death rates of

Ctrl and Gal4 flies ([Gal4]actin-2/? and [Gal4]elav/?) just express-

ing the transcription factor Gal4, and (ii) Ctrls (as in E i) and flies with

Pgant4 knocked down ubiquitously (Pgant4v7286/[Gal4]actin-2 and

Pgant4v46910/[Gal4]actin-2) or just in neurons (Pgant4v7286/[Gal4]e-

lav), and UAS-transgenic control flies (Pgant4v7286/? and Pgan-

t4v46910/?). The UAS flies harbor the transgene for expressing double-

stranded RNA against Pgant4, but this expression requires Gal4.

Notably, the cumulative death rate of [Gal4]actin-2/? is significantly

higher than that of Ctrl; this might be due to the homozygous lethal

insertion of the [Gal4]actin-2 transgene into a locus unrelated to

Pgant4. In C–E, the cumulative death rates of flies exposed to 3 h of

anoxia before recovery in normoxic conditions are analyzed over the

next 5 days (represented as cumulative death percentage). Error bars,

± SEM; n = 100–200 flies/group; *P\ 0.05, **P\ 0.01 vs Ctrl. F,
Above, representative images of active caspase-3 immunofluores-

cence in Ctrl, Pgant4 homozygous mutants (Pgant4f02186/f02186), and
revertant Pgant4 (Pgant4rev/rev) flies after 3 h of anoxia exposure and

3 h recovery (white squares, areas used to quantify the active caspase-

3 level in each hemisphere of the fly brain; images represent 5–10 fly

heads/group; scale bars, 50 lm). Below, fluorescence intensity

relative to Ctrl, Error bars, ± SEM; * P\ 0.05, ** P\ 0.01, one-

way ANOVA

123

Q. Du et al.: Pgant4 and Tango1 Mediate Anoxia–Reoxygenation Injury 1555



modification, are shuttled between the ER and Golgi to

undergo additional modifications for maturation before

transport to the plasma membrane, organelles, or extracel-

lular space [15]. Tango1 directly and indirectly binds to

many proteins to form macromolecular complexes at

ERES, including the subunits of coat protein complex II

(COPII), which are required for the transport of most

secretory proteins and transmembrane proteins [12]. The

up to 8-fold increase of Tango1 in anoxia-reoxygenation

might have hijacked too many COPII and other common
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players along the ER-Golgi pathway, and greatly inhibited

other Pgant4/Tango1-independent transport.

Our study opens a new pathway to investigate the

mechanisms underlying anoxia-reoxygenation or ischemia

and reperfusion injury, and this may have implications for

therapeutic strategies for diseases and conditions such as

coronary artery disease and stroke. Our study provides a

working model that involves partially reducing either

Pgant4 or Tango1 to dramatically inhibit anoxia-reoxy-

genation damage, indicating that regulating or managing

the Pgant4/Tango1-mediated secretion or transport of

molecules that mediate ischemia and reperfusion, rather

than targeting these molecules individually, may be a much

more efficient therapeutic strategy for treating ischemia

and reperfusion injury.
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bFig. 2 Anoxia-reoxygenation markedly increases the glycosylated

and total Tango1, which is suppressed by downregulation of Pgan4.
A Immunoblots showing the specificity and recognition of Drosophila
Tango1 by anti-MIA3 antibody. The anti-MIA3 antibody detects a

band at 250 kDa, the correct molecular weight for Tango1, but with a

different density in control w1118 (Ctrl) flies, Pgant4 homozygous

mutants (Pgant4f02186/f02186), with Tango1 knocked down in neurons

(Tango1RNAi), and flies with Tango1 overexpression (Tango1OE).

Tubulin served as loading control; n = 30–40 fly heads/group.

B Representative immunoblots and levels of o-glycosylated Tango1

(Glyc-Tango1) and total Tango1 (Tango1) in Ctrl (left) and Pgan-

t4f02186/f02186 (right) flies after exposure to anoxia for 0, 1, or 3 h, or

exposure to 3 h of anoxia before recovery in 3 h under normoxic

conditions. Tubulin served as loading control. Each experiment was

repeated at least three times; n = 30–40 fly heads/group. C Cumulative

death rates of Ctrl, [Gal4]elav (Elav/?), Tango1RNAi, and Tango1OE

flies. Data for Ctrl flies is the same as in Fig. 1D. D (i) Cumulative

death rates of Ctrl, deficient (9672/?, 9615/?, and 6465/?) and

transposon-insertion mutants of Tango1 (Tango1k14206A/? and Tan-

go1k14206B/?). (ii) Cumulative deaths 5 days after anoxia exposure. In

C and D, n = 100–200 flies/group. E Above, representative images of

active caspase-3 immunofluorescence after 3 h of anoxia and 3 h

recovery in Ctrl, Tango1RNAi, and Tango1OE flies (white squares,

areas used to quantify caspase-3 levels in each hemisphere; scale bars,

50 lm), Below, fluorescence intensity relative to Ctrl. n = 5–10 fly

heads/group); error bars, ± SEM; *P\ 0.05, **P\ 0.01, *** P\
0.001, one-way ANOVA
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Dear Editor,

Methamphetamine (METH) is a highly addictive central

nervous system stimulant that has severe physical and psycho-

logical side-effects, including loss of appetite, hyperactivity,

dysphoria, and depression [1]. Due to its illegal production,

distribution, sale, and possession it has become a worldwide

burden. METH is directly toxic to dopaminergic and sero-

toninergic neurons, resulting in excitotoxicity, oxidative stress,

and other processes [2]. Research on biomolecules associated

with these processes will be useful for identifying potential

markers, exploring the mechanism of METH dependence, and

even developing prevention and treatment strategies.

Complement factor H (CFH) is one of these potential

METH-dependence-related molecules; it is a 155-kDa

glycoprotein comprised of 20 contiguous complement

control protein modules [3]. It can be secreted by several

types of cells, including monocytes, fibroblasts, endothelial

cells, platelets, and retinal pigment epithelial cells, but it is

mainly secreted by the liver [3]. CFH is the major soluble

regulator of the complement alternative pathway due to its

ability to recognize related biomolecules to inhibit the

activation and amplification of the complement system on

host surfaces. Mutations of CFH can lead to autoimmune

inflammatory and thrombotic disorders, such as age-related

macular degeneration and atypical hemolytic uremic

syndrome [3].

Our previous studies found that CFH is strongly

associated with METH administration. Using two-dimen-

sional gel electrophoresis to investigate protein expression

in METH abusers and control serum, CFH has been found

to be stably up-regulated after chronic METH abuse/

dependence [4]. Moreover, the up-regulation of CFH has

also been reported in the serum and the ventral tegmental

area and hippocampus (HPC) of the METH-induced

conditioned place preference (CPP) rat, a model of chronic

METH dependence [5], via ELISA and western blot [4].

Recently, the up-regulation of CFH was demonstrated in

the serum and HPC of a mouse model of behavioral METH

sensitization using ELISA and immunofluorescence,

respectively [6]. However, the approaches using ELISA

and western blot only reflect the expression changes of

CHF indirectly. Alternatively, MALDI-MSI (matrix-

assisted laser desorption ionization – mass spectrometry

imaging) has been developed into a powerful molecular

imaging method for simultaneous detection and character-

ization of the spatial distribution and relative abundance of

various compounds, including proteins, peptides, lipids,
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and metabolites, directly from the surface of biological

tissue sections [7]. It has been applied to a wide range of

research, for example, biology [7] and medical science [8].

Many reports have demonstrated that MALDI-MSI can

provide direct evidence for both untargeted and targeted

analysis [9, 10]. The investigation of CFH via MALDI-

MSI is promising.

Here, we performed comparative analysis to study the

relationship between CHF and METH abuse/dependence

via both indirect and direct approaches. The detailed

information of the materials and methods can be found in

the supplemental file. According to the immunofluores-

cence results, acute METH exposure in cell cultures and

animal experiments showed that acute METH treatment

down-regulated the expression of CFH in the cell line and

the rat HPC, while CFH up-regulation was detected via

both immunofluorescence and MALDI-MSI in METH-

induced CPP rat HPC. Moreover, CFH was up-regulated in

METH abuser serum using ELISA again in this study, but a

statistical difference was only found in the group with

\ 200 days of abstinence. Taken together, CFH showed

opposite expression patterns under these two METH

situations, indicating that CFH plays different roles after

acute METH exposure and during chronic METH depen-

dence. The successful in situ detection of the CFH

fragment using MALDI-MSI can be helpful for mechanism

research in future.

The cell line SH-SY5Y is a type of dopaminergic neuron

that is commonly used for toxicology tests. Compared to

the control, 0.1 mmol/L METH exposure did not affect the

expression of CFH (Fig. 1A), but the fluorescent CFH

signal in SH-SY5Y cells clearly decreased (P\ 0.05),

after 24 h incubation with 2 mmol/L METH (Fig. 1A).

There was no difference between the two METH groups in

CFH expression (Fig. 1A).

A description of the animal experiments can be found in

the supplemental file. In the animal models, we focused on

the HPC, which plays an important role in the establish-

ment of memory and is a region of interest in studies of

psychosis [11]. In the rat brain acutely exposed to METH,

down-regulated CFH expression was found in CA1

(Fig. 1B), CA2/3 (Fig. 1C), and the dentate gyrus (DG)

(Fig. 1D) 24 h after administration of 20 mg/kg METH.

But the expression of CFH recovered to normal in these

areas after 7 days (Fig. 1B–D).

In the METH-induced CPP model, the expression

change of CFH was first analyzed via immunofluorescence.

The expression of CFH in this model differed from that in

the acute exposure model (Fig. 2). The CFH fluorescence

signal increased in CA1 (Fig. 2A), CA2 (Fig. 2B), CA3

(Fig. 2C), and the DG (Fig. 2D), after establishment of the

CPP model.

Then, the up-regulated expression of CFH was detected

using MALDI-MSI (Fig. 2E). Due to the large molecular

weight of CFH, a 155-kDa glycoprotein, it is difficult to

directly map the whole CFH protein in rat brain using

MALDI-MSI. Here, MALDI-MSI was used to detect the

fragments of CFH after in situ enzyme digestion on brain

slices as described in the supplemental methods. One

peptide fragment (NGFYPATR, 925.479 m/z) generated

from CFH was mapped (Fig. 2E) and confirmed by

MALDI-TOF/TOF MS/MS (matrix-assisted laser desorp-

tion ionization – time of flight/time of flight – mass

spectrometry/mass spectrometry) (Fig. 2E). The CFH sig-

nal was significantly higher in the HPC of METH-treated

rats than in controls (Fig. 2E).

Furthermore, we measured the CFH concentration in

serum from 54 METH abusers and 44 healthy controls

using ELISA and found that the level in chronic METH

abusers was significantly higher than that in the controls

(Fig. 2F). Due to the unavailability of human samples at

different stages of withdrawal, no previous reports have

analyzed the effect of abstinence range on CFH expression.

However, in order to explore how long the CFH expression

changes last, we roughly divided the METH abusers into

three groups (\ 200 days, 210–365 days,[ 365 days). In

detail, up-regulated CFH was only evident in METH

abusers within 200 days of the abstinence period, while

there was no difference between the other abusers with

[ 210 days of abstinence and the controls (Fig. 2G).

Our previous research revealed a close relationship

between CFH expression changes and METH dependence,

especially in the HPC [4]. We used imaging techniques to

investigate the changes of CFH expression in this study and

found that CFH displayed opposite expression patterns

under two different situations of METH administration:

acute exposure and chronic dependence.

Down-regulation of CFH is generally associated with

excessive inflammation, and miRNA-146a down-regulates

the expression of CFH to initiate a cascade of inflammation

in ROS-stressed human neural cells and in a rat model of

chronic temporal lobe epilepsy [12]. Moreover, down-

regulated expression of CFH has also been reported

participated in the removal of apoptotic cells by binding

to nucleosomes in ARPE-19 cells under oxidative stress

[13]. METH activates dopaminergic neurons to acutely

release a large amounts of dopamine, which leads to

oxidative stress and neurotoxic effect [2]. In sum, the

down-regulated expression of CFH in both the cell line

acutely exposed to METH and rat the model was likely to

be caused by the oxidative stress induced by METH

administration. This expression change of CFH may

indicate activation of the complement system by acute

high-dose METH exposure. However, further investigation
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is required to test our hypothesis and to study the dynamic

changes of CFH in this model to understand the mechanism

of METH dependence.

The up-regulation of CFH detected by western blot in

our previous study was confirmed here by in situ imaging

of immunofluorescence and MALDI-MSI. The CPP rat is

commonly used as a classic drug addiction model for the

study of addiction-related memory establishment [5],

which is a result of context-induced retrieval of addiction

memory [14]. HPC plays an important role in the formation

of addiction by transferring short term to long term

memory [15]. Along with the research that uncovered the

role of the complement system in memory formation, we

hypothesized that the CFH up-regulation in the HPC of the

CPP rat is related to neuronal activity in context-induced

memory retrieval. Anyway, much more work is needed to

Fig. 1 Acute METH exposure induces down-regulation of CFH.

A METH down-regulates CFH expression in SH-SY5Y cells (control,

64.96 ± 7.48; 0.1 mmol/L, 51.29 ± 15.94; 2 mmol/L,

43.34 ± 8.90). n = 3. B METH down-regulates CFH expression in

CA1 of rats with acute METH exposure (SA, 126.9 ± 14.74; M-1d,

100.8 ± 12.07; M-7d, 122.5 ± 12.77). C METH down-regulates

CFH expression in CA2/3 of rats with acute METH exposure (SA,

122.2 ± 15.87; M-1d, 100.5 ± 9.376; M-7d, 111.9 ± 2.337).

D METH down-regulates CFH expression in the DG of rats with

acute METH exposure (SA, 130.8 ± 14.08; M-1d, 97.42 ± 6.862;

M-7d, 120.7 ± 11.30). SA, saline controls; M-1d, 24 h after 20 mg/

kg METH; M-7d, 7 days after 20 mg/kg METH; SA and M-1d,

n = 4; M-7d, n = 3; mean ± SD; *P\ 0.05, ***P\ 0.001.

123

1560 Neurosci. Bull. December, 2020, 36(12):1558–1562



clarify the mechanism of CFH up-regulation after chronic

METH dependence.

A high-quality antibody is needed to investigate the

changes of CFH using immunohistochemistry, ELISA, or

western blots. Among these methods, the intensities of

color or fluorescent products are measured to reflect the

content of specific targeted molecules of CFH. Obviously,

the signals obtained via these immune-affinity methods are

not detected directly from CFH. However, MALDI-MSI

can directly detect the molecules of interest. The molecular

weight of CFH is 155 kDa, which makes it hard to ionize

and map via MALDI-MSI, so we used an in-situ digestion

strategy. The distribution of a peptide (NGFYPATR), a

fragment of CFH, was successfully detected and mapped

using MALDI-MSI. This is the first report of the successful

detection of a CFH fragment in rat brain using MALDI-

MSI, and this was also confirmed by MS/MS. This in-situ-

digested peptide fragment had a direct mapping relation-

ship with CHF. The changes of the fragment detected by

MALDI-MSI directly reflected the level of intact CFH.

Moreover, compared with traditional detection methods

such as ELISA and western blots, MALDI-MSI can be

Fig. 2 Chronic METH dependence induces up-regulation of CFH.

A–D METH up-regulates CFH expression in CA1 (A: SA,

63.22 ± 16.39; M-CPP, 89.66 ± 18.27), in CA2 (B: SA,

47.70 ± 10.80; M-CPP, 67.36 ± 12.95), in CA3 (C: SA,

48.40 ± 9.393; M-CPP, 65.46 ± 6.537), and in the DG (D: SA,

40.10 ± 6.307; M-CPP, 69.07 ± 20.29) of METH-induced CPP rats

(SA, saline controls; M-CPP, METH-induced CPP rats; n = 5).

E MALDI-MSI showing up-regulation of a CFH fragment

(NGFYPATR, 925.479 m/z) in the HPC of a METH-induced CPP

rat (n = 3). F Up-regulation of CFH in the METH group (n = 44,

536.4 ± 111.5 lg/mL) versus controls (n = 54, 432.6 ± 159.3 lg/
mL). G Up-regulation of CFH only occurs in the METH group within

200 days of abstinence (n = 15, 587.1 ± 83.36 lg/mL), but not at

210–365 days (n = 21, 504.9 ± 113.7 lg/mL) and [ 365 days

(n = 8, 523.8 ± 129.9 lg/mL) (mean ± SD; *P\ 0.05,

**P\ 0.01, ***P\ 0.001).
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used to investigate the spatial distribution and relative

abundance of various compounds simultaneously. The

establishment of CFH mass spectrometry imaging is useful

for further study of its function in METH dependence, and

other CFH-related diseases.

We were unable to clarify the biological significance of

different levels of CFH expression under different condi-

tions in this study. But our findings revealed again the

association between METH administration and CFH, and

identified the different expression patterns of CFH under

different METH situations for the first time. Acute METH

exposure or long-term METH administration leads to the

CFH down-regulation or up-regulation, respectively. There

is no doubt that METH disturbs the expression of CFH, or

even the whole complement system, and CFH plays

different roles under the two situations studied here. The

expression changes of CFH were associated with METH

abuse/dependence, while the mechanism of action of CFH

in METH dependence needs further research. MALDI-MSI

provides a new way to study the expression and distribu-

tion of CFH in situ.
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Dear Editor,

Empathy for distress refers to the highly evolutionarily-

conserved ability of humans and other social animals to

feel, recognize, and understand others’ painful conditions

(pain, fear, and catastrophe) [1, 2] and even benefit others

by releasing distress through sharing, caring, and cooper-

ation [1]. In the past decade, several types of lower

empathic response have been gradually identified and

characterized in laboratory rodents (rats and mice), referred

to as empathic contagious pain [3–5], observational fear

learning [2], and contagious itch [6]. Moreover, empathic

consolation with allolicking and/or allogrooming toward

the injury site and/or the body or head of a distressed

conspecific, a much higher form of empathy, has also been

identified in observers of both laboratory rodents [4, 5] and

prairie voles [7] during social interactions.

Empathy for distress is a complicated process that may

involve multiple sensory modalities. However, in human

neuroimaging studies, it has been demonstrated that visual

cue-based images of pain-like hurting can cause increased

neuronal activity in the anterior cingulate cortex (ACC),

which is known to be a critical region associated with

empathy for pain, in witness subjects [8]. These results

strongly imply that visual information plays a critical role

in the development of empathy in humans. Furthermore,

some studies have also demonstrated that visual cues play a

principal role in both contagious pain [3, 5] and contagious

itch [6]. However, sensory sources other than visual input

have also been suggested in relation to the social transfer of

pain although the experimental paradigm used was quite

different from the above [9]. Nonetheless, direct experi-

mental evidence was not provided by either of the above

studies associated with sensory inputs required for empathy

for pain.

The visual system is generally considered to perform

two major functions: an image-forming visual (IFV)
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function [10] and a non-image-forming visual (NIFV)

function [11]. The IFV function (patterned vision) is

mainly mediated by the classical visual pathway from rod

and cone photoreceptors to retinal ganglion cells and then

to higher brain structures (retinogeniculate–V1 cortex)

[10], while the NIFV function is mainly mediated by

intrinsically photosensitive retinal ganglion cells (ipRGCs)

which express the photopigment melanopsin and send

projections to the superior chiasmatic nucleus of the

hypothalamus (SCN) and participate in regulation of the

circadian rhythm but not IFV function [11]. However,

some recent findings in rodents suggest that ipRGCs are

involved in spatial vision and brightness discrimination

when rod and cone photoreceptors are lost [11–13]. In one

line of evidence, observational contagious itch behavior

has been shown to be mediated by gastrin-releasing peptide

and its receptor in the SCN that may involve the ipRGC–

SCN pathway [6]. Thus, both the retinogeniculate–V1 and

the ipRGC–SCN pathways may be primarily involved in

encoding social information that is finally sent to higher-

order cortical visual areas and other cerebral cortical areas

(such as the ACC and insular cortex) to motivate empathy

for distress [6, 8, 10–14]. Accordingly, to address whether

and how the visual system is involved in the induction of

empathy for pain, we examined the roles of both the IFV

and NIFV systems using a mouse model of empathy for

pain in which both empathic observational contagious pain

(OCP) and consolation behavior could be qualitatively

identified and quantitatively rated in the mouse observer

during and after social interaction with a familiar con-

specific in pain [4]. The mouse observers used in this study

had visual deficits due to experimental ablation of rod and

cone photoreceptors of melanopsin-containing ipRGCs.

In this study, adult male C57BL/6J mice (7–14 weeks

old) were used in all experiments. Bilateral intravitreal

injections of N-methyl-N-nitrosourea (MNU) or saline

were performed to ablate IFV functions through rod and

cone photoreceptor degeneration, while melanopsin-

saporin (Mel-sap) or control IgG-sap was injected to ablate

NIFV functions through ablation of the melanopsin-con-

taining ipRGCs (see Supplementary Methods for details).

The experimental paradigm, procedures, and techniques for

the establishment and quantitative assessment of the mouse

model of empathy for pain have recently been published

[4] and the specifications for this study are also provided in

the Supplementary Methods.

We first investigated the effects of retinal photoreceptor

ablation on the consolation behavior and the results showed

that the total time and bouts of allogrooming and allolick-

ing (AGAL) behavior were significantly reduced, along

with prolongation of the latency in the MNU-treated

observers compared with vehicle controls (Fig. 1A, C, D,

Tables S1 and S3). It was also revealed that the significant

reduction of AGAL behaviors occurred distinctly in the

first 15-min period of the time course (Fig. 1B, Table S2).

However, in contrast, no significant difference was found

in the total time and bouts of mouth-sniffing (MS), tail-

sniffing (TS), and self-grooming (SG) between the MNU-

treated and vehicle control although differences in latency

were found in TS and SG (Fig. 1A, C, D, Tables S1 and

S3). Then we assessed the effects on OCP behavior and

found that the MNU-treated observers did not show any

changes in mechanical threshold 1, 2, 4, and 8 h after

30-min priming dyadic social interaction (PDSI) compared

to the baseline threshold. However, the vehicle-treated

observers did show a distinct and significant reduction in

mechanical threshold at 1 and 2 h after the PDSI (Fig. 1E,

F, Tables S2 and S4). Electroretinography (ERG) showed

complete loss of the waveforms evoked by scotopic and

photopic stimuli in the MNU-treated observers, while the

waveforms remained intact in both intact and vehicle-

treated observers (Fig.1G–I, Table S1). Moreover, the

retinal hematoxylin/eosin (HE) staining showed complete

loss of the outer nuclear layer (ONL), outer plexiform

layer, and inner and outer segments in the MNU-treated

observers, while these layers remained intact in both intact

and vehicle-treated observers (Fig.1 J). The ONL/inner

nuclear layer (INL) ratio was significantly lower in the

MNU-treated than in the intact and vehicle-treated

observers (Fig. 1K, Table S1). We also examined the

effects of darkness on the consolation behavior and OCP in

observers with intact IFV functions, and found complete

loss of the OCP and reduction of the total time in AGAL in

darkness, although latency and bouts were not significantly

different from observers with intact IFV functions in the

light (Tables S3 and S4).

No significant changes were revealed in the total time,

time course, bouts, and latency of AGAL, MS, TS, and SG

between observers treated with Mel-sap and IgG-sap

(Fig. 2A–D, Tables S1 and S2). Moreover, the 8-h time

course measurements showed a parallel and overlapping

change (reduction and recovery) in mechanical threshold

after the PDSI in observers treated with Mel-sap and IgG-

sap (Fig. 2E, F, Table S2). Melanopsin immunohistochem-

ical labeling showed almost complete loss of ipRGCs in the

Mel-sap-treated observers, while they remained unchanged

in both intact and IgG-sap control (Fig. 2G, H, Table S1).

Meanwhile, retinal HE staining and the ONL/INL ratio

showed no difference in retinal histological organization

between Mel-sap- and IgG-sap-treated and intact observers

(Fig. 2I, J, Table S1).

Here, we used the chemical lesion approach to inves-

tigate the potential roles of the two visual pathways in the

development of empathy for pain. Our results indicated that

the observers deprived of rod and cone photoreceptors

behaved abnormally in both the empathic contagious pain
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Fig. 1 Both consolation behavior and observational contagious pain

are impaired in mouse observers with an image-forming visual

functional deficit caused by ablation of rods and cones with MNU. A–
D Total time, time course, number of bouts, and latency of

allogrooming and allolicking (AGAL), mouth-sniffing (MS), tail-

sniffing (TS), and self-grooming (SG) behaviors during 30-min

dyadic social interaction with a familiar conspecific in pain. E, F
Time courses of paw-withdrawal mechanical threshold in MNU-

treated and vehicle-treated observers after the dyadic social interac-

tion. G Representative scotopic and photopic waveforms from intact,

vehicle- and MNU-treated observers. H, I B-wave amplitudes of

scotopic and photopic waveforms in intact, vehicle- and MNU-treated

observers. J Representative images of retinal HE staining of intact,

vehicle- and MNU-treated observers. K ONL/INL ratios of intact,

vehicle- and MNU-treated observers. Mean ± SEM, two-tailed

Mann-Whitney U-test for A and C–F; two-way ANOVA RM with

Bonferroni post hoc correction for B; Kruskal-Wallis one-way

ANOVA with Bonferroni post hoc correction for H and K; and

one-way ANOVA with Bonferroni post hoc correction for I; details in
Tables S1, 2. ns, not significant. GCL, ganglionic cell layer; INL,

inner nuclear layer; IPL, inner plexiform layer; IS, inner segment;

ONL, outer nuclear layer; OPL, outer plexiform layer; OS, outer

segment.
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and consolation tests, while other general social (MS and

TS) and nonsocial (self-grooming) behaviors remained

almost intact. In contrast, the observers lacking ipRGCs did

not show any differences from controls in either empathic

contagious pain or consolation behavior.

Empathy has been proposed to be hierarchical in

mammals according to the Russian-doll model, including

the lower stage (emotional contagion and motor imitation),

the intermediate stage (empathic concern and consolation),

and the highest stage (perspective-taking, theory of mind,

and targeted help) [1]. Thus, the empathic OCP and

consolation experimentally observed in rodents [3–5] are

theoretically assigned to the lower and intermediate stages,

respectively. For emotional contagion, especially that of

pain, visual cue-based information is essential to activate

the neuronal activity of empathy representation in the brain

(e.g., the ACC) in humans [8]. This implies that vicari-

ously-felt pain can be obtained through the activation of

brain regions related to negative emotions by visual inputs

in humans. Similarly, several studies in rodents have shown

that preventing visual cues by an opaque partition,

inactivation of the ACC, or chemical lesioning of the

medial prefrontal cortex (mPFC) significantly reduce the

emotional contagion induced by the observation of con-

specifics in pain [2, 3, 5]. More notably, a recent study has

identified emotional mirror neurons in the rat ACC and

found most of them respond to both experiencing and

witnessing pain [15]. These emotional mirror neurons in

the ACC of a rat observer respond maximally to salient

jumping behavior, a dramatic pain response, of the

demonstrator, which further supports the involvement of

visual cues in the empathy for pain response [15]. As for

consolation in rodents, there is much less literature

discussing the potential sensory input modalities, only

one study reporting that the ACC, apart from its engage-

ment in pain contagion, also plays a crucial role in

mediating consolation behavior [7]. In consideration of

this, it is highly likely that visual functions are involved in

pain-associated empathic consolation behavior. In the

current study, we provide strong evidence supporting

Fig. 1 continued
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Fig. 2 Neither consolation behavior nor observational contagious

pain is affected in mouse observers with deficient non-image-forming

visual function caused by ablation of melanopsin-containing, intrin-

sically photosensitive retinal ganglion cells with intravitreal injection

of melanopsin-saporin (Mel-sap). A–D Total time, time course,

number of bouts, and latency of allogrooming and allolicking

(AGAL), mouth-sniffing (MS), tail-sniffing (TS), and self-grooming

(SG) behaviors during 30-min dyadic social interaction with a

familiar conspecific in pain in observers with Mel-sap and IgG-sap

controls. E, F Time courses of paw-withdrawal mechanical threshold

after the dyadic social interaction in observers with Mel-sap and IgG-

sap controls. G Immunohistochemical labeling of melanopsin-

positive retinal ganglion (MPRG) neurons is successfully ablated in

observers with Mel-sap, while those of intact and IgG-sap-treated

observers remain intact. H Numbers of MPRG neurons in observers

of the intact, IgG-sap- and Mel-sap-treated groups. I Representative
images of retinal HE staining in observers of intact, IgG-sap- and

Mel-sap-treated groups. J ONL/INL ratios in observers of intact, IgG-

sap- and Mel-sap-treated groups. Mean ± SEM, two-tailed t-test for
A, C, and D; two-way ANOVA RM with Bonferroni post hoc
correction for B, E, and F; Kruskal-Wallis one-way ANOVA test with

Bonferroni post hoc comparison for H; and one-way ANOVA with

Bonferroni post hoc comparison for J; details in Tables S1 and S2;
ns, not significant. Abbreviations as in Fig. 1.
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direct involvement of the IFV, but not the NIFV, pathway

in the mediation of both empathic OCP and consolation in

mouse observers.

Is vision the only sensory source for mediating empathy

for pain? In a previous study [3], the authors investigated

the roles of visual, olfactory, and auditory sensory inputs in

the social contagion of pain by chemical lesioning of

auditory or olfactory afferents, or by an opaque partition

separating the dyadic mice from the visual cue-based social

interaction. The results showed that only visual blockade

eliminates the emotional contagion of pain [3]. However, a

debate has been raised by another report showing potential

involvement of olfactory cues in the social transfer of pain

from conspecifics with chronic pain to bystander mice [9].

The experimental paradigm designed for that study was

that mice were not allowed to socially interact in a physical

contact environment, but instead, they were housed and

tested in the same bedding space in which conspecifics

with inflammatory or morphine/alcohol withdrawal pain

had been housed. Moreover, at least 24 h of exposure to the

bedding from hyperalgesic mice was shown to be essential

for the social transfer of pain to bystander mice, implying

the potential involvement of an olfactory mechanism as

well [9]. In our current study, the empathic OCP was

completely eliminated in observers with an IFV functional

deficit by ablating both rod and cone photoreceptors that

had been confirmed by both ERG and retinal histology,

fully supporting the role of visual information in the

induction of empathic OCP. The current results of the

darkness test in observers with intact IFV functions also

supported the above conclusion. As another line of

evidence, we have previously demonstrated that the timing

of social transfer of pain is dependent on the visual salience

of pain expression in the demonstrators [5]. Namely, the

more visually salient the pain-related behavior (e.g.,

injured paw flinching, licking, and lifting) produced in

the demonstrators (e.g., by intraplantar injection of bee

venom or formalin), the earlier and easier the OCP can be

identified in the observers. In sharp contrast, demonstrators

without visually salient pain-related behaviors in models

Fig. 2 continued
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such as complete Freud’s adjuvant and spared nerve injury

(only with evoked hyperalgesia) are not effective in

inducing OCP in observers after initial 30-min PDSI but

are effective after long-term co-housing of dyads for

several days [5]. We still do not know what happens in the

long-term co-housing paradigm due to the lack of time-

consuming VCR recordings and shortage of experimental

data from tests of observers with the IFV deficit. Nonethe-

less, based on the results of our current study, it can be

concluded that visual cue-based information is the primary

sensory input for observers to perceive the pain of others in

a social physical contact paradigm.

Regarding the sensory inputs for induction of consola-

tion behaviors, so far no data are available. In our current

study, we found that the observers’ AGAL behaviors

toward a distressed conspecific were greatly reduced by

chemical ablation of rods and cones; however, the effect

was not complete due to minimal remaining behavior. This

suggests that the consoling behavior of observers is

predominantly driven by immediate/early visual cues (the

first glance) of the demonstrator’s injury and painful signs

that later help recruit other sensory inputs. This assumption

is fully supported by the results of our more recent study in

both naive mouse and rat observers [4]. Namely, the

latency for an observer to perform AGAL behaviors toward

a distressed conspecific is much shorter than that for

olfaction-based MS and TS (Tables S1 and S2) [4]. Taken

together with our current results of the darkness test, we

conclude that, unlike the OCP, consolation behavior may

also require other sensory information besides visual cues

to engage AGAL behaviors.

Which visual input pathway is involved? Rods, cones,

and ipRGCs are the three major types of photoreceptive

neurons in the retina, and primarily implement IFV

functions (patterned vision) and NIFV functions (circadian

photoentrainment and pupillary reflexes) [10–13]. Since it

has recently been noted that rods and cones can signal light

information through ipRGCs to the brain due to functional

heterogeneity of the five subtypes of ipRGC [11–13], it

becomes intriguing to determine whether the ipRGC–SCN

pathway plays a role in the induction of empathy for pain.

Here, we demonstrated that social distress information

passes through the classical IFV pathway, not the

melanopsin-containing ipRGC pathway, to induce

empathic responses in the brain. Future efforts are needed

to identify which population of conventional RGCs and

which level of the retinogeniculate–V1–higher-order cor-

tical visual areas pathway are involved in the induction of

empathy for pain, finally dissecting the underlying struc-

tural and functional interconnectivity between visual input

and other higher cortical regions (e.g., the mPFC and

insular cortex) for the development of empathic responses

at the molecular, cellular, and circuit levels [14].

In summary, the present study revealed that the IFV

system is essential for driving empathic consoling behav-

iors as well as empathic OCP in mouse observers

witnessing a conspecific in pain.
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The neurovascular unit (NVU) is an essential anatomical

and physiological entity for the maintenance of brain

homeostasis and function; it is composed of endothelial

cells, pericytes, astrocytes, neurons, vascular smooth

muscle cells, microglia, and oligodendroglia [1]. The

NVU regulates important brain vessel properties such as

the integrity of the blood-brain barrier (BBB) and cerebral

blood flow (CBF). Considerable efforts have been made to

investigate the cerebral microcirculatory dysfunction in

ageing and Alzheimer’s disease (AD) [2].

Pericytes are perivascular mural cells that wrap pro-

cesses around and along brain capillaries. They have come

into focus in recent years for their regulatory roles in

cerebrovascular integrity and CBF [3, 4]. Dysfunction or

ablation of pericytes results in a series of pathological

changes, including reduced pericyte coverage of the

capillary wall, capillary constriction, BBB leakage, white

matter dysfunction, synaptic loss, neuronal degeneration,

and cognitive deficits [3–5]. Pericyte degeneration leads to

metabolic stress, neurovascular uncoupling, and impaired

neuronal excitability [6]. Moreover, pericyte loss reduces

the clearance of Ab peptides from brain interstitial fluid

and accelerates amyloid angiopathy and cerebral amyloi-

dosis in mouse models of AD [7].

Although there is increasing evidence of a tight

relationship between pericytes and neurovascular endothe-

lial cells in BBB function, the regulatory roles of pericytes

in AD and other neurodegenerative diseases remained

largely unknown. Recently, two studies have revealed the

emerging links between pericytes, NVUs, and neurode-

generation, in which pericytes are involved in oligomeric

Ab-induced cerebral vascular constriction and CBF reduc-

tion, and pericyte-derived pleiotrophin (PTN) is identified

as a neurotrophic factor required for neuronal survival and

cognitive functions [8, 9].

Using two-photon in vivo microscopy and acute brain

slices to directly visualize and measure vascular changes in

the brain, Attwell and colleagues from University College

London have demonstrated that oligomeric Ab alters CBF

and neurovascular coupling at the very early stages of AD

progression [8]. They measured the diameters of cerebral

capillaries near the pericyte soma in humans and mice that

had shown the pathological hallmark of AD (Ab deposi-

tion). Their results revealed the surprising fact that, in

human patients depositing Ab and tau, the cerebral

capillaries were constricted specifically at pericyte loca-

tions. In biopsies of living AD patients’ brains, the

capillary diameters at pericyte locations were significantly

smaller than at a distance from the pericyte soma.

Moreover, increased accumulation of Ab was associated

with greater constriction of the capillaries. The same

constriction was found in a mouse model of AD, in which

capillaries in the cerebellum, which lacks Ab deposition,

were not constricted, suggesting that Ab may trigger the

constriction. This constriction was predicted to reduce CBF

by *50% in the AD mice, similar to the 42% decrease in

the gray matter of AD patients.

To determine whether Ab is mechanistically associated

with this phenomenon, live cortical slices, resected from

& Yamei Tang

tangym@mail.sysu.edu.cn

1 Department of Neurology, Sun Yat-Sen Memorial Hospital,

Sun Yat-Sen University, Guangzhou 510120, China

2 Guangdong Provincial Key Laboratory of Malignant Tumor

Epigenetics and Gene Regulation, Medical Research Center,

Sun Yat-Sen Memorial Hospital, Sun Yat-Sen University,

Guangzhou 510120, China

123

Neurosci. Bull. December, 2020, 36(12):1570–1572 www.neurosci.cn

https://doi.org/10.1007/s12264-020-00556-w www.springer.com/12264



glioma patients who underwent surgery to remove tumors,

were used to study the acute effects of Ab. When

oligomeric Ab (a soluble species of Ab found in AD

brains that correlates better with cognitive decline than

amyloid plaques) was applied to the capillaries in these

slices, it evoked constriction (based on measurement of the

capillary diameter near the pericyte soma), while arterioles

and venules were unchanged in diameter. In a manner

similar to the human brain slices, both oligomeric Ab1–40
and Ab1–42 evoked capillary constriction in rat brain slices

after 1 h of exposure.

The authors went further to explore the mechanisms of

how Ab oligomers interact with pericytes to constrict

cerebral capillaries. They found that pericytes, but not

resident microglia or perivascular macrophages, were the

main cell type that generated reactive oxygen species

(ROS) after Ab stimulation (Fig. 1). Endothelin-1, which

was released after ROS stimulation, perhaps from the

pericytes, acted on ETA receptors to induce pericyte

constriction. Ab-evoked pericyte constriction can be halted

by blocking NADPH oxidase 4 (which is expressed in

pericytes) as well as by blocking ETA receptors, or

reversed by applying the vasodilator C-type natriuretic

peptide, which blocks Ca2? release from internal stores in

pericytes and activates myosin light chain phosphatase,

thus inhibiting constriction of capillaries by these cells.

In addition to capillary constriction, Zlokovic and

colleagues from the University of Southern California

have reported an unexpected but critical role of pericytes in

regulating neuronal survival and cognitive function.

Notably, they generated a pericyte-specific, double-Cre

driver system, which used control by the Pdgfrb and Cspg4

promoters, two genes that encode the pericyte-expressing

proteins PDGFRb and NG2 [9]. After cross-breeding with

a Cre-dependent tdTomato reporter mouse line, this triple

transgenic mouse model expresses inducible fluorescent

protein tdTomato only in capillary pericytes and not in

smooth muscle cells on the arterioles. The same double-Cre

driver system was also used to generate pericyte-specific

iDTR transgenic mice to specifically ablate nearly 60% of

the CD13-positive pericytes in the adult mouse brain at 3

and 15 days after diphtheria toxin injection. Reduced CBF

and decreased capillary diameter, followed by tissue

hypoxia and edema, were found in the pericyte-ablated

mice, and loss of pericytes also led to pronounced BBB

breakdown, reduced tight junctions, and increased plasma

protein leakage [9].

Accelerated loss of neurons and cognitive deficits were

also found after pericyte ablation. A loss of 20%–25% of

NeuN-positive neurons and 35%–40% of SMI312-positive

neuritic density occurred in the cortex and hippocampus of

these pericyte-ablated mice. The neuronal loss was

Fig. 1 Schematic of the roles of pericytes in neurovascular interac-

tions in healthy and diseased brains. Left: in the healthy brain,

pericytes maintain the integrity of the blood-brain barrier (BBB) and

regulate cerebral blood flow. Pericytes secrete pleiotrophin (PTN) to

support neuronal growth. Right: in Alzheimer’s disease, Ab
oligomers stimulate ROS generation and endothelin-1 release (pos-

sibly from pericytes), which in turn activates pericyte ETA receptors

(ETAR), leading to capillary constriction and cerebral blood flow

reduction. Degeneration of pericytes causes BBB breakdown, plasma

leakage, and deprivation of PTN, which result in neurodegeneration.

An increase of pericyte-derived soluble PDGFRb (sPDGFRb) in the

CSF is also associated with early cognitive impairment and BBB

breakdown.
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attributed to both BBB breakdown and a lack of pericyte-

derived PTN, a neurotrophic factor that is only expressed in

pericytes and not in other cell types in the brain [Fig. 1].

Pericyte ablation led to a[60% reduction of PTN protein

in brain capillaries and *65% reduction of PTN in the

cerebrospinal fluid (CSF) at day 15 after diphtheria toxin

injection. A loss of function study of PTN by siRNA

silencing in mice with intact pericyte coverage revealed

neuronal vulnerability to circulatory stress. Conversely,

continuous infusion of PTN into the cerebral ventricles

rescued the neuronal loss and attenuated the cognitive

impairment in pericyte-ablated mice, implying a critical

regulatory role of pericyte-secreted PTN in cognitive

function in healthy and diseased brains.

Another recent work by Zlokovic and colleagues also

revealed an elevated level of soluble PDGFRb (sPDGFRb)
in the CSF of patients with early cognitive dysfunction.

Changes in the sPDGFRb level correlated with increased

BBB dysfunction, independent of changes in biomarkers

like Ab and/or hyper-phosphorylated tau protein [10],

indicating that sPDGFRb could be an early biomarker for

detecting BBB breakdown and human cognitive dysfunc-

tion independent of Ab and tau accumulation.

Together, these findings highlight the novel roles of

pericytes in the physiological and pathological states of the

NVU. In brains affected by AD, Ab oligomers can induce

capillary constriction through pericytes and result in a

long-term reduction of CBF. In the case of pericyte loss, as

in the brains of AD patients or genetic ablation in mouse

models, pericyte degeneration results in neurovascular

uncoupling and BBB breakdown. Reduction of pericyte-

derived PTN also results in neuronal loss and cognitive

impairment. These new findings on pericytes in patholog-

ical conditions reaffirm their critical roles in the context of

neurodegenerative disease.

Future studies in the search for disease-associated

pericyte biomarkers and elucidation of the complicated

properties of pericytes regarding the crosstalk of NVUs in

healthy and diseased brains should provide more informa-

tion on the pathological roles played by pericytes. Identi-

fying novel pericyte biomarkers associated with AD may

shed new light on potential therapeutic targets to restore the

function of NVUs, as indicated by recent work that shows a

high correlation of increased pericyte-derived sPDGFRb in

the CSF of patients with BBB leakage and early cognitive

impairment [10]. Single-cell transcriptome analysis may

also provide novel insight into the heterogeneous proper-

ties of pericytes at different stages of disease progression

and the mechanistic understanding of neurovascular uncou-

pling in neurodegenerative diseases.
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Potassium ions (K?), the pivotal cations for membrane

potential, are particularly important for maintaining the

physiological function of neurons [1]. When the concen-

tration of extracellular K? ([K?]o) is pathologically

changed, the intrinsic neuronal excitability and synaptic

transmission are also altered, which have profound impli-

cations for many neurological disorders such as epilepsy,

Parkinson’s disease, and emotional disorders [2–4]. More-

over, K? channels, exchangers, and pumps, used for the

flux and transport of K?, have emerged as promising drug

targets for a variety of diseases [5]. Therefore, the

development of K? sensors, which detect dynamic changes

in K? levels, is potentially important not only for revealing

the mechanism underlying neurological disorders, but also

for enabling highly localized and on-demand drug release.

However, most currently available K? sensors cannot work

precisely due to many limitations, particularly in freely-

moving animals. K?-selective electrodes have been the

gold standards for the quantitative measurement of [K?],

but they are invasive and not able to achieve the

spatiotemporal imaging of dynamic K? variations [6].

Fluorescent K? sensors have been developed to image K?

fluctuations using fluorescence microscopy, but they

respond over a narrow dynamic range and have limited

specificity for K? with interference from Na? when the

efflux of K? is preceded by an influx of Na? during action

potential generation [7]. Recently, as reported in Nature

Nanotechnology, a new, highly sensitive and specific

nanosensor for monitoring [K?]o levels in the brain of

the freely-moving mouse has been developed by research-

ers at the Institute for Basic Science in South Korea and

Zhejiang University in China [8].

The device was created by embedding a commercially-

available K? indicator (Asante Potassium Green-2 tetram-

ethylammonium salt) into mesoporous silica nanoparticles

(MSNs), which are subsequently shielded by an ultrathin

layer of a K?-specific filter membrane. The researchers

first verified the performance of the new K? nanosensor in

solution. They found that, compared with previous K?

sensors, the shielded nanosensor has superior K? selectiv-

ity, which is attributed to the filter membrane that excludes

the passage of ions other than K?. The pore size and

composition of the filter membrane improve the attractive

force for K?, but not Na?. Moreover, electrostatic

attraction and inward diffusional force facilitate the influx

of K? into the MSNs and the negatively-charged meso-

pores in the nanosensors enrich the [K?] in the MSNs

([K?]in) with respect to the [K?] of the solution ([K?]out),

which significantly enhances the sensitivity of the nanosen-

sors with a detection limit as low as 1.3910-6 mol/L and

the capability of accommodating sub-millimolar variations.

Notably, the shielded nanosensor also proves to be fully

reversible when the K?-saturated shielded nanosensors are

re-dispersed in deionized water and it can be recycled 20

times, which is important for neural investigations. How-

ever, it is noteworthy that negative electrostatic attraction

of the nanosensors not only improves the sensitivity to K?,

but also traps the K? inside of the nanosensors. Then how

does the absorbed K? escape from the negative electro-

static attraction and the binding energy, and fully desorb in

response to the decreasing [K?]out? The researchers did not
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propose any mechanistic hypothesis and we anticipate

further investigations.

It is generally acknowledged that seizure activity results

in an increase of [K?]o [9]. Then, the researchers further

verified the performance of the shielded K? nanosensor in

in vitro and in vivo seizure models. First in vitro, the

Coriaria lactone-induced [K?]o increase was detected by

the shielded K? nanosensors, but not free indicators and

unshielded nanosensors. Moreover, the researchers modi-

fied the surface of the shielded nanosensors with glu-

tathione and cysteamine (designated Glu/Cys-nanosensors)

so that the nanosensors were anchored firmly on the plasma

membrane, and they are effective for map the spatial K?

release from different compartments of a single cultured

hippocampal neuron during kainic acid-induced seizure-

like activity. They found that compared with the soma, a

higher [K?]o was recorded in axons during seizure-like

activity. Similarly, the spatiotemporal changes of [K?]o in

electrically-stimulated brain slices were also detected by

the shielded nanosensors and Glu/Cys-nanosensors. How-

ever, in most experiments, the performance of the shielded

K? nanosensors was only compared with free indicators

and unshielded nanosensors, but not the K?-selective

microelectrodes that are the gold standards to measure

[K?]o with high accuracy. Thus, whether the accuracy of

the shielded K? nanosensors is better than K?-selective

microelectrodes remains a question. Moreover, it is note-

worthy that the shielded K? nanosensors may be phago-

cytized by cells during a long period of incubation. If so,

the measurement of [K?] would be significantly affected

by the highly enriched intracellular K? after phagocytosis.

Therefore, the measurement accuracy of the shielded K?

nanosensor needs further verification (Fig. 1).

Further, in freely-moving epileptic mice, the researchers

successfully achieved single-point and multipoint monitor-

ing of the dynamic [K?]o changes evoked by seizures with

shielded K? nanosensors. They found that the response

magnitude and signal duration gradually increased as the

seizure stages progressed. Moreover, a temporal spread in

[K?]o increase from hippocampus to amygdala and cortex

occurs in a focal seizure, while the [K?]o increase happens

almost at the same time in a generalized seizure. These

results are in good agreement with the widely-accepted

view of seizure propagation. To sum up, this study

demonstrated the feasibility of the new K? nanosensor

for monitoring seizures and its higher sensitivity and

specificity in the spatiotemporal measurement of dynamic

[K?]o in freely-moving epileptic mice. However, the

seizures induced by hippocampal electrical stimulation

were acute, but not chronic spontaneous seizures. Thus, we

anticipate verification of the performance of the new K?

nanosensor in chronic models and evaluation of the

sensitivity, selectivity, accuracy, and biocompatibility in

the long-term, which is important for future applications in

neurobiological disease models other than epilepsy.

The new K? nanosensor is a precision tool for

neuroscience. This study not only provides a new idea

for the design and preparation of minimally-invasive ion-

specific probes with shielded nanoparticles, but also opens

up a new strategy for exploring the spatiotemporal patterns

Fig. 1 Shielded K? nanosensors monitor the concentration of

extracellular K? in freely-moving epileptic mice. Left panel, seizure

activity is induced by hippocampal electrical stimulation and the optic

cannula is used for acquisition of the fluorescence signal; right panel,

the concentration of extracelluar K? increases during seizure activity,

and the shielded K? nanosensors dynamically monitor its

concentration.
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of pathological mechanisms underlying various neurolog-

ical disorders which involve impaired homeostasis of

[K?]o, such as epilepsy, depression, and Parkinson’s

disease. Although the current Ca2? probes can also test

abnormal neuronal activity by assessing the intracellular

[Ca2?], calcium ions may not be directly involved in the

generation of action potentials. In pre-clinical experiments,

the new K? nanosensor can probably be combined with

optogenetics or chemogenetics to achieve on-demand

closed-loop control of specific neural circuits [10], which

will make breakthroughs in the dissection of the neural

networks underlying neurological disorders. Looking fur-

ther ahead in the clinic, the optic cannula, although

minimally-invasive, still limits the application of the new

K? sensor to humans and the whole-brain imaging cannot

be achieved with the current device. Therefore, the

development of a tissue-penetrating near-infrared emis-

sion-based K? sensor and combining it with functional

magnetic resonance imaging would be more useful to

achieve whole-brain imaging in humans to detect the

pathological changes in neurological disorders. Moreover,

if loaded with drugs and coated with nanocomposites that

can be disrupted by elevated K? levels, these nanosensors

could allow for highly-localized and on-demand drug

release at the point of a focus [11], which would enhance

the efficacy of drugs and reduce the side-effects on healthy

tissue. Certainly, there is room for improvement in the new

K? nanosensor. The major limitation of the new K?

nanosensor is the lack of cell-type specificity which

restricts its application in cell-type-specific or circuit-

specific research. They measure the total extracellular [K?]

which may come from both neuronal and glial sources. We

expect it to be combined with cre-loxp technology to

achieve cell-type specificity in the future. Above all, the

new K? nanosensor has great application potential in

neuroscience: we expect it to be widely used in the

treatment and assessment of neuropsychiatric diseases.
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In neuroendocrine cells, hormones and neuropeptides

stored in secretory granules are released in response to

various stimuli in a highly concerted process, including the

sequential actions of vesicle trafficking, docking, fusion,

and unloading. In this process, the crucial step of vesicle

fusion requires the formation of a soluble N-ethyl-

maleimide-sensitive factor attachment protein receptor

(SNARE) complex, comprising primarily SNAP-25, syn-

taxin 1, and synaptobrevin 2 [1, 2]. After synaptic

exocytosis, the SNARE complex is disassembled for

another round of fusion, and the assembly and recycling

of SNARE complex components are orchestrated by a

cascade of regulators, including N-ethylmaleimide-sensi-

tive factor (NSF), soluble NSF adaptor proteins (SNAPs),

Munc18-1, Munc13-1, and others [1, 3]. NSF and the

SNAPs disassemble the SNARE complex to recycle

SNARE components for subsequent rounds of fusion,

whereas Munc18-1 and Munc13-1 facilitate SNARE

complex assembly in an NSF-SNAP-resistant manner

[3, 4]. In addition to these well-recognized regulators,

several proteins that chaperone components for SNARE

complex formation remain to be discovered.

Secretagogin (SCGN), an EF-hand Ca2?-sensor hex-

amer protein expressed mainly in pancreatic islets, brain

cells, and gastrointestinal endocrine cells, has recently been

identified as a crucial player in the regulation of exocytosis

[5]. Studies have shown that the secretion of insulin,

corticotropin-releasing hormone, glucagon-like peptide-1

(GLP-1), and matrix metalloprotease-2 is regulated by

SCGN [5–7]. It is generally accepted that SCGN modulates

hormone exocytosis by interacting with cytoskeletal actin

proteins and the SNARE complex. However, the precise

mechanisms by which SCGN interacts with the SNARE

complex and facilitates synaptic exocytosis are still

unclear.

Recently, Qin et al. [8] published a report in PNAS

revealing that SCGN interacts directly with SNAP-25 in

complex with Ca2? but not with the assembled SNARE

complex. Crystal structure experiments further indicated

that the SNAP-25 peptide specifically binds to a relatively

small fragment within domain III of SCGN through

hydrophobic interactions and multiple hydrogen bonds.

Moreover, SCGN facilitates the accumulation of SNAP-25

at the plasma membrane (PM) by functioning as an

intimate chaperone and inhibits the assembly of the

SNARE complex by competitively binding to SNAP-25.

However, a striking reduction in docosahexaenoic acid-

mediated GLP-1 release was identified in SCGN-knockout

STC-1 cells, and this decrease in GLP-1 release was

reversed by SCGN re-expression, which indicates that

SNAP-25 located in the PM can be released from SCGN to

participate in the formation of the SNARE complex. These

findings illustrate that the PM localization of SNAP-25 and

the assembly of the SNARE complex are precisely

regulated by SCGN and that SCGN acts as initially an

inhibitor and then an activator of SNARE assembly and

vesicle exocytosis.

Currently, two phases of exocytosis behavior have been

reported for a great number of neuronal and
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neuroendocrine hormones: an initial rapid release followed

by a relatively slow release. Regarding insulin secretion, a

small amount of insulin granules docked on the PM

constitute first-phase secretion, whereas second-phase

secretion depends on the translocation of a large number

of insulin granules from intracellular storage pools to the

PM with which they fuse. Intriguingly, silencing SCGN in

islet b cells specifically suppressed second-phase insulin

secretion but did not affect first-phase secretion [5].

Moreover, SCGN was shown to be a redox-responsive

Ca2?-sensor protein, and Ca2? binding to the EF-hands of

SCGN results in significant structural changes that expose

the functional domain and affects its redox state, thereby

promoting Ca2?-mediated exocytosis [9, 10]. In addition,

the sub-molecular structures of SCGN have been demon-

strated to play distinct roles in cellular processes. As

explained above, domain III in the C-terminal region

regulates insulin release [8], whereas the N-terminal

domain modulates insulin stability and preserves insulin

sensitivity [11].

Based on this evidence, it is reasonable to speculate that

the stage-wise steps of SNARE assembly and granule

fusion are regulated by SCGN and that the regulatory

effects are realized in a secretory phase- and spatial

conformation-dependent manner. SCGN chaperones

localize SNAP-25 to the PM, where it transiently inhibits

SNARE assembly during the rapid-release phase. How-

ever, with the increase in intracellular free Ca2? concen-

tration, the spatial conformation of SCGN changes and the

PM-located SNAP-25 may be liberated from SCGN, and

the subsequent steps of SNARE complex formation,

vesicle fusion, and exocytosis during second-phase secre-

tion are thus initiated (Fig. 1). However, the dual func-

tional roles of SCGN in regulating the two phases of

exocytosis are mainly logical speculations based on

existing facts, and they should be verified by more

experiments. In addition, it will be interesting to carry

out clinical studies to determine whether genetic mutations

in the C-terminal domain of SCGN are causative factors of

insulin secretion insufficiency in diabetic patients.
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Fig. 1 The regulatory mechanism of SCGN/SNAP-25 during exo-

cytosis. Step 1. Stimulus-triggered Ca2? influx changes the confor-

mational status of SCGN, which facilitates domain III of the

C-terminus binding to SNAP-25 through hydrophobic interactions

and hydrogen bonds in competition with syntaxin-1. Free syntaxin-1

binds to Munc18-1, thus forming a template to assemble the SNARE

complex. Step 2. The SCGN/SNAP-25 complex migrates to the

plasma membrane (PM), and Munc13-1 facilitates SNARE assembly

by catalyzing the activity of syntaxin-1. Step 3. With further changes

to the redox state or spatial conformation of SCGN, SNAP-25 is

released from SCGN and participates in the formation of the SNARE

complex. Step 4. SNARE proteins mediate intracellular membrane

fusion and exocytosis. Step 5. Following exocytosis, SNAPs bind

NSF on the SNARE complex and initiate complex disassembly,

freeing SNARE components for another round of exocytosis.
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