


Amyotrophic lateral sclerosis (ALS) is clinically characterized by stiff muscles 
and progressive motor dysfunction. Hexanucleotide repeat expansion in the 
intron of the C9ORF72 gene is the most common cause of ALS accounting for 
37.6% of familial ALS and 21.1% of sporadic ALS. The cover illustrates that the 
hexanucleotide repeat expansion in C9ORF72 results in a freezing phenotype in a 
rodent model of ALS. Recent advances uncover the role of C9ORF72 in disease 
pathology and the attempts in therapeutics using animal models, which may 
“melt the ice” to free the frozen muscles and broaden the avenue to overcome 
ALS. See pages 1057–1070. (Cover image provided by Ms. Xiying Wang)
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Autism spectrum disorder (ASD) is a complex develop-

mental disability characterized by impaired social interac-

tion and communication, restricted interests, and

stereotypical behaviors [1, 2]. In addition to these core

diagnostic features, children with ASD frequently present

with a host of associated behavioral issues, such as

intellectual disability and epilepsy, as well as feeding and

sleep problems. The prevalence of ASD in the United

States is about 1/59, with a significantly higher proportion

in males [3]. Therefore, ASD is no longer a rare disorder.

An estimate of national or local ASD prevalence rates is

critical for governments to determine the financial and

health services provided to support ASD patients and their

families. Moreover, it also helps to identify geographical

and environmental risk factors in ASD [4, 5]. The

prevalence of ASD in different countries or areas varies

from 0.019% to 1.16% [6–12]. These variations mostly

come from methodological differences in the case defini-

tion and case-finding procedures [13, 14]. So far, the

national prevalence of ASD in China is still not available.

Several small-scale studies have estimated the prevalence

of ASD in particular regions in China [15–18]. For

example, an ASD assessment performed in 2014 in

toddlers (3.8–4.8 years of age) who attended mainstream

kindergarten in Shenzhen estimated the ASD prevalence at

2.62% [16]. In 2015, another evaluation in children aged 6

to 11 years from two mainstream schools in Beijing

estimated the prevalence at 1.19% [15]. The sample size

and catchment area may also affect prevalence estimation

[19]. In the current work by Zhou et al., the first national

prevalence of ASD in Chinese children was estimated at

0.70%, close to those in western countries.

The prevalence of ASD estimated by Zhou et al. is of

considerable reliability for several reasons. First, they used

a total of 125,806 samples, which is much larger than other

ASD prevalence studies conducted in China. Second, they

chose children aged 6–12 years from eight main cities in

China. The multicenter epidemiological study largely

reduced the effects of catchment areas, ensured a high

participation rate, and enhanced maneuverability. Third,

this study’s sampling strategy was based on households and

used the most comprehensive registration system. Com-

pared with the sampling framework of a school population,

the sampling scheme used in this study ensured the

maximal coverage of the target population. Finally, this

study used a combination of tools, including MC-ASRS

(Modified Chinese Autism Spectrum Rating Scale) for

screening, DSM-5 (Diagnostic and Statistical Manual of

Mental Disorders, Fifth Edition) for diagnosis, and ADOS

(Autism Diagnostic Observation Schedule) and ADI-R

(Autism Diagnostic Interview-Revised) for in-depth diag-

nostic evaluation. Taken together, these significant

strengths in design and execution enhanced the accuracy

of ASD prevalence.

The study by Zhou et al. has estimated a true national-

wide prevalence of ASD in China. The last decade has

witnessed a substantial increase in ASD prevalence, which

necessitates growth in the availability of relevant services.

Continual monitoring of the national-wide prevalence of

ASD will be essential for the proper adjustment of service

inputs in the future.
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Abstract This study aimed to obtain the first national

estimate of the prevalence of autism spectrum disorder

(ASD) in Chinese children. We targeted the population of 6

to 12-year-old children for this prevalence study by

multistage convenient cluster sampling. The Modified

Chinese Autism Spectrum Rating Scale was used for the

screening process. Of the target population of 142,086

children, 88.5% (n = 125,806) participated in the study. A

total of 363 children were confirmed as having ASD. The

observed ASD prevalence rate was 0.29% (95% CI:

0.26%–0.32%) for the overall population. After adjustment

for response rates, the estimated number of ASD cases was

867 in the target population sample, thereby achieving an

estimated prevalence of 0.70% (95% CI: 0.64%–0.74%).

The prevalence was significantly higher in boys than in

girls (0.95%; 95% CI: 0.87%–1.02% versus 0.30%; 95%

CI: 0.26%–0.34%; P\ 0.001). Of the 363 confirmed ASD

cases, 43.3% were newly diagnosed, and most of those

(90.4%) were attending regular schools, and 68.8% of the
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children with ASD had at least one neuropsychiatric

comorbidity. Our findings provide reliable data on the

estimated ASD prevalence and comorbidities in Chinese

children.

Keywords Autism spectrum disorder � Prevalence � Co-
morbidity � Autism Spectrum Rating Scale � China

Introduction

Autism spectrum disorder (ASD) is a group of neurode-

velopmental dysfunctions characterized by impaired social

communication and interaction as well as repetitive and

stereotypical behaviors [1]. The World Health Organiza-

tion (WHO) estimated that 0.76% of the world’s children

have ASD, based on studies in countries accounting

for\ 16% of the population [2]. The alarming increase

in the prevalence of ASD reported over the last two

decades also poses an important public health concern

[3–8].

Various methods of case ascertainment and determina-

tion have been employed in ASD prevalence studies in

different countries. In the USA, the estimated prevalence

among 8-year-old children was 0.66% in 2002, 1.46% in

2012, and 1.68% in 2014 based on active surveillance and

expert record review by the Centers for Disease Control

and Prevention (CDC) [3, 9, 10]. Most recently, a

prevalence of 2.47% was estimated for children aged

3–17 years based on parental reports of physicians’

diagnoses from a representative sample of households

included in the National Health Interview Survey [4, 11].

The estimated prevalence and the trends in prevalence over

time have been reported for Finland and Denmark, where

national registries are available [12]. A prevalence of

1.57% was reported based on a school-based survey in the

UK in 2009 [13]. A total population survey (55,266) was

conducted in South Korea in 2011, and an estimated

prevalence of 2.64% for children aged 7–12 years was

reported [14, 15]. An epidemiological survey with a large

sample size administered through questionnaires and home

visits was conducted in India in 2016, and the estimated

prevalence of ASD was 0.23% among those aged

1–30 years [16]. The association between indicators of

socioeconomic status, ethnic background, and the preva-

lence of ASD in the USA in 2002 has also been reported

[17]. Studies of ASD prevalence in developing countries

are rare or generally of low quality due to a small sample

size or the use of non-standard methods for case determi-

nation [5, 18].

China has * 22% of the world’s population. Over the

last decade, the medical and educational communities have

witnessed and experienced a demand for services and

concerns for children with ASD across the country [19]. A

few small-scale studies have reported the prevalence of

ASD in mainland China since 2003 using various methods

of case ascertainment [20, 21]. A recent meta-analysis of

25 studies of ASD in Chinese children, mostly in China,

found an estimated prevalence of 0.12% (95% CI: 0.08%–

0.15%) in mainland China and 0.27% (95% CI: 0.19%–

0.35%) in mainland China, Hong Kong, and Taiwan region

[22]. These prevalence estimates are much lower than those

reported in most population-based studies in other coun-

tries and are believed to be underestimates because of the

methodologies used. These epidemiological surveys were

conducted using non-representative samples and regions

with non-standard methods of case ascertainment and

diagnostic confirmation. Thus, reliable data on the national

prevalence of ASD in China is not yet available.

To assess the medical and educational service needs of

the growing number of children with ASD in China,

medical professionals and public policy-makers count on

reliable prevalence data. Thus, with support from the

National Health Commission of the central government in

China, we conducted the first nationwide population-based

study with a large representative sample to investigate the

prevalence of ASD and describe its comorbidities among

children in China.

Methods

Study Sites and Recruitment Procedures

A pilot study was conducted from January to July 2014 at

four sites (Shanghai, Guangzhou, Changsha, and Harbin) to

develop a modified Chinese version of the Autism Spec-

trum Rating Scale (MC-ASRS) [23–25] (Supplementary

Method A1). The main study was conducted from July

2014 to December 2016. We used a multi-stage conve-

nience cluster sampling strategy and selected eight cities

(Shanghai, Guangzhou, Changsha, Chongqing, Chengdu,

Wenzhou, Beijing, and Harbin) from five provinces

(Zhejiang, Hunan, Sichuan, Guangdong, and Heilongjiang)

and three municipalities (Shanghai, Beijing, and

16 Oregon Health and Science University, Portland, OR 97239,

USA

17 Beijing Anding Hospital, Capital Medical University, Bei-

jing 100088, China

18 Neuroscience Research Institute, Peking University, Bei-

jing 100191, China

19 Beijing Institutes of Life Science, Chinese Academy of

Sciences, Beijing 100021, China

20 Department of Genetics and Pediatrics, Yale School of
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Chongqing) as the study sites (Table 1 and Supplementary

Method A2). Multistage convenience cluster sampling was

applied at each site (Table 2). We selected one to three

urban districts based on the size of the population and the

proportion of the migrant population, information that was

obtained from the local Public Security Bureau Household

Registration System (PSBHSS) (Supplementary Method

A2).

We used the local PSBHSS as a sampling frame; this

covered all children in the targeted districts because every

child born in China must be registered in the PSBHSS by

law. The information documented by the PSBHSS includes

each child’s full name, identity number, nationality, date of

birth, sex, home address, and home phone number. Thus,

the use of this system as a sampling frame was considered

the best approach; it is superior to the use of other

Table 1 Geographic characteristics of the eight study sites.

Site Location Area (km2) Total Population (million) 2016 PCI (Yuan) Site Ranking National Ranking (100 cities)

Shanghai East 6,340 24 52,962 Top 1 1

Guangzhou South 7,434 13.5 52,829 Top 3 7

Changsha Middle 11,819 7.4 46,735 Top 5 20

Chengdu Southwest 14,312 15.7 27,239 Top 6 47

Chongqing Southwest 82,400 33.7 33,476 Top 8 100

Wenzhou Southeast 12,061 8.1 39,961 Top 4 13

Beijing North 16,410 21.7 30,978 Top 2 2

Harbin Northeast 53,100 9.6 44,026 Top 7 64

Total / 203,876 (2.1) 133.7 (10) / / /

PCI, average per capita income in yuan (1 US dollar equals * 6.4 yuan); data from the National Bureau of Statistics of China 2016 (http://www.

stats.gov.cn/tjsj/pcsj/rkpc/6rp/indexch.htm).

Table 2 Sampling strategy for the study population.

Study site Number of

selected districts

Names of

selected

districts

Number of

selected streets

Names of selected streets Number of reg-

ular schools

Shanghai 3 out of 16 Xuhui 2 out of 12 Tianping, Fenglin 11

Minhang 1 out of 13 Qibao 4

Qingpu 2 out of 11 Yingpu, Xiayang 8

Guangzhou 1 out of 11 Huangpu 9 out of 9 Huangpu, Hongshan, Yuzhu, Taisha, Wenchong,

Nilian, Nangang, Huidong, Changzhou

21

Changsha 1 out of 8 Liuyang 4 out of 4 Huaichuan, Jili, Hehua, Guankou 16

Harbin 3 out of 9 Pingfang 6 out of 6 Xingjian, Baoguo, Lianmeng, Youxie, Xinjiang,

Xinwei

20

Nangang 2 out of 18 Xinchun, Baojilu 72

Daowai 4 out of 4 Nongchun, Juyuan, Yongyuan, Mingzhu 52

Beijing 2 out of 16 Dongchen 5 out of 17 Hepingli, Andingmen, Jiaodaokou, Tiyuguanlu,

Longtan

38

Daxing 6 out of 22 Huangxing, Tuanhe, Huangchun, Sunchun, Tian-

gongyuan, Guanyingshi

32

Chongqing 3 out of 26 Jiulongpo 3 out of 8 Jiulongpo, Yangjiaping, Shiping 5

Changshou 1 out of 7 Fengcheng 5

Fengdu 1 out of 2 Sanhe 2

Chengdu 2 out of 20 Pixian 3 out of 3 Pitong, Hezuo, Xiyuan 16

Tianfu 31 out of 31 Huayang, Wanan, Xingnong, Zhengxing, Baisha, and

others

31

Wenzhou 2 out of 11 Pingyang 2 out of 16 Xiaojiang, Shuitou 31

Total 17 82 364
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registration systems such as the school registration system,

the Disabled Persons’ Federation (DPF) registry system,

and hospital information systems, which have frequently

been used for other prevalence studies in China [22].

Studies using the other registration systems for sampling

might have missed children with ASD who do not attend

special or regular schools and instead stay at home.

The sample-size calculation suggested that 15,000

participants were required for each site, with the assump-

tion of a prevalence of 1%, an alpha of 0.05, and a power of

at least 0.8 and allowing for 5/1000 error (Supplementary

Method A3). All children born between January 1, 2002

and December 31, 2008 (aged 6–12 years) with local

residency registration in the PSBHSS were eligible for the

study (Supplementary Method A2). These children

attended regular schools, special education schools or

rehabilitation centers, or remained at home. After compar-

ing the list from the PSBHSS with the school registration

system and DPF registry system for each study site, we

assigned each eligible child to one of the following: Source

1 indicated children studying in regular schools located

within the sampled districts; Source 2 indicated children

studying in regular schools located outside the sampled

districts; Source 3 indicated children registered at special

education schools, rehabilitation centers, or a DPF any-

where in the local city or children staying at home; and

Source 4 indicated children who could not be located or

assigned to one of the above sources. Comparison of the

sources allowed us to identify children who were born in

the sampled districts but had never lived in the area or had

moved; these children were subsequently removed from

the sample used for prevalence calculations.

This study was approved by the Institutional Ethics

Committee at the Children’s Hospital of Fudan University.

Written informed consent was given by the parents of the

participants.

ASD Screening and Diagnosis

The protocols for screening and diagnosing ASD were

different for children from each of the four sources. For

children attending regular schools (sources 1 and 2), we

used a two-step screening protocol (Supplementary Method

A4) because of the large sample size and the expected large

number of children screened as positive by the MC-ASRS.

Children registered at special education schools, rehabil-

itation centers, or the DPF registry or children staying at

home (Source 3) were relatively few in number and were

expected to be at high risk for ASD (Supplementary

Method A5). All children in this category underwent direct

diagnostic testing.

The Diagnostic and Statistical Manual of Mental

Disorders, Fifth Edition (DSM-5) was used by a trained

team of clinicians to diagnose ASD (Supplementary

Method A6). Additional clinical assessment procedures,

including the Autism Diagnostic Observation Schedule

(ADOS) and the Autism Diagnostic Interview-Revised

(ADI-R) [26, 27], a cognitive assessment using the

Wechsler Intelligence Scale for Children in Chinese

(WISC-C) [28], and neuropsychiatric comorbidity assess-

ment using the Chinese Mini International Neuropsychi-

atric Interview for Children and Adolescents–Parent

Version (MINI kid) [29] were administered in a subset of

ASD cases. A caregiver interview, growth and develop-

ment measurements, family history data, and comprehen-

sive physical examination were also obtained. All members

of the clinical assessment team were trained in using

standard protocols to ensure high quality in the adminis-

tration of diagnostic evaluations. They were blinded to the

MC-ASRS scores during assessments.

The diagnosis of confirmed ASD cases fell into the

following four categories: (1) the diagnosis based on the

DSM-5 was also supported by the ADI-R, the ADOS, or

both; (2) the diagnosis based on the DSM-5 was not

supported by either the ADI-R or the ADOS; (3) the

diagnosis of ASD was made based on the DSM-5, but

neither the ADI-R nor the ADOS were administered; and

(4) in a small number of cases from Source 3, participants

were not clinically assessed by the research team, but the

diagnosis or description of ASD was documented in their

medical records or reported by others, such as the DPF and

the special education database. In this situation, the

available medical records were reviewed, and the ASD

diagnosis was made by more than two experienced

clinicians on the study team.

Statistical Analysis and the Methods Used to Esti-

mate Prevalence

We used the following two prevalence calculations for

ASD: (1) the observed prevalence, i.e., a proportion based

on the observed number of ASD cases; and (2) an

estimated prevalence that took into account non-responses

in different phases of the investigation (Supplementary

Method A7). The number of ASD cases among the non-

responders was estimated based on the assumption of a rate

equal to that observed in the responders from the same

survey phase. For students in regular schools outside the

sampled districts (Source 2), the response to our mailed

invitations to participate in the screening was poor. Thus,

we estimated the number of ASD cases based on Source 1

data with an assumption that there was no significant

difference in prevalence between the two sources.

The denominator used for prevalence calculations

(125,806) was determined by the total number of eligible

participants. The observed prevalence was calculated based
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on the exact number of confirmed ASD cases from all

study sites divided by the denominator. For the estimation

of overall and sex-specific prevalence, we applied weights

to adjust for varying participation rates by site during

different survey phases. In addition, the 95% CI for the

overall prevalence and site prevalence were determined

based on the Poisson distribution.

The prevalence across study sites was compared using

Mantel–Haenszel tests. Prior to these comparisons, stan-

dardization was performed to adjust for differences in sex

stratification and the contributions of sites to the overall

sample size of the study by using the whole study sample

as a reference. The overall sex and age stratification of the

study population across sites or in the included versus

excluded populations were compared using the v2 and

Mantel–Haenszel tests to evaluate possible selection bias

due to the exclusion of untraceable participants. The

clinical assessment scores were compared between previ-

ously-diagnosed and newly-diagnosed cases and between

the sexes using Student’s t test. We used Cohen’s d to

measure between-group differences, using thresholds for

small (d = 0.20), medium (d = 0.50), or large (d = 0.80)

effect sizes as a guide to make inferences [30].

Results

The flow chart of the study population at different sampling

and assessment stages is shown in Figure 1. After exclu-

sion of the 16,280 non-participants, 125,806 participants

(88.5%) were included in the final prevalence analysis. The

age and sex distribution of the entire study population and

for each study site are listed in Table 3. The study

population included 66,687 (53.0%) males (Table S1).

The age (from 6 to 12 years) was relatively evenly

distributed throughout the entire study population from

the 8 sites (Table S2). The sex distribution of the included

sample did not differ from that of the excluded sample

(53.0% vs 53.7% for males, respectively); however, the age

distributions did differ (Sources 1–3 vs Source 4;

P = 0.097 for sex; P\ 0.001 for age) (Tables S1 and S3).

In the regular school investigation (Source 1), MC-

ASRS questionnaires were collected from a total of

110,416 (96.8%) parents and 108,689 (95.3%) teachers.

A total of 37,500 (32.9%) students tested positive through

either the parent or teacher rating; the proportion was

significantly higher among boys than among girls (37.9%

vs 27.2%; P\ 0.001). A total of 634 children were

identified from Source 3. All of these children were asked

to participate in the full ASD diagnostic assessment in the

clinics of local hospitals. A total of 10,913 (8.7%) children

were eligible for the study but attended schools outside the

sampled districts (Source 2). The MC-ASRS screening

questionnaires were mailed to these students; 44.7%

(n = 4,874) of parents and teachers completed the MC-

ASRS. A total of 1,870 (38.4%) students were positive for

ASD according to either parent or teacher rating, and

11.8% (n = 220) participated in group face-to-face inter-

views in schools. Due to the poor response rate, we

excluded this group from further participation in the study.

The sex ratio and age distributions of children who

attended the schools within or outside the sampled districts

were comparable (P = 0.09).

In total, 363 participants were diagnosed with ASD

according to the DSM-5 criteria; 222 (61.2%) were from

regular schools and 157 (43.3%) were newly-diagnosed.

The observed ASD prevalence rate was 0.29% (95% CI:

0.26%–0.32%) for the overall population, 0.44% (95% CI:

0.38%–0.49%) for boys, and 0.12% (95% CI: 0.09%–

0.15%) for girls. The 363 children with ASD were aged

9.0 ± 2.0 years and the male-to-female ratio was 4.3:1.

The denominators and estimated numbers of ASD cases

used for the prevalence estimation are shown by site and

investigation source in Supplementary Method A7 and

Table S4. The overall estimated prevalence of ASD was

0.70% (95% CI: 0.64%–0.74%) and was significantly

higher in boys than in girls (0.95%; 95% CI: 0.87%–1.02%

vs 0.30%; 95% CI: 0.26%–0.34%; P\ 0.001); however, it

did not significantly differ among ages (P = 0.19)

(Table 4). Among the 867 estimated ASD cases, the

contributions of Sources 1, 2, and 3 were 38.5% (334),

3.4% (29), and 58.1% (504), respectively.

ADOS and ADI-R assessments were offered to all 363

children who were diagnosed with ASD based on the

DSM-5 criteria. Among them, 318 (87.6%) were assessed

with the ADOS (164 children, 45.2%) and the ADI-R (154

parents, 42.4%). The agreement between the DSM-5-based

diagnosis and a positive score on the secondary assessment

was 91.5% for the ADOS, 90.3% for the ADI-R, and 96.4%

for both the ADOS and the ADI-R. Among the 363

confirmed ASD cases, 185 (51.0%) children also received

the WISC-C to evaluate their cognitive function.

Among the 185 children who received the WISC-C test,

35.7% had a normal cognitive performance with an

intelligence quotient (IQ) C 85, 18.9% had a borderline

IQ (70–85), 11.4% had mild intellectual disability (ID) (IQ,

50–69), and 34.0% had moderate or severe ID (IQ\ 50)

(Table S5). However, according to the WISC-C, boys with

ASD had significantly higher IQs than girls with ASD

(73.9 ± 28.7 vs 55.7 ± 20.9, P\ 0.001) (Table S6).

Among the 157 children newly diagnosed with ASD,

90.4% were attending regular schools (Sources 1 and 2),

which was markedly higher than the proportion from

Source 3 (9.6%; P\ 0.001). The children newly diagnosed

with ASD had significantly higher IQs (* 1 SD higher;

79.1 ± 25.2 vs 58.4 ± 27.9, P\ 0.001) than the
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previously-diagnosed ASD cases. The mean scores on the

ADOS and ADI-R were significantly lower (P\ 0.001) for

newly-diagnosed cases than for previously-diagnosed

cases, which indicates less severe ASD in the newly-

diagnosed cases (Table S7). In fact, for 11 of the 12

comparisons of mean scores on clinical measurements,

newly-diagnosed children showed less severe impairments

than previously-diagnosed children.

Neuropsychiatric comorbidities were assessed using the

MINI-kids in a subset of 102 (28.1%) ASD cases, 68.8% of

which had at least one comorbid neuropsychiatric disorder

(Table S8). The common neuropsychiatric comorbidities

included attention deficit hyperactivity disorder (ADHD,

43.1%), followed by specific phobia (10.6%), agoraphobia

(7.5%), obsessive–compulsive disorder (6.4%), social pho-

bia (6.3%), mania (5.3%), and tic disorder (5.3%). For the

ASD cases (28.9%) with medical records available to

review for the occurrence of other common comorbidities,

gastrointestinal problems (GI, 41.4%), sleep disorders

(19.2%), allergic diseases (15.8%), febrile seizure (6.7%),

and epilepsy (5.7%) were also reported. There was no

difference in the pattern of psychiatric comorbidity

between newly- and previously-diagnosed cases as well

as between boys and girls. We found that in children with

ASD who had ID (IQ\ 70), the frequency of comorbidity

was not significantly different from that of children with

ASD without ID (IQ C 70).

Fig. 1 Flowchart of ASD case screening and determination. ASRS, Autism Spectrum Rating Scale; DPF, Disabled Persons’ Federation; ASD,

Autism Spectrum Disorder.
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Table 3 Age, sex, and site dis-

tributions of the study popula-

tion by sampling source.

Participants Non-participants Total n (%)

Source 1 n (%) Source 2 n (%) Source 3 n (%) Source 4 n (%)

Sex

Male 60,499 (52.9) 5,768 (52.9) 420 (66.3) 8,742 (53.7) 75,429 (53.1)

Female 53,760 (47.1) 5,145 (47.1) 214 (33.7) 7,538 (46.3) 66,657 (46.9)

Age (years)

6 13,223 (11.6) 1,750 (16.0) 97 (15.3) 2,736 (16.8) 17,806 (12.5)

7 20,370 (17.8) 1,105 (10.1) 99 (15.6) 2,680 (16.5) 24,254 (17.1)

8 16,669 (14.6) 1,044 (9.6) 83 (13.1) 2,139 (13.1) 19,935 (14.0)

9 16,527 (14.5) 1,139 (10.4) 93 (14.7) 1,952 (12.1) 19,711 (13.9)

10 18,155 (15.9) 1,218 (11.2) 102 (16.1) 2,138 (13.1) 21,613 (15.2)

11 14,402 (12.6) 2,410 (22.1) 79 (12.4) 1,650 (10.1) 18,541 (13.1)

12 14,913 (13.0) 2,247 (20.6) 81 (12.8) 2,985 (18.3) 20,226 (14.2)

Site

Shanghai 14,490 (12.7) 2,731 (25.0) 200 (31.6) 2,744 (16.9) 20,165 (14.2)

Guangzhou 12,398 (10.9) 403 (3.7) 186 (29.3) 1,707 (10.5) 14,694 (10.3)

Changsha 9,744 (8.5) 1,425 (13.1) 15 (2.4) 298 (1.8) 11,482 (8.1)

Harbin 22,376 (19.6) 811 (7.4) 51 (8.0) 1,245 (7.6) 24,483 (17.2)

Beijing 7,112 (6.2) 783 (7.2) 25 (3.9) 3,355 (20.6) 11,275 (7.9)

Chongqing 20,010 (17.5) 2,167 (19.8) 98 (15.5) 3,012 (18.5) 25,287 (17.8)

Chengdu 15,021 (13.1) 1,035 (9.5) 35 (5.5) 628 (3.9) 16,719 (11.8)

Wenzhou 13,108 (11.5) 1,558 (14.3) 24 (3.8) 3,291 (20.2) 17,981 (12.7)

Total 114,259 (100.0) 10,913 (100.0) 634 (100.0) 16,280 (100.0) 142,086 (100.0)

Source 1, children studying in regular schools within the sampled districts; Source 2, children studying in

regular schools outside the sampled districts; Source 3, children registered at special education schools,

rehabilitation centers, or a DPF anywhere in the local city or children staying at home; Source 4, children

who could not be located or ascribed to one of the above sources.

Table 4 Prevalence of ASD in Chinese children aged 6 to 12 years (per 100).

Category Sample size ASD cases Observed prevalence (95% CI) Estimated prevalence (95% CI)

Sex

Male 66,687 292 0.44 (0.38, 0.49) 0.95 (0.87, 1.02)

Female 59,119 71 0.12 (0.09, 0.15) 0.30 (0.26, 0.34)

Age (years)

6 15,070 43 0.29 (0.20, 0.37) /

7 21,574 69 0.32 (0.24, 0.40) /

8 17,796 61 0.34 (0.26, 0.43) /

9 17,759 44 0.25 (0.17, 0.32) /

10 19,475 65 0.33 (0.25, 0.41) /

11 16,891 36 0.21 (0.14, 0.28) /

12 17,241 45 0.26 (0.18, 0.34)

Total 125,806 363 0.29 (0.26, 0.32) 0.70 (0.64, 0.74)

ASD case status

Newly diagnosed / 157 (43.3) /

Previously diagnosed / 206 (56.7) /

ASD, autism spectrum disorder; CI, confidence interval. The estimated prevalence of ASD was higher in boys than in girls (P\ 0.001) and did

not differ among ages (v2 = 8.76, df = 6, P = 0.19).
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Discussion

We conducted the first nationwide and the largest cross-

sectional epidemiological study of ASD using the total

population of children aged 6 to 12 years residing in eight

representative cities in China from 2014 to 2016. This

study provided a national estimated ASD prevalence of

0.70% (95% CI: 0.64%–0.74%), corresponding to * 1 in

143 children. For the first time, we present a reliable

estimate of the disease burden of ASD in China. The

prevalence was estimated as 0.95% (1 in 105; 95% CI:

0.87%–1.02%) in boys and 0.30% (1 in 333; 95% CI:

0.26%–0.34%) in girls. Importantly, 43.3% of the children

with ASD were newly diagnosed, had a milder presenta-

tion, attended regular schools at the time of the study, and

2/3 (68.8%) of them had at least one neuropsychiatric

comorbidity. Our findings provide valuable guidance to the

medical community and policy-makers to develop a

strategic plan for the care of children with ASD and to

support future research on ASD in China.

Our study has several major strengths. First, this study

provides a national estimate of ASD prevalence in a

population-based, multi-center, epidemiological study. To

the best of our knowledge, ours was the largest sample

(125,806) ever surveyed in China or in any published ASD

prevalence study using similar methodology [20, 31].

Second, instead of restricting the sampling framework to a

school population, as in most previous studies [22], our

strategy was based on households and used the most

inclusive registration system. This sampling scheme ensured

maximal coverage of the target population. Third, we

achieved a high response rate for the screening step

(* 90%); this rate was higher than that of any other

published population-based study in the literature [4, 14, 16].

Fourth, we used a modified Chinese version of the ASRS for

screening, the DSM-5 as the diagnostic tool, and the ADOS

and ADI-R for in-depth diagnostic evaluations. In fact, this

was the first large ASD prevalence study to use the DSM-5

since it was released in 2013 [32]. In addition, this was the

first study to use a combination of screening and diagnostic

tools, the MC-ASRS and the ADOS/ADI-R, in Chinese

children. The multi-informant approach that combined

parent and teacher ratings for the initial ASRS screening

followed by a professional group interview is a unique

feature of our study design that improved the quality of the

screening process. Altogether, we believe that these signif-

icant strengths in design and execution have ensured the best

estimate of ASD prevalence in China to date.

Our estimated prevalence rate of 0.70% is consistent

with the results of several meta-analyses and individual

reviews but is lower than the prevalence reported in several

recent epidemiological studies that had prevalence rates

ranging from 1% to 2% [33, 34]. For instance, the

estimated prevalence rate of 1.46% for children aged

8 years was from the CDC’s monitoring network in 2014

[10] and 1.68% in a more recent report [3], and the estimate

of 2.47% among children in the USA aged 3 to 17 years

from 2014 to 2016 was from the National Health Interview

[4]. A prevalence of 1.57% was found in a school-based

survey in the UK [13], the prevalence was 2.5% in an

Australian birth cohort aged 6–7 years [35], and a preva-

lence of 2.64% was obtained for South Korean children

aged 7–12 years in a population-based survey [14].

Several explanations may account for the lower esti-

mated prevalence in our study. First, the level of cultural

and public awareness of ASD should be considered.

Although studies have generally found that the clinical

phenotypes of ASD show little variation with country or

culture [36], a lower ASD prevalence has been consistently

reported in Hispanic and African American populations

and in populations associated with low socioeconomic

status in the USA in surveys by the CDC surveillance

program [17, 37], presumably due to less access to

specialized medical care and educational services. It is

possible that the specific cultural heritage and the level of

awareness of ASD in China may have influenced the

prevalence estimation in the present study. The first autism

case report in China was published in 1987 [38], 40 years

after Kanner’s seminal report [39]. However, public

awareness in China did not truly emerge until 2010 [40].

Further research may be warranted to assess the impact of

these cultural factors. Second, the use of the DSM-5 may

have contributed to a lower estimate of ASD prevalence, as

suggested in two other population-based studies [41, 42].

These studies have shown that, other things being equal,

the prevalence estimate is reduced by 15%–20% when the

DSM-5 criteria are used instead of the DMS-IV-TR criteria

for case determination. Finally, while the response rate for

screening was very high and satisfactory (* 90%), the

participation rate of * 80% among children who were

screened as positive by the MS-ARS during the in-person

diagnostic assessment was slightly lower. The exact

reasons why individuals failed to attend in-person assess-

ment need to be fully investigated as it is unclear whether

non-participation was more or less common among fam-

ilies with children with ASD. From a cultural standpoint, it

is possible that some parents might be afraid of their child

being diagnosed with ASD due to social stigma and the

fear of being ridiculed by others [40].

In contrast, the 0.70% prevalence reported in this study

is significantly higher than the * 0.12% (95% CI: 0.08%–

0.15%) arising from 25 pooled studies of various age

groups from 1987 to 2011 in mainland China [22]. The

much lower prevalence in previous studies is likely due to

methodological issues, such as the sampling procedures,
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sample size, and diagnostic criteria used. However, it

remains conceptually possible that the higher prevalence in

this study may actually reflect a true increase in the

incidence of ASD, as suggested in other countries [4, 43].

Consistent with the results reported in the literature

[14, 34], the male-to-female ratio of children with ASD in

our study was 4.3:1. Similar to the findings of some studies

[34], females with ASD had significantly lower cognitive

function and more severe impairment in social interactions

and other autistic behaviors than males with ASD.

Interestingly, children newly diagnosed with ASD had

higher IQs than previously-diagnosed children. This is

consistent with the fact that most of these newly-diagnosed

children were attending regular schools and that their

behavioral problems had not drawn sufficient attention

from parents or teachers to lead to testing for ASD [14].

We included assessments of neuropsychiatric and med-

ical comorbidity in our study. This is a first among all

prevalence studies conducted in Chinese children in China

or other regions in Asia. Over two-thirds of the children

with ASD had at least one comorbid psychiatric disorder,

including ADHD and social phobia. The overall pattern of

comorbidity is similar to that found in other reports that

used the same assessment tool, with one exception: the rate

of anxiety disorder was much lower in our study than in a

previous study [44]. Over 40% of the children with ASD

had co-occurring medical conditions, such as GI problems.

The pattern of medical comorbidity is similar to previous

reports, except that the frequency of seizures is lower than

the 20%–25% reported in other studies [45].

Limitations

The study has three major limitations. First, we deliberately

selected the eight participating sites using several prede-

termined criteria, including prior research experience with

ASD, the quality of infrastructure and facilities, and the

level of collaboration between the school and medical

communities to implement the study. Consequently, the

survey population was mainly composed of urban resi-

dents, although there was a fair representation of diverse

social and economic strata. Given the rapid urbanization of

China over the last two decades, 60% of the population

lived in urban areas between 2014 and 2016. Nevertheless,

the results may not be generalizable to rural population.

The inclusion of children living in rural regions should be

considered in future national epidemiological studies when

it is technically feasible. Second, the assumption of an

equal risk of ASD in participants versus non-participants,

particularly the children who failed to present in person for

diagnostic assessment, may lead to bias in both directions.

For instance, this assumption may underestimate the

prevalence if parents of children with ASD were more

likely to be non-participants. However, without further

investigation, it remains uncertain what impact the 10%

and 20% non-response rates in the screening and diagnostic

phases, respectively, could have had on the final prevalence

estimate in this study. Finally, the response rates differed

among sources 1, 2, and 3, although we adjusted for

unequal participation from each source in our prevalence

calculations.

Based on these limitations, the rural population should

be included in future national epidemiological studies, in

order to truly represent the prevalence in China. The

propagation, extension, and awareness campaigns and

science popularization by the ASD network are expanding

the public awareness of ASD, and may increase the

response rate in the target population.

Conclusions

We report an estimated 0.70% prevalence of ASD among

6- to 12-year-old children in the largest population-based

study to date, with[ 120,000 children from eight repre-

sentative cities in China. This estimate translates into a

total of * 700,000 children aged 6–12 years with ASD in

China, based on the national census data for 2016 (http://

www.stats.gov.cn/tjsj/pcsj/rkpc/6rp/indexch.htm). The

finding that almost half of the confirmed ASD cases were

previously-undiagnosed children attending regular schools

has important implications for the medical community, the

educational system, and society in China. Our findings

support the rising public concern about and awareness of

ASD over the last decade in China and provide, for the first

time, valid and reliable data to inform public health and

government agencies in their efforts to design evidence-

based policies regarding the care of children with ASD in

China.
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Abstract In the central nervous system (CNS), three types

of myelin-associated inhibitors (MAIs) have major inhibi-

tory effects on nerve regeneration. They include Nogo-A,

myelin-associated glycoprotein, and oligodendrocyte-mye-

lin glycoprotein. MAIs possess two co-receptors, Nogo

receptor (NgR) and paired immunoglobulin-like receptor B

(PirB). Previous studies have confirmed that the inhibition

of NgR only results in a modest increase in regeneration in

the CNS; however, the inhibitory effects of PirB with

regard to nerve regeneration after binding to MAIs remain

controversial. In this study, we demonstrated that PirB is

expressed in primary cultures of retinal ganglion cells

(RGCs), and the inhibitory effects of the three MAIs on the

growth of RGC neurites are not significantly decreased

after direct PirB knockdown using adenovirus PirB

shRNA. Interestingly, we found that retinal Müller cells

expressed PirB and that its knockdown enhanced the

regeneration of co-cultured RGC neurites. PirB knockdown

also activated the JAK/Stat3 signaling pathway in Müller

cells and upregulated ciliary neurotrophic factor levels.

These findings indicate that PirB plays a novel role in

retinal Müller cells and that its action in these cells may

indirectly affect the growth of RGC neurites. The results

also reveal that PirB in Müller cells affects RGC neurite

regeneration. Our findings provide a novel basis for the use

of PirB as a target molecule to promote nerve regeneration.

Keywords Neurite regeneration � Müller cell � Retina
ganglion cell injury � Ciliary neurotrophic factor

Introduction

Determining a means of promoting the repair and regen-

eration of the injured central nervous system (CNS) has

long been a research hotspot and a medical challenge. The

optic nerve is a unique CNS component that has difficulty

regenerating after damage. Active treatment methods for

diseases that affect the optic nerve remain scarce, and this

lack of options frequently results in visual dysfunction or

even blindness in affected individuals [1]. Myelin-associ-

ated inhibitors (MAIs), which are abundant in the microen-

vironment, are responsible for the regeneration difficulties

following optic nerve damage. Myelin sheaths typically

surround optic nerve axons and are exposed to a large

number of MAIs after damage. These MAIs specifically

bind to receptors on the axons, resulting in an unstable cy-

toskeleton for the growth of cone-plate pseudopods and

filopodia, ultimately hindering regeneration [2].

Among these MAIs, Nogo-A, myelin-associated glyco-

protein (MAG), and oligodendrocyte-myelin glycoprotein

(OMgp) play major roles in the inhibition of axon

regeneration [3]. In the CNS, they have two known co-

receptors, Nogo receptor (NgR) and paired immunoglob-

ulin-like receptor B (PirB) [4–8]. The MAIs facilitate the

collapse of neuronal growth cones after they bind to NgRs,

ultimately resulting in actin depolymerization in cells.
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Interestingly, myelin-associated inhibition of NgRs in the

context of CNS regeneration is very limited. Indeed, the

knockdown of NgR alone does not significantly reduce the

inhibitory effects of MAIs on axon growth [9, 10].

PirB is widely expressed in a number of immune cells

such as macrophages, B cells, and dendritic cells, and this

protein functions as a major histocompatibility complex

class I (MHC I) molecule receptor. After binding to MHC I

molecules, PirB negatively regulates cells by recruiting the

tyrosine protein phosphatase of Src oncogene homologous

domains 1 and 2 (SHP-1 and SHP-2) to the intracellular

immunoreceptor tyrosine-based inhibition motif segment

[11, 12]. In the CNS, PirB is mainly expressed in the axons

and synapses of neurons in the cerebral cortex, hippocam-

pus, cerebellum, retina, and optic nerve [13, 14]. After

binding to PirB, MAIs in the CNS inhibit axon growth

through the PirB-SHP1/SHP2 and PirB-POSH (plenty of

SH3s)-myosin IIA pathways [15, 16]. A previous study has

demonstrated that antagonizing PirB reduces the inhibitory

effect of Nogo-A on axon growth [8]; however, whether

PirB promotes axonal regeneration after MAI inhibition in

the optic nerve remains unclear.

In the retina, Müller cells are closely associated with

retinal ganglion cells (RGCs). Müller cells constitute a

‘‘bridge’’ that provides a link between neurons and the

microenvironment [17]. This contact allows retinal neurons

to exchange substances with extracellular blood vessels,

the vitreous cavity, and the subretinal space [18]. Many

nerve growth factors secreted by Müller cells affect RGC

axon growth [19–21]. Our preliminary study demonstrated

that PirB is also expressed in Müller cells; however, its

specific role remains unclear. In addition, it is unknown if

PirB affects RGC axon growth.

In this study, we used adenovirus (AD) PirB shRNA to

knock down PirB expression in primary RGCs and in

Müller cells. Subsequently, we examined the growth of

neurites after direct PirB silencing in RGCs, and monitored

the indirect effect of the PirB-silenced Müller cells on co-

cultured RGC neurites. We further investigated if the

indirect effect of PirB in Müller cells was related to the

promotion of endogenous ciliary neurotrophic factor

(CNTF) expression, and the associated signaling pathways

were also explored. The results clarify the role of PirB in

Müller cells and provide a basis for studying regeneration

after optic nerve damage by targeting PirB in Müller cells.

Experimental Procedures

Experimental Animals

Sprague-Dawley rat pups 1–2 days old were used for

primary cell culture. All experimental animal procedures

complied with the Association for Research in Vision and

Ophthalmology statement and were approved by the

Medical Ethics Committee of Daping Hospital, Army

Medical University. The animals were purchased from the

Animal Center of Daping Hospital, Army Medical

University.

Experimental Reagents

The reagents used in this study included fetal bovine serum

(Gibco, Newcastle, Australia, Lot No: 10100147), Neu-

robasal culture medium (Gibco, NY, USA, Lot No:

2085380), B27 (Gibco, NY, USA, Lot No: 2042265),

Nogo-A, MAG, OMgp (R&D, MN, USA), Rotenone

(Sigma, St. Louis, USA, Lot No: MKBZ2534V), and an

Ultra-high-sensitivity ECL kit (Medchem Express, Mon-

mouth Junction, NJ, USA, Cat No: HY-K1005). The

antibodies used are listed in Table 1.

Viruses and Sequences

The target sequences for Si-r-CNTF and AD PirB shRNA

(with GFP tag) were GGCTTACCGTACCTTCCAA (Ri-

bobio Co., Ltd., Guangzhou, China) and GGAGCC-

GAACTTTATTGTCTCTATA (Hanbio Co., Ltd.,

Shanghai, China).

RGC Culture

Sprague-Dawley rats aged 1–2 days were euthanized by

intraperitoneal injection of 2% pentobarbital. The retinas

were separated under a high-power microscope and

centrifuged at 1100 9g for 5 min. Digestion medium

(0.2% papain, 10% DNase, and 1% glutamine) was added

for digestion in an incubator containing 5% CO2 at 37�C
for 20 min. An appropriate amount of Neurobasal complete

medium (Neurobasal medium supplemented with 2% B27,

1% glutamine, and 0.5% penicillin–streptomycin) was

added to prepare a cell suspension, which was filtered using

a 70-lm cell strainer. The cells were inoculated on plates

coated with polylysine (PDL) at a density of 39105 /mL

and cultured in an incubator under 5% CO2 at 37�C. Cell
adherence was observed the next day, and the medium was

replaced once for an additional 6–8 days of culture

[22, 23].

Müller Cell Culture

Müller cells were extracted according to the previously

reported methods [24, 25]. Briefly, retinas were digested in

0.25% trypsin for 15 min, and complete Dulbecco’s

modified Eagle’s medium [DMEM; containing 1% peni-

cillin–streptomycin and 10% fetal bovine serum (FBS)]
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was added. The resulting cell suspension was filtered using

a 70-lm cell strainer. Cells at a density of 39105 cells/mL

were grown in medium under 5% CO2 at 37�C. The next

day, the medium was replaced prior to 6–8 days of

continuous culture. Passaging was performed when the cell

density reached 80%. Subsequent experiments were per-

formed after cells were passaged 3–4 times.

Cellular Immunofluorescence

Cells were fixed in 4% paraformaldehyde for 15 min and

then washed three times for 5 min with phosphate-buffered

saline (PBS). The cells were permeabilized using 0.1%

Triton for 15 min, and then blocked with 10% goat serum

for 30 min. Primary antibodies (mouse anti-b-III tubulin,
rabbit anti-vimentin, and mouse anti-Brn 3a) were added

prior to incubation at 4�C overnight. After three PBS

washes, fluorescent secondary antibodies were added and

left at room temperature (20–22�C) for 1 h in the dark; this

was followed by counterstaining with 40, 6-diamidino-2-

phenylindole (DAPI) for 15 min. Five regions in each well

were randomly selected and imaged under a fluorescence

microscope (Leica, Weztlar, Germany). The lengths of 20

neurites with adjacent RGCs were measured using Image-

Pro plus 6.0 (Media Cybernetics, Maryland, USA) to assess

their growth [26, 27]. Cells exhibiting positive vimentin or

Brn3a expression were counted to determine the purity of

the primary cells. Müller/RGC purity = number of cells

positive for vimentin or Brn3a expression / total number of

cells positive for DAPI nuclear staining 9 100% [28, 29].

Transfection of Primary Cells with AD PirB shRNA

Müller cells and RGCs were seeded into 6- or 24-well

plates at 39105 cells/mL and cultured under 5% CO2 at

37�C for 24 h. The medium was refreshed and AD PirB

shRNA (with GFP tag) was added gradually according to

the manufacturer’s instructions to achieve final titers of

108, 107, and 106 plaque-forming units (PFU)/mL. The

medium was not replaced during transfection. In addition,

AD shRNA was added to the control group, and the blank

group was left untreated. Three duplicate wells were used

for each group. Cell growth and GFP expression were

observed under a microscope at 1, 3, and 7 days after

transfection. Müller cells and RGCs were transfected at 106

PFU/mL in all subsequent experiments.

Transfection of Müller Cells Using Si-r-CNTF

Müller cells were passaged 3–4 times and then seeded on a

24-well plate at a density of 39105 cells/mL. These cells

were then transfected with AD PirB shRNA. The next day,

empty vector Si-r (control) and Si-r-CNTF were added at

final concentrations of 10, 20, 30, 50, and 100 nmol/L. The

Table 1 List of primary and

secondary antibodies used for

western blot (WB), immunohis-

tochemistry (IHC), and

immunocytochemistry (ICC).

Antibody Source Lot/Cat No. Dilution

Primary antibodies WB IHC/ICC

Goat anti-PirB R&D, MN, USA AF2754 1:1000 1:100

Rabbit anti-phospho Stat3 Y705 Abcam, Cambridge, UK ab76315 1:5000

Mouse anti-GAPDH Abcam ab8245 1:5000

Rabbit anti-SHP2 Abcam ab187040 1:5000

Rabbit anti-phospho SHP2 Y542 Abcam ab17939 1:1000

Rabbit anti-phospho SHP1 Tyr536 ThermoFisher, MA, USA PA5-36682 1:750

Rabbit anti-SHP1 Abcam ab32559 1:1000

Rabbit anti-CNTF Abcam ab175387 1:1000

Rabbit anti-beta III tubulin Abcam ab18207 1:500

Mouse anti-beta III tubulin Abcam ab78078 1:500

Rabbit anti-vimentin Abcam ab92547 1:500

Mouse anti-glutamine synthetase Abcam ab64613 1:200

Mouse anti-CD90/Thy1 Abcam Ab225 1:500

Mouse anti-Brn-3a Merck Millipore, Watford, UK MAB1585 1:50

Secondary antibodies

HRP-labelled anti-mouse IgG Invitrogen, Poole, UK G-21040 1:10000

HRP-labelled anti-rabbit IgG Invitrogen 31460 1:10000

HRP-labelled anti-donkey IgG R&D HAF109 1:1000

Alexa488 anti-goat IgG Invitrogen A32814 1:300

Alexa488 anti-mouse IgG Invitrogen A32723 1:300

Alexa594 anti-rabbit IgG Invitrogen A32740 1:300
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interference efficiency was assessed, and Si-r-CNTF was

used at 50 nmol/L in all subsequent experiments. After 48

h–72 h of transfection, cells were repeatedly transfected

with Si-r-CNTF to consolidate the interference effect.

EdU (5-ethynyl-2�-deoxyuridine) Assay of Müller

Cells

Müller cells were passaged 3–4 times and then seeded into

a 24-well plate at 39105 cells/mL. These cells were

divided into the following groups: blank (without treat-

ment), control (with empty virus), and PirB shRNA (at 108,

107, and 106 PFU/mL). Three duplicate wells were used for

each group, and cells were cultured in an incubator under

5% CO2 at 37�C for 72 h. Based on the kit instructions, 300

lL medium containing EdU A solution was added to each

well and left for 2 h. Then, the cells were fixed in 4%

paraformaldehyde for 30 min, followed by neutralization

with 2 mg/mL glycine for 15 min. The cells were

permeabilized using 0.5% Triton at room temperature for

30 min, and this was followed by nuclear staining with F

solution for 15 min, three PBS washes for 5 min each, and

then imaging.

Inhibition of Primary RGCs by Nogo, MAG,

and OMgp

RGCs were divided into the following groups: blank

(culture plates coated with 0.1 mg/mL PDL), PBS (plates

coated with 0.1 mg/mL PDL? PBS at an amount equal to

that of the MAI group), and MAI (plates coated with 0.1

mg/mL PDL ? Nogo, MAG, or OMgp in PBS). The

concentrations of MAIs were 0.25, 0.5, 1.0, and 2.0 lg/mL.

Three duplicate wells were prepared for 7 days of culture.

Then, the culture medium was removed, and b-III tubulin
was stained by immunofluorescence to assess the lengths of

RGC neurites. In the MAI group, the coating concentra-

tions of Nogo, OMgp, and MAG were 0.5, 0.5, and 1 lg/
mL, respectively, in subsequent experiments.

Establishment of the RGC Injury Model

Rotenone is a mitochondrial complex 1 inhibitor that

induces neuronal cytotoxicity and is commonly used to

prepare injury models for in vitro assays [30]. Primary

RGCs were cultured in 24-well plates for 3 days, the

medium was then replaced and rotenone (100 nmol/L) was

added as previously described [31]. After rotenone injury,

the surviving RGCs were detected using an MTT assay

(Solarbio, Beijing, China, Lot No:M1020) as directed by

the manufacturer. Briefly, blank wells without cells were

used for zero-adjustment, and the control and rotenone

groups (injuring RGCs for 6 h, 12 h, 24 h, 48 h, and 72 h)

were prepared. Three duplicate wells were used for each

group, and the culture supernatant was replaced with 360

lL fresh medium. Then, 40 lL MTT solution was added

and left for 4 h. After careful removal of the supernatant,

490 lL dimethyl sulfoxide was added to each well to

dissolve the formazan crystals. The cells were incubated on

a shaker at low speed for 10 min, and the absorbance was

measured at 490 nm. RGCs injured for 24 h were selected

for subsequent experiments.

Co-culture of Müller Cells and RGCs

Müller cells were passaged, inoculated into transwell

chambers, then transfected with AD PirB ShRNA or CNTF

siRNA. After 3 days, the transwell chambers were

extracted, the medium was removed, and the cells were

washed three times with PBS. After adding fresh medium,

the cells were transferred into RGC culture plates in the

presence of renewed solution for co-culture [27]. Two

duplicate wells were used for each group, and the

experiment was repeated three times. Isolated Müller cells

and RGCs were cultured separately. There was no contact

between Müller cells and RGCs except via the culture

medium. Using the 24-well plate as an example, Müller

cells were cultured in the transwell, and 0.5 mL DMEM

containing 10% FBS and 1% penicillin–streptomycin was

added. Primary RGCs were cultured outside the transwell

in 0.6 mL Neurobasal medium containing 2% B27, 1%

glutamine, and 0.5% penicillin–streptomycin. The cells

were co-cultured in an incubator under 5% CO2 at 37�C.

Real-Time PCR

RNA was extracted as previously described [32] and

reverse-transcribed into cDNA according to the kit instruc-

tions (TAKARA BIO. INC, Beijing, China, Lot No:

RR047A). A total of 2 lL of nuclease-free and high-purity

water, 5 lL of Mix and oligo (dT) 18 primers, 0.5 lL each

of forward and reverse primers, and 2 lL of cDNA were

used for the reaction. b-actin was used as an internal

reference. The primers were designed based on GenBank

and included: PirB, forward AGGATGGAGTGGAGCT-

GAAC and reverse TGATTGTTTGCTCCTTGGCC;

CNTF, forward CTTTCGCAGAGCAAACACCTC and

reverse ACTGTGAGAGCTCTTGAAGGAC; and

GAPDH, forward GACATCAAGAAGGTGGTGAAGC

and reverse TGTCATTGAGAGGACCTGCCAGC. The

qPCR conditions were pre-denaturation at 95�C for 10

min, denaturation at 95�C for 15 s (cycled 39 times),

annealing at 57�C for 1 min, and extension at 65�C for 5

min. Relative quantification was performed to obtain real-

time PCR results.
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Western Blot

Immunoblotting was performed as previously described

[33]. Briefly, equal amounts of protein (40 lg) were

separated by 10% SDS-PAGE and transferred onto

polyvinylidene fluoride membranes. After blocking with

5% skimmed milk for 2 h, primary antibodies were added

prior to incubation on a shaker at 4�C overnight. Then,

secondary antibodies were added and left at room temper-

ature for 1 h. Enhanced chemiluminescence was used for

development prior to detection on an Omega Lum G gel

imager (Aplegen, Pleasanton, USA). Gray values were

analyzed using ImageJ software (National Institutes of

Health, Bethesda, Germany), and b-actin or GAPDH was

used as an internal reference. The ratio of the gray value of

the target strip to that of the internal reference was

calculated.

Statistical Analysis

Data were analyzed using SPSS 19.0 (IBM, Armonk,

USA). Cell counts are expressed as percentages. Contin-

uous data are expressed as the mean ± SD. Student’s t test

or one-way ANOVA was used in cases with homogeneity

of variance and normal distribution, and for all other cases,

a nonparametric test was used. P\ 0.05 was considered

statistically significant.

Results

PirB Knockdown in RGCs does not Promote

the Growth of Neurites

After primary culture of RGCs for 24 h, the cells were

observed by microscopy to be adherent. Some cells

aggregated, and a few single cells were scattered. After

7–8 days in culture, RGCs had large numbers of neurites.

The RGCs were specifically labelled with Brn-3a, and they

accounted for[ 85% of all cells (RGC purity = Brn-3a /

DAPI 9 100%) (Fig. 1A). They also expressed PirB, and

this expression occurred primarily in the cell bodies and

neurites (Fig. 1B).

After transfection with AD,[55% of RGCs were GFP-

positive. MTT assays showed no significant difference in

cell number from that of the blank (negative control, 100%

± 20%, P = 0.23) and control (empty virus, 90% ±

13.45%, P = 0.62) groups when AD PirB shRNA was

transfected at 106 PFU/mL (83.33% ± 12.22%; Fig. 1C).

Cytotoxicity against RGCs was enhanced, and the cell

number was decreased at the final transfection concentra-

tions of 107 (67.33% ± 7.63%, P = 0.048) and 108 PFU/

mL (42% ± 21.66%, P = 0.004) compared to controls

(Fig. 1C). Subsequent experiments were performed using a

transfection concentration of 106 PFU/mL. As assessed by

qPCR (Fig. 1D), the PirB mRNA levels in cells transfected

with AD PirB shRNA at 106 PFU/mL (59 ± 18.68) were

significantly lower than those of the control groups (108 ±

13.11, P = 0.014).

The inhibitory effects of Nogo, MAG, and OMgp on

RGC axonal growth were concentration-dependent. The

growth of RGC neurites was significantly inhibited by

Nogo and OMgp at 0.5 lg/mL and by MAG at 1 lg/mL

(94.33 ± 13.65 lm, P = 0.017; 90.67 ± 21 lm, P = 0.012;

77.33 ± 10.26 lm, P = 0.013) compared to that of the PBS

group (138.33 ± 23.63 lm, Fig. 1E). AD PirB shRNA

reduced the PirB expression in RGCs but did not signif-

icantly promote the regeneration of neurites in RGCs

treated with Nogo, MAG, or OMgp compared to the

control group transfected with empty virus. In addition, the

lengths of the neurites were not significantly different (P[
0.05, Fig. 1F, G).

PirB Knockdown in Müller Cells Increases CNTF

Expression and Activates the Janus Kinase/Signal

Transducer and Activator Of Transcription (JAK/

Stat3) Signaling Pathway

After primary Müller cells were passaged three times,

[95% of the cells expressed the Müller cell-specific

protein vimentin and glutamine synthetase (Müller cell

purity = vimentin / DAPI9100%) (Fig. 2A and Fig. S1).

We found for the first time that Müller cells expressed

PirB, and this expression occurred primarily in the cell

membrane and cytoplasm (Fig. 2B). EdU assays revealed

that cell proliferation decreased with increasing transfected

virus concentration. There was no significant effect on the

proliferation of Müller cells at a viral PirB shRNA titer of

106 PFU/mL (relative to blank at 100%; 79.33% ± 7.02%,

P = 0.516). At transfection titers of 107 PFU/mL (53.33%

± 10.02%, P = 0.006) and 108 PFU/mL (35.34% ± 13.5%,

P = 0.001), cell proliferation in the AD PirB shRNA groups

decreased significantly compared to that of the control

(empty virus, 84.67% ± 6.11%, Fig. 2D and Fig. S2).

After the cells were transfected with AD at a final titer

of 106 PFU/mL for 1 day, scattered green fluorescence

(GFP) was observed, and this increased significantly at 3

days (30%–40%), and 7 days (50%–60%) (Fig. 2C). After

Müller cells were transfected with viruses for 1 day (0.87±

0.16), the PirB mRNA levels were lower than those of the

control group (1.18 ± 0.32). The decrease at 3 days was

statistically significant (0.54 ± 0.11, P\ 0.028), and the

lowest level was reached at 7 days (0.20 ± 0.07, P = 0.007)

(Fig. 2E). Compared to the level in the control group (0.55

± 0.02), PirB protein expression significantly decreased to
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the lowest value at 7 days after Müller cells were

transfected with the virus (0.32 ± 0.05, P\0.05; Fig. 2F).

Meanwhile, mRNA level detection of the three main

nerve growth factors secreted by Müller cells (NGF,

Fig. 1 Effects of RGC PirB knockdown on neurite growth. A Rep-

resentative images of a primary culture of RGCs, where Brn-3a

(green, 488 nm) is primarily localized within the nucleus (blue, DAPI

nuclear staining; arrows, non-RGC nuclear staining; arrowheads,

RGC-positive cells; scale bars, 100 lm). B Image of co-localization

of RGC PirB (green at 488 nm) with b-III tubulin (red at 594 nm)

(blue DAPI nuclear staining; scale bars, 250 lm). C MTT assay

results showing cytotoxicity of AD PirB shRNA in RGCs. D PirB

mRNA levels after RGC transfection with AD PirB shRNA as

evaluated by real-time PCR. E Inhibitory effects of Nogo, MAG, and

OMgp on RGC neurite growth. F Effects of AD PirB shRNA on RGC

neurite growth after pretreatment with PBS, Nogo (0.5 lg/mL), MAG

(1.0 lg/mL), and OMgp (0.5 lg/mL). G Representative images of

fluorescent staining specific for RGC neurite growth [red (594 nm), b-
III tubulin-labeled RGC neurites; green (488 nm), GFP indicating

autofluorescence of AD PirB shRNA or empty virus in RGCs; blue,

DAPI-labeled nuclei; scale bars, 250 lm]. All data are the mean ±

SD. The experiment was repeated three times (n = 9). *P \ 0.05,

**P\ 0.01, one-way ANOVA or Student’s t test.
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BDNF, and CNTF) showed that the NGF and CNTF

mRNA levels were significantly higher in the AD PirB

shRNA group (1.92 ± 0.14, P = 0.041, P = 0.036; 2.17 ±

0.18, P = 0.298, P = 0.018) than in the blank and control

Fig. 2 Treatment of primary

Müller cells with AD PirB

shRNA for knockdown. A Rep-

resentative image showing flu-

orescence-based identification

of Müller cells with vimentin

(green, 488 nm) located pri-

marily in the cytoplasm (blue,

DAPI nuclear staining; scale

bar, 250 lm). B Images show-

ing co-localization of vimentin

and PirB in a Müller cell.

Vimentin (red, 594 nm) was

primarily found in the cyto-

plasm, and PirB (green, 488 nm)

was located mostly in the cell

membrane (blue, DAPI nuclear

staining; scale bars, 250 lm).

C GFP expression in Müller

cells transfected with AD PirB

shRNA over time (red, Müller

cells labelled with vimentin;

green, GFP fluorescence show-

ing positive expression of AD

PirB shRNA; blue, DAPI

nuclear staining; scale bars, 250

lm). D Effects of AD PirB

shRNA transfection on Müller

cell proliferation (n = 3). E PirB

mRNA expression in Müller

cells (n = 3). F PirB protein

expression in Müller cells (n =

3). *P\0.05, **P\0.01, one-

way ANOVA and Student’s

t test.
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groups (0.76 ± 0.10, 1.23 ± 0.14; 0.75 ± 0.1, 1.12 ± 0.09;

Fig. 3A). The NGF and BDNF protein levels did not

significantly differ (P [ 0.05; Fig. 3B, b and D, d);

however, the CNTF protein levels in the AD PirB shRNA

groups (1.48 ± 0.12) were significantly higher than those

of the blank and control groups (0.44 ± 0.017, P\0.001;

0.67 ± 0.13, P \ 0.001; Fig. 3C, c). These results

Fig. 3 NGF, CNTF, and BDNF

levels in primary Müller cells

transfected with AD PirB

shRNA. A NGF, CNTF, and

BDNF mRNA expression in

Müller cells (n = 3). B, b NGF

protein expression in Müller

cells (n = 3). C, c CNTF protein

expression in Müller cells (n =

3). D, d BDNF protein expres-

sion in Müller cells (n = 3).

*P\0.05, **P\0.01, one-way

ANOVA and Student’s t test.
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suggested that PirB knockdown in Müller cells mainly

results in the increased expression of intracellular CNTF.

To explore the signaling pathways affecting CNTF

expression in Müller cells in the context of PirB, we

investigated the protein expression levels of signaling

molecules downstream of PirB. Western blot analysis

showed that the SHP1 and SHP2 protein levels were not

significantly different (Fig. 4A, C) and that the P-SHP1

levels were significantly lower (0.36 ± 0.08) than those of

the blank and control groups (0.88 ± 0.06, P = 0.031;

0.72 ± 0.15, P = 0.024, Fig. 4B). The P-SHP2 levels were

significantly higher (1.01 ± 0.13) than those of the blank

and control groups (0.47 ± 0.03, P = 0.038; 0.59 ± 0.06,

P = 0.0294, Fig. 4D). In addition, the P-Stat3 levels were

Fig. 4 Levels of intracellular

proteins in primary Müller cells

transfected with AD PirB

shRNA. GAPDH and b-actin
served as internal references.

The y-axes show the ratios of

gray values of target proteins to

those of the respective internal

references. Each experiment

was repeated three times (n = 9).

Data are the mean ± SD; *P\
0.05, **P\ 0.01, one-way

ANOVA and Student’s t test.
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significantly higher (0.81 ± 0.12) than those of the blank

and control groups (0.46 ± 0.10, P = 0.0218; 0.43 ± 0.09,

P = 0.0189, Fig. 4E). These findings suggested that the

JAK/Stat3 signaling pathway is activated in Müller cells

after transfection with AD PirB shRNA.

PirB Knockdown in Müller Cells Promotes Axonal

Growth of Co-cultured RGCs

The transwell system (Corning Incorporated, NY, USA,

REF No: 3413) allowed cells inside the chamber to be

physically separated from those outside so that only the

culture medium connected them (Fig. 5C). Primary RGCs

were cultured alone for 1 day, then co-cultured with

differently-treated Müller cells for 7 days. Neurites in the

blank group with RGCs cultured alone were the shortest,

and those of the AD PirB shRNA group were the longest

(202.57 ± 23.59 lm, Fig. 5A, B). These differed signif-

icantly from the blank (negative control, 166.23 ± 14.86

lm, P = 0.005), sham (181.54 ± 11.13 lm, P = 0.041), and

control groups (173.01 ± 22.82 lm, P = 0.006). These

results suggested that Müller cells promote the growth of

co-cultured RGC neurites, and PirB knockdown further

enhances this neurite growth-promotion effect.

In Müller Cells with PirB Knockdown, CNTF is

a Major Factor That Promotes the Regeneration

of RGC Neurites

MTT assays revealed significant cytotoxicity after RGCs

were injured for 24 h (61.33% ± 5.03%) by exposure to

rotenone at 100 nmol/L compared to that of the control

Fig. 5 Effects of Müller cells transfected with AD PirB shRNA on

co-cultured RGCs. A Representative images of immunofluorescent

neurite staining after co-culture of RGCs with differently-treated

Müller cells [green (488 nm), b-III tubulin-labeled RGC neurites;

blue, DAPI-labeled RGC nuclei; scale bars, 250 lm; n = 6 for each

group]. B Quantification of RGC neurite lengths. Data are the mean ±

SD; *P\ 0.05, **P\ 0.01, one-way ANOVA and Student’s t test.
C Diagram of the co-culture of Müller cells and RGCs. Müller cells in

the inner chamber; primary RGCs outside of the chamber; the Müller

cells and RGCs were not in contact, but the medium was continuous

with both.

123

R. Yuan et al.: Paired Immunoglobulin-like Receptor 981



group (100% ± 14%, P = 0.001, Fig. 6A). When injured

RGCs were co-cultured with pretreated Müller cells for 4

days, immunofluorescent staining revealed that PirB

knockdown in Müller cells promoted the regeneration of

neurites in the co-cultured RGCs. In addition, in the siRNA

CNTF ? AD PirB shRNA group, the regeneration of

neurites was significantly inhibited (55.45 ± 15.01 lm)

compared with that in the AD PirB shRNA group (118.39

± 13.57 lm, P = 0.001) and the siRNA CNTF ? AD

shRNA group (79.86 ± 8.30 lm, P = 0.044) (Fig. 6B, C).

Discussion

MHC-1 in the CNS is either minimally expressed or not

expressed in adulthood, so the effects of PirB in the CNS

differ from those in the immune system. A previous study

showed that NgR and PirB are co-receptors for Nogo-A,

MAG, and OMgp; however, PirB inhibition is more

effective in promoting axonal growth than NgR suppres-

sion [8].

In this study, Nogo-A, MAG, and OMgp were used to

inhibit primary RGCs, and AD PirB shRNA was used for

PirB knockdown. PirB knockdown did not promote the

growth of RGC neurites after treatment with Nogo-A,

MAG, or OMgp. These results suggested that PirB plays a

limited role in the myelin-associated inhibition of RGCs,

and inhibition of PirB is not sufficient to significantly

promote the regeneration of neurites. There are two likely

reasons for these findings. (1) PirB is not the main MAI

receptor in inhibiting axonal growth, and other receptors,

such as NgR, may play the main inhibitory role; however,

previous findings do not support this notion [9, 10]. (2) In

RGCs, there are other unidentified inhibitors that may not

act through the PirB pathway, so PirB knockdown cannot

completely block their effects.

Fig. 6 Effects of Müller cells transfected with AD PirB shRNA on

injured RGCs. A Toxic effects of rotenone on RGCs (control,

untreated RGCs). B Neurite growth of injured RGCs co-cultured with

Müller cells transfected with AD PirB shRNA (RGCs injured for 24 h

by rotenone, Müller cells pretreated with AD PirB shRNA for 72 h,

injured RGCs co-cultured with pretreated Müller cells for 4 days, and

Si-r CNTF interference in Müller cells for 4 days, n = 6). Data are the

mean ± SD. *P\0.05, **P\0.01, one-way ANOVA. C Fluorescent

staining of injured RGC neurites [green (488 nm), b-III tubulin-

labelled RGC neurites; blue, DAPI-labelled RGC nuclei; scale bars,

250 lm; n = 6 per group].
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Although direct PirB knockdown in RGCs did not

significantly promote the growth of neurites under MAI

inhibition, that does not necessarily mean that PirB does

not affect optic nerve regeneration. On the contrary, PirB is

very important in optic nerve regeneration. A study by

Fujita et al. showed that PirB knockout in mice does not

directly promote optic nerve regeneration [15], but optic

nerve regeneration is stronger in mice with PirB knock-

down than in wild-type animals after treatment with

exogenous BDNF, suggesting that PirB plays a role in

optic nerve regeneration that may not depend on MAI

inhibition and is instead caused by other factors that affect

neurite growth. Our study demonstrated for the first time

that PirB is expressed in retinal Müller cells and that PirB

knockdown increases CNTF expression. This suggests that

PirB regulates the expression of NGF in Müller cells.

Based on this, we infer that PirB also has important

physiological functions in non-neuronal cells.

Müller cells are an important component of the

microenvironment, as they are neuroprotective and provide

nutritional support for RGCs [34]. Here, we revealed that

Müller cells with PirB knockdown not only promoted

normal RGC neurite growth, but also induced the growth of

rotenone-injured RGC neurites when Müller cells and

RGCs were co-cultured. There was no significant protec-

tive effect on RGCs, however, suggesting that inhibiting

PirB in Müller cells primarily promotes the growth of RGC

neurites. In addition, treatment of Müller cells with siRNA-

CNTF significantly suppressed neurite regeneration, sug-

gesting that this effect is indirectly influenced by the

regulation of CNTF expression.

We also revealed that PirB knockdown in Müller cells

activated the JAK/Stat3 signaling pathway, and while

P-SHP1 levels decreased significantly, P-SHP2 levels

markedly increased. Han et al. [35] reported that SHP-1

and SHP-2 play negative regulatory roles in the JAK/Stat3

pathway, where their downregulation activates JAK/Stat3

signaling. In this study, the P-SHP1 protein levels were

significantly down-regulated and the P-SHP2 protein levels

were significantly up-regulated. The expression of these

two negative regulatory molecules was inconsistent; how-

ever, the JAK/Stat3 signaling pathways were activated.

Therefore, we speculate that SHP-1 has a stronger effect

than SHP-2 in regulating the signaling pathways. A

strategy that incorporates the use of an si-SHP1/2 construct

could provide a convincing means of testing this hypoth-

esis; however, further research is required.

We found that PirB is expressed in Müller cells and that

its knockdown promotes neurite regeneration in co-cul-

tured RGCs. This regenerative effect may be exerted via

the PirB-SHP1-JAK/Stat3-CNTF pathway; however, it is

unclear if PirB affects the production of other factors in

Müller cells. In addition, we used cells from early postnatal

animals in which certain intrinsic factors such as cAMP

and NMDA are different from those in adult retinal cells.

Thus, age-related differences in the role of PirB require

further investigation.

In conclusion, these findings reveal that PirB in Müller

cells exerts important effects on RGC neurite regeneration,

and our results provide a new basis for the use of PirB as a

target molecule to promote nerve regeneration.
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Abstract Hydrocephalus is often treated with a cere-

brospinal fluid shunt (CFS) for excessive amounts of

cerebrospinal fluid in the brain. However, it is very difficult

to distinguish whether the ventricular enlargement is due to

hydrocephalus or other causes, such as brain atrophy after

brain damage and surgery. The non-trivial evaluation of the

consciousness level, along with a continuous drainage test

of the lumbar cistern is thus clinically important before the

decision for CFS is made. We studied 32 secondary mild

hydrocephalus patients with different consciousness levels,

who received T1 and diffusion tensor imaging magnetic

resonance scans before and after lumbar cerebrospinal fluid

drainage. We applied a novel machine-learning method to

find the most discriminative features from the multi-modal

neuroimages. Then, we built a regression model to regress

the JFK Coma Recovery Scale-Revised (CRS-R) scores to

quantify the level of consciousness. The experimental

results showed that our method not only approximated the

CRS-R scores but also tracked the temporal changes in

individual patients. The regression model has high poten-

tial for the evaluation of consciousness in clinical practice.

Keywords Hydrocephalus � Disorder of consciousness �
Structural imaging � Feature selection � Regression

Introduction

Hydrocephalus is a condition in which there is abnormal

accumulation of cerebrospinal fluid (CSF) in cavities

within the brain. It typically alters the structure as well

as the function of many regions. In order to prevent serious

complications of developmental, physical, and intellectual

impairments, a shunt, such as a ventriculoperitoneal (VP)

or lumbar peritoneal (LP) shunt, is often adopted to treat

patients with hydrocephalus [1]. It has been shown that

brain regions may recover both structure and function after

draining the CSF and relieving the intracranial pressure by

ventriculostomy and shunt insertion [2]. A recent review

suggested that 84.2% of patients with normal-pressure
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hydrocephalus (NPH) secondary to subarachnoid hemor-

rhage and 83% of patients with NPH secondary to head

trauma show clinical improvement after shunting [3]. But

the overall rate of complications, including infection,

hemorrhage from inserting the tube into the ventricle, and

blockage after shunt placement, reaches 22% [3, 4].

Moreover, in patients who develop mild ventricular

enlargement and disorder of consciousness (DOC) after

traumatic brain injury or cerebral hemorrhage, it is very

difficult to attribute the exact cause of the enlargement to

hydrocephalus or brain atrophy, and it is important to

predict whether or not the shunt is helpful to the patient

before the shunt decision is made. To this end, clinicians

have to be cautious when treating patients with a shunt,

while the identification of shunt-unresponsive patients in

advance is very important.

In order to evaluate the outcome of shunting, external

lumbar cerebrospinal fluid drainage (LCFD) is often used

as a primary test to monitor the shunt responsiveness of

hydrocephalus patients in clinical practice [4]. The LCFD

test is conducted by placing a flexible tube in the lumbar

spine, and then draining the cerebrospinal fluid for a few

days. Meanwhile, recovery from abnormal neural struc-

ture/function, as well as improvement of the consciousness

level in patients are expected. In general, the LCFD test

provides an opportunity to track changes in the brain,

which helps to evaluate the need for subsequent shunt

management [5]. This also helps researchers to identify

factors that may modulate the consciousness level within a

short time period, which contributes to understanding the

pathogenesis of hydrocephalus and the underlying mech-

anism of human consciousness, as well as the changes in

consciousness associated with neuroanatomical changes.

It is necessary to understand the consciousness status of

hydrocephalus patients and accurately evaluate the con-

sciousness level in clinical practice, and there are several

quantification schemes. The JFK Coma Recovery Scale-

Revised (CRS-R), for example, is among the popular tools

that clinicians use to assess patients with severe conscious-

ness disorders [6]. Accordingly, a patient may belong to

one of several different categories of DOC, including

coma, unresponsive wakefulness state (UWS), and mini-

mally conscious state (MCS). Note that the assessment

procedure of CRS-R is inevitably subjective, while high

expertise from trained raters is required for reproducibility

of evaluation. Moreover, the procedure may have to be

repeated several times during a short period, which results

in a more reliable overall evaluation of the consciousness

level, yet with a high cost in time and workload for

clinicians [7].

Magnetic resonance (MR) imaging provides a non-

invasive and relatively objective way to observe the human

brain, although it is non-trivial to quantify the conscious-

ness level from neuroimaging data. For example, NPH

patients are significantly different from healthy controls

regarding the fractional anisotropy (FA) values in the

corpus callosum and corticospinal tract [8]. The FA values

in the posterior limb of the internal capsule (IC) are higher

among shunt-responsive INPH patients [9] (‘‘INPH’’ stands

for idiopathic normal pressure hydrocephalus, a subtype of

NPH). It often occurs in the elderly, and its main clinical

manifestations are gait instability, dementia, and urinary

incontinence. However, compared with secondary NPH, it

lacks subarachnoid hemorrhage, meningitis, and other

causes. Its imaging manifestations are ventricular enlarge-

ment but normal intracranial pressure. Moreover, signifi-

cant reduction of functional connectivity in the default

mode network (DMN) has been reported in INPH patients

[10], particularly between the posterior cingulate cortex,

precuneus, and other neural regions in the network. The

above studies mostly focused on cross-sectional views by

exploring the imaging data at a single time point. Statistical

comparisons are conducted at the group level, while the

manual engineering of the measures (or features) may lack

accuracy or sensitivity sufficient for the prognosis of

individual patients [11].

More recent work has aimed to associate neuroimaging

evidence with the consciousness status and its recovery

during the treatment of patients. Widespread white matter

deficits, including the left uncinate fasciculus, right internal

capsule, and right corticospinal tract, are correlated with

the consciousness level of DOC patients, suggesting the

importance of white matter in the clinical assessment of the

recovery of consciousness [12]. In traumatic brain injury

patients with DOC, Perri et al. [13] found altered diffusion

parameters (e.g., FA) in multiple regions including the

anterior and posterior corona radiata, corticospinal tracts,

cingulum fiber bundles, external capsule, and corpus

callosum. Moreover, the alterations also correlated with

cognition and clinical outcome. In a study aiming to

distinguish UWS from MCS patients, Fernandez-Espejo

et al. [14] classified patients into these diagnostic cate-

gories with an accuracy of 95% based on diffusion tensor

imaging (DTI) data.

In this study, we explored the multi-modal structural

neuroimaging data of hydrocephalus patients before and

after LCFD using an advanced machine-learning tool, and

revealed clues that associate neural structural changes with

the temporal improvement of the consciousness level of

patients.
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Materials and Methods

Participants

In this study, 32 secondary mild hydrocephalus patients

with different levels of DOCs were recruited from Huashan

Hospital, Fudan University. All the patients received MR

scans before LCFD, and follow-up scans days after LCFD.

The majority of these patients were followed up in the

rehabilitation hospital. Some patients were later re-admit-

ted for a VP shunt. The patients were clinically diagnosed

with different states of DOCs (including coma, UWS, and

MCS) and were assessed with CRS-R before each MR

scan. The CRS-R scores were quantified by XW, who is an

experienced neurosurgeon. Demographic information and

clinical characteristics of all the recruited participants are

listed in Table 1. Particularly, we classified them into two

categories: ‘‘Favorable’’ for patients whose consciousness

levels improved after LCFD (with increasing CRS-R

scores), and ‘‘Unfavorable’’ for no improvement. We also

obtained the overall CRS-R scores before and after the

LCFD surgery; each was also classified as either ‘‘Favor-

able’’ or ‘‘Unfavorable’’.

Image Acquisition

All MR images were acquired on a 3T Siemens MR

scanner in Huashan Hospital, Fudan University, and two

structural modalities, T1 and DTI, were used. For T1

images, the scanning parameters were: 176 slices, 1 mm

slice thickness, no inter-slice gap, repetition time (TR) =

2300 ms, echo time (TE) = 2.98 ms, inversion time = 900

ms, non-interpolated voxel size = 19191 mm3, flip angle =

9�, and field of view = 240 9 256 mm2. For DTI, the

scanning parameters were: 38 slices, 3.5 mm slice thick-

ness, no inter-slice gap, TR = 8400 ms, TE = 82 ms, non-

interpolated voxel size = 1.8 9 1.8 9 3.5 mm3, flip angle

= 90�, field of view = 128 9 128 mm2, 12 diffusion

directions with b-value = 1000 in addition to b0. The

common diffusion tensor parameters FA (functional

anisotropy) and ADC (apparent diffusion coefficient) were

further reconstructed from DTI data for subsequent

analysis.

Image Processing

Preprocessing

Motion artifacts may appear during MR acquisition, so

quality control of the acquired data was performed to

exclude patients with either motion artifacts (2 participants,

#23 and #30) or missing image modalities (8 participants,

#24–29, #31, and #32). Finally, 22 participants with both

T1 and DTI data before and after LCFD qualified for image

processing and quantification.

We first converted all MR images from DICOM format

to NIFTI with MRI Convert (https://lcni.uoregon.edu/

downloads/mriconvert/mriconvert-and-mcverter). Then,

for each patient and each time point, we first aligned the b0
image with the T1 image using rigid registration, and then

applied its transform matrix to register the FA/ADC map to

T1 space, i.e., FLIRT in FSL [15]. We further normalized

the intensity ranges of T1, FA, and ADC to [0, 1] to

facilitate subsequent feature extraction from the images.

ROI Labeling

Based on our previous work, 17 consciousness-related

ROIs were selected as candidate feature sources [12]. All

the ROIs are listed in Table 2, and examples in MNI152

atlas space are presented in Fig. 1. We expected to extract

image features from the 17 ROIs for each patient and each

time point. Concerning the large deformity of the images

caused by hydrocephalus or injury, it was extremely

difficult to apply existing automated methods for accurate

ROI labeling. To this end, one of the authors (SC) was

trained to manually delineate the 17 ROIs on all T1 images.

The labeling results were later validated by HZ and XW.

The Automated Anatomical Labeling atlas [16] and the

Johns Hopkins University White Matter Atlas [17] were

used for reference during the manual labeling.

Fiber Tractography

Tractography was later carried out on DTI data using DSI

Studio with the deterministic fiber-tracking algorithm

described in Yeh et al. [18]. We restricted tractography

within a brain mask, while the manually-labeled ROIs in

Table 1 Demographic and

clinical information of all the

recruited secondary mild

hydrocephalus patients. Scan-

ning interval records the days

between the two MR scans for

individual patients.

Category Favorable Unfavorable P value

Age (years): mean ± SD 47.50 ± 12.23 49.67 ± 11.91 0.6279

Gender: male/female 17/3 6/6 –

Scanning interval (days): mean ± SD 5.20 ± 2.71 6.17 ± 2.72 0.3370

CRS-R score before LCFD: mean ± SD 12 ± 6.02 17.91 ± 6.92 0.0233

CRS-R score after LCFD: mean ± SD 16.05 ± 4.85 17.91 ± 6.92 0.4054
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T1 were warped to DTI space to filter the output of

tractography. The following criteria were used for the fiber-

tracking process: 0.5 mm step size, 60� turning angle, 30

mm–300 mm tract length, 0.1 FA threshold, and a

maximum tract number of 50,000 per image. The ROIs

were used as filters, since we focused only on the fibers that

connected each pair of consciousness-related ROIs.

Feature Extraction

We then extracted neural structural image features from T1

and DTI by referring to the 17 labeled ROIs. The features

generally consisted of two parts: the single-ROI feature

associated with the intensity of each ROI, and the

connectivity feature associated with the structural connec-

tivity of a pair of ROIs.

(a) The single-ROI feature. Specifically, for each ROI,

we computed the mean intensity and the variance of

T1, FA, and ADC. In this way, we concatenated all

measures into a feature vector, the length of which

was 179392 = 102 for each patient and each time

point.

(b) The connectivity feature. The connectivity feature

was obtained from the tractography results. We

derived a 17917 symmetrical matrix for each DTI

image, where each element recorded the tract

numbers connecting the two corresponding ROIs.

The values in the connectivity matrix were normal-

ized over the total number of tracked fibers. We

further checked the connectivity matrices for all

patients, and discarded elements where the structural

connectivity was rarely detected by tractography. In

the end, there were 107 connectivity features for

each patient and each time point.

In summary, we extracted 102?107 = 209 features,

while zero-mean-unit-variance normalization was per-

formed for each feature across individual patients and the

two time points.

Joint Feature Selection and Regression

Many studies have been devoted to brain regions or

networks that are associated with consciousness, including

voxel-based analysis [19, 20] and region-based analysis

[12]. Most of these have shown that the maintenance of

consciousness is mainly associated with a collection of

limited regions or networks in the brain. As we extracted a

high-dimensional feature vector for each patient and each

time point, we aimed to select the most important features

and to simultaneously regress out the recovery of con-

sciousness levels in the hydrocephalus patients. In partic-

ular, we were inspired by the well-known least absolute

shrinkage and selection operator (LASSO) and used the

following method for sparse feature selection and

regression.

Specifically, we solved the following optimization

problem for the joint learning of feature selection and

regression:

Fig. 1 Examples of the 17 manually-labeled ROIs in the MNI152

atlas space. The ROIs have been reported to be closely associated

with consciousness.

Table 2 The 17 consciousness-related ROIs.

ROI Abbreviation

Brainstem Brainstem

Anterior Cingulate Cortex-Left ACC-L

Anterior Cingulate Cortex-Right ACC-R

Posterior Cingulate Cortex-Left PCC-L

Posterior Cingulate Cortex-Right PCC-R

Inferior Parietal Lobule-Left IPL-L

Inferior Parietal Lobule-Right IPL-R

Insula-Left Insula-L

Insula-Right Insula-R

Anterior Internal Capsule-Left IC-LA

Anterior Internal Capsule-Right IC-RA

Posterior Internal Capsule-Left IC-LP

Posterior Internal Capsule-Right IC-RP

Median Prefrontal Cortex-Left MPFC-L

Median Prefrontal Cortex-Right MPFC-R

Thalamus-Left Thalamus-L

Thalamus-right Thalamus-R
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min
w

J wð Þ ¼ 1

2

X2

j¼1

yj � Xjwj

�� ��2
j2
þRs wð Þ: ð1Þ

The matrix X records the features of all patients, as

each row corresponds to the transposed feature vector of

a certain patient; y is the column vector of the CRS-R

scores; w is the to-be-estimated coefficient vector that

gauges the importance/contribution of each feature. The

subscript j indicates the first and second time points for

each patient. A typical regularization term Rs wð Þ in the

traditional LASSO tends to minimize the L1 norm of w,

i.e., Rs wð Þ ¼
P2

j¼1 wj

�� ��
1
, such that only a sparse set of

features is assigned with non-zero coefficients and thus

selected.

The same neural regions/features play similar roles in

human consciousness, regardless of the time points when

the images are acquired. So, we argued that it is necessary

to enforce temporal consistency for the coefficient vectors

of the features across the two time points. In this way, we

devised the regularization term as in Eq. (2).

Rs wð Þ ¼ k1
X2

j¼1

wj

�� ��
1
þ k2

2
w1 � w2k k22þ

k3
2

y1 � y2ð Þk

� X1w1 � X2w2ð Þk22:
ð2Þ

There are three parts in the proposed Rs wð Þ, which are

controlled by the non-negative scalars k1, k2, and k3.
The first part inherits the L1 norm constraint in LASSO.

The second part encourages the two coefficient vectors

corresponding to the two time points to be as similar as

possible (due to the L2 norm constraint). Moreover, in

the third part, we appended a high-order constraint, and

required the difference of the regressed CRS-R scores

between the two time points (X1w1 � X2w2) to well

approximate the longitudinal difference in real clinical

assessment (y1 � y2). In this way, the proposed method is

capable of learning the most related ROI features

and simultaneously tracking the temporal changes of

CRS-R.

Our model resulted in the coefficient vectors w1 and w2,

which recorded the contributions of individual features to

the regression of the CRS-R scores. The coefficients

allowed us to predict the CRS-R scores from the features

given an unseen test patient. In particular, we computed

Xjwj, which predicted the CRS-R score at a specific time

point for the new patient. Meanwhile, as w1 and w2 are

highly similar, we averaged them to get the mean

coefficient vector across the two time points. We then

selected the features by finding if the absolute values of the

coefficients were neither zero nor near zero, as detailed in

Table 5.

Nested Cross-Validation

We adopted nested cross-validation to automatically deter-

mine the parameters in our model and to demonstrate its

capability of joint feature selection and regression. The

data-driven regression model was thus able to map the

image features to the CRS-R scores of individual patients.

In particular, there were two nested loops in our cross-

validation scheme, both of which followed the leave-one-

out scheme.

(a) In the outer cross-validation, each patient was

chosen in turn for testing and unseen to training.

The rest of the training data was used for modeling/

verifying the regression in the inner cross-validation.

When the training finished, the coefficient vectors of

the features were generated for the regression. By

applying the features of the test patient to the

regression model, we completed the prediction of the

pre-/post-LCFD CRS-R scores, as well as the

change, for the test patient.

(b) In the inner cross-validation to automatically opti-

mize the model parameters, each training patient was

isolated in turn from the training data to validate the

performance of the regression model, which was

trained with the remaining training data. With a grid

search of all parameters, the optimal parameters

were determined by referring to all validation cases

in the inner loop. The parameters were then adopted

for feature selection and regression on all training

data, while the coefficients and the regression model

were used for the test in the outer cross-validation.

The proposed method for consciousness tracking is

shown in Fig. 2. In particular, we modified the SLEP

toolbox (https://github.com/divelab/slep/) to implement our

work. While most parameters were determined automati-

cally by nested cross-validation, we empirically adjusted k3
for faster convergence of the training and numerical sta-

bility. That is, in the very beginning, k3 was bound by a

relatively small value (i.e., 10e-2). With the iterative

optimization of w in the proposed model, k3 gradually

increased and finally reached 10e0. Our experiment

showed that the above strategy yielded satisfactory results

when tracking the temporal changes of CRS-R scores.

Results

In this section, we present the experimental results of the

proposed method and verification of the method on the data

acquired from the hydrocephalus patients. First, we show

that our method is capable of regressing out the CRS-R

scores before and after LCFD based on the multi-modal
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neuroimaging data. Second, we show that the regression

results are helpful in evaluating the effect of LCFD.

Finally, we provide the most discriminative features that

were jointly selected during the regression task, for the

assessment of human consciousness.

Regression for CRS-R Tracking

We demonstrated the performance of our method to track

the CRS-R scores, and compared it with several existing

methods as follows.

(a) SVR: We applied linear support vector regression

(SVR) to all image features for the direct regression

of the CRS-R scores. Note that SVR is a popular

machine-learning tool for regression, especially

given a small number of participants. In this setting,

no feature selection was adopted before the regres-

sion, while the optimal parameters of SVR were

determined in the same nested cross-validation

scheme with our proposed method and all other

methods under comparison.

(b) CFS?SVR: We applied correlation-based feature

selection (CFS) before SVR. For each feature in

particular, we computed the correlation of the

measures from all images and the corresponding

CRS-R scores. Then we selected the features with

high positive/negative correlation, and only the

selected features were used by SVR for regression.

The number of selected features was determined

automatically in nested cross-validation.

(c) PCA?SVR: Principal component analysis (PCA)

was used to reduce the dimensionality of the feature

vectors. Then, a much shorter feature vector was

acquired for each image after PCA, and this was

later used for the regression by SVR. The parameter

used by PCA for feature selection was determined

automatically in nested cross-validation.

(d) LASSO: Feature selection and regression were

jointly conducted in traditional LASSO. Different

from our proposed method, the traditional LASSO

method adopts a simplified regulation of the com-

puted coefficients of the features, by setting k2 and

k3 to zero in Eq. (2).

To evaluate the outcome of the regression, we computed

the Pearson’s correlation coefficient (CC) between the

predicted and real CRS-R scores. We also computed the

mean square errors (MSEs) between our CRS-R predic-

tions and the real scores. The results are summarized in

Table 3, which includes the highest CC and lowest mean

squared error produced by our method. These results

confirmed that our method regressed the CRS-R scores

more accurately than any of the other methods under

comparison.

In particular, without any feature selection, SVR might

be limited by a relatively poor ability to regress the CRS-R

scores. Incorporating correlation-based feature selection

(CFS) and PCA as independent feature-selection tools may

increase the power of the regression model, even though

fewer (yet more representative) features were actually used

by the subsequent SVR. Finally, with joint feature selection

and regression (in LASSO and our method), we concluded

that the CRS-R scores can be well approximated with the

features extracted from multi-modal neuroimages.

Fig. 2 Our proposed method for consciousness level assessment and tracking for hydrocephalus patients: A the pipeline; B the flowchart for

nested cross-validation.
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The regression performance using our proposed method

and the alternative methods are further visualized as scatter

plots in Figure 3. Note that the plots for LASSO and our

proposed method are closely distributed around the diag-

onals, indicating their relatively high regression perfor-

mance for the data acquired at two time points.

It is also notable that the patients with a low baseline

showed a significant improvement in their CRS-R score

(Fig. 3), which also demonstrated the validity of LCFD. On

the other hand, in some patients with a high CRS-R score

before LCFD, the improvement was not as strong as those

with a low CRS-R score, since their room for improvement

was also limited compared with the latter.

Categorization of Consciousness Recovery

Since each patient was grouped as either ‘‘favorable’’ or

‘‘unfavorable’’ (indicating whether the consciousness level

improved after LCFD), we conducted the same catego-

rization based on the CRS-R scores predicted by our

method, to determine whether the drainage was beneficial

to a specific patient. To evaluate the categorization

performance, we further computed the accuracy (ACC),

sensitivity (SEN) and specificity (SPE) of the categoriza-

tion results (Table 4). In particular, the proposed method

demonstrated much better ability in terms of consistently

higher ACC, SEN, and SPE than LASSO (0.864, 0.857,

and 0.875 with our proposed method versus 0.818, 0.786,

and 0.875 with LASSO). We attribute this gain to the

introduction of the sophisticated temporal regularization in

Fig. 3 Scatter plots of the regression results using different methods. Red dots, patients and the corresponding CRS-R score before LCFD; blue

dots, scores after LCFD (red and blue dots for the same patient are connected by a dashed line).

Table 3 Comparison of different methods in regressing the CRS-R

scores.

CRS-R regression

CC MSE

SVR 0.318 33.957

CFS?SVR 0.530 26.955

PCA?SVR 0.396 34.083

LASSO 0.856 10.874

Proposed method 0.895 8.783

CC correlation coefficient, MSE mean squared error
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our method. The ROC curves of all models are shown in

Fig. 4.

Consciousness-Related Image Features

The coefficient vectors w1 and w2 gauged the contributions

of individual features to the regression of the CRS-R

scores. Due to the L1 norm regularization in our proposed

method, the coefficients of many features were near zero,

which implied their negligible roles in the regression. In

particular, we set the threshold at 0.1% of the coefficient of

the highest absolute value of w, which was averaged over

w1 and w2 of the two time points. The features with

coefficients higher than the threshold were ‘‘selected’’ in

each outer cross-validation loop. Since there were 22 loops,

each feature could be selected up to 22 times. To this end, a

feature was considered to be potentially important to the

consciousness assessment if it was always selected in the

cross-validation.

It is also notable that the coefficient w can only

demonstrate that this feature is useful or helpful to our

regression task when its value is not equal to zero. It does

not further indicate that one feature is more important than

others if the coefficient’s absolute value is higher. For

instance, if the weight of the connection feature between

the right posterior cingulate cortex and the right median

prefrontal cortex is 0.025 and the correlation coefficient is

0.337, while the weight of the connection feature between

IC-LA and MPFC-L is 0.054, much larger than the former,

and the correlation coefficient is 0.108, smaller than the

former, these non-zero coefficients are not comparable with

each other.

All features selected by w are shown in Fig. 5A and

detailed in Table 5. In general, 25 features were deter-

mined to be potentially critical to CRS-R assessment.

Among them, 16 features were associated with single

ROIs: 5 from T1, 8 from ADC, and 3 from FA. The

remaining 9 features described the connectivity informa-

tion between pairs of ROIs (Fig. 5). We also show the

features selected by w1 and w2, respectively, in Fig. 5B, C.

The patterns of the selected features were very consistent

across w1, w2, and w – only slight alterations of the

coefficients occur in Table 5 – due to the regularization in

Eq. (2).

Discussion

In this work, we present a method for joint feature selection

and regression from multi-modal neuroimages to the CRS-

R scores. The CRS-R score is the most used and recognized

tool that can help clinicians to assess patients with

consciousness disorders. In the clinic, some hydrocephalus

patients are shunt-unresponsive while others are respon-

sive. It is very important to identify the type of patient so

that a therapy plan can be worked out. Usually, LCFD is

used to monitor the shunt responsiveness of hydrocephalus

patients. The CRS-R score was used to evaluate the

consciousness levels of hydrocephalus patients before and

after LCFD. Since the assessment procedure of CRS-R is

inevitably subjective, it was the main purpose of this paper

to provide an automatic algorithm to replace the judgment

of the human supervisor. If two-stage CRS-R scores could

be regressed out accurately by our proposed model, we

could track the changes of the CRS-R scores for each

individual patient before and after LCFD, which would

provide a computer-assisted solution for quantitative

prognosis. Also, the high time cost and workload of

clinicians could be substantially reduced. Moreover, the

Fig. 4 ROC curves of different methods of categorizing conscious-

ness recovery.

Table 4 Comparisons of different methods of categorizing con-

sciousness recovery.

Categorization of consciousness recovery

ACC SEN SPE

SVR 0.818 0.857 0.750

CFS?SVR 0.773 0.714 0.875

PCA?SVR 0.727 0.786 0.625

LASSO 0.818 0.786 0.875

Proposed method 0.864 0.857 0.875

ACC accuracy, SEN sensitivity, SPE specificity
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factors could be identified that may modulate the con-

sciousness level within a short time period by observing

changes in the importance of different features.

Our method is capable of assessing the consciousness

level of a patient and tracking the changes over multiple

time points. The regression of the CRS-R scores provides

an image-based assessment of the consciousness levels of

hydrocephalus patients before and after LCFD, to assist

relevant clinical decisions. Meanwhile, the method can

help identify structural image features as biomarkers that

are critical to interpreting and understanding improvement

of the consciousness levels of hydrocephalus patients.

There have also been some comprehensive studies on

the interpretation of weight vectors in classification and

regression models. For example, Haufe et al. [21] surveyed

linear models and whether their parameters can be

interpreted in terms of the brain activity of interest, using

simulated data as well as on real functional MRI and

electromyographic (EEG) data. Kia et al. [22] presented a

novel theoretical definition for interpretation, and a heuris-

tic method to approximate the interpretability in multivari-

ate analysis of magnetoencephalography (MEG) responses

based on simulated and real MEG data. Weichwald et al.

[23] focused on causal terminology for the interpretation of

encoding/decoding models based on EEG, and provided

guidelines for selecting causal statements that are

supported by empirical data. Generally, they found that

only encoding models in the stimulus-based setting support

unambiguous causal interpretations.

It is notable that our method required MRI images

before and after LCFD, which is also true for other

methods like SVR and LASSO. Clinically, the LCFD test

is often used to evaluate the need for a VP shunt. Besides

the change of neurological behavior, MRI before and after

LCFD can show differences in the structure and function of

the brain. Therefore, it is essential to obtain the MRI data

in two stages from each patient. This also means that

predicting the consciousness level after LCFD using the

MRI data before LCFD is quite challenging. It is quite hard

to not only trace the changes of brain ROIs between two

stages, but also to identify the features that may modulate

the consciousness level using only the MRI data before

LCFD.

The sparse learning method has demonstrated a strong

ability to select the features that track CRS-R scores.

Compared with independent feature selection such as PCA,

the traditional feature-reduction method LASSO, and the

proposed joint feature reduction method both significantly

improved the regression performance by integrating feature

selection and regression into a unified framework. We

computed the correlation between each selected feature and

the CRS-R score over all patients (Table 5). Although the

Fig. 5 The selected features

according to A w, B w1, and C
w2. Only the selected features

are shown. The color of the

triangle/stripe encodes the

coefficient value.
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proposed method was designed in a very different way with

correlation, 3 (out of 25) selected features were eventually

correlated with the CRS-R scores. We noted that, due to the

L1 regularization in the proposed method, only a few

critical features were selected to contribute to the regres-

sion. While many features (even with a high correlation

with CRS-R) were ignored for the regression, they are not

necessarily trivial to the recovery of human consciousness

[24]. The selected features are highly dependent on the

design of the regression model and the regularization of the

proposed method.

Nevertheless, the selected features draw our attention

toward their roles underlying human consciousness, which

are mostly in line with the literature. Traditionally, T1

imaging is used to diagnose hydrocephalus and DOC. For

example, significant local brain atrophy in subcortical

regions of DOC patients was reported by Lutkenhoff et al.

[25], suggesting that the atrophy is correlated with the

CRS-R score. Among them, the thalamocortical system has

long been considered to be crucial to human consciousness

[26–30]. In those studies, for example, different FA values

have been found in the thalamus between hydrocephalus

patients and normal controls, and before and after a VP

shunt. In this work, we identified from T1 images that 5

single-ROI features were correlated with the CRS-R

scores, including the thalamic region. Our finding provides

more evidence to highlight structural changes of thalamus

in the clinical assessment of consciousness.

In addition to T1, DTI provides comprehensive scalar

measures to help infer the structural integrity of white

matter, which has been shown to be important to strengthen

the diagnosis of hydrocephalus and DOC [11, 12, 14].

Specifically, the internal capsule (IC) is frequently dis-

cussed in the literature related to DOC [9, 20, 31–34]. In

Hulkower et al. [35], IC is ranked among the most common

abnormal ROIs in a literature review, particularly the

altered FA and mean diffusivity in the posterior limb. In

our work, 3 scalar features of DTI were selected and

associated with the IC; its number of features was more

than that of the other regions. This suggests the importance

of the IC in assessing the CRS-R scores and evaluating the

effect of LCFD.

Nine connectivity features were selected, most of which

were associated with the insula, posterior cingulate cortex,

Table 5 List of the selected

features, their selected times,

and the coefficients determined

by the proposed method, as well

as their correlation with the

CRS-R scores (*P\ 0.05).

Feature #Selected w w1 w2 Correlation to CRS-R

CC P value

T1-Mean-IPL-R 22 - 0.194 - 0.194 - 0.194 - 0.081 0.300

T1-Var-Thalamus-L 22 - 0.208 - 0.208 - 0.208 - 0.118 0.223

T1-Var-IC-RA 22 - 0.083 - 0.081 - 0.086 - 0.203 0.094

T1-Var-PCC-R 22 - 0.041 - 0.042 - 0.041 - 0.205 0.091

T1-Var-MPFC-R 22 - 0.037 - 0.039 - 0.035 0.0196 0.450

ADC-Mean-Thalamus-R 22 0.045 0.046 0.043 - 0.014 0.464

ADC-Mean-IC-LP 22 - 0.111 - 0.111 - 0.111 0.090 0.281

ADC-Mean-MPFC-L 22 0.110 0.110 0.111 - 0.235 0.062

ADC-Var-Thalamus-R 22 0.205 0.205 0.204 0.009 0.477

ADC-Var-IC-LP 22 - 0.183 - 0.183 - 0.183 - 0.268 0.040*

ADC-Var-MPFC-R 22 - 0.194 - 0.195 - 0.194 0.030 0.424

ADC-Var-IPL-L 22 0.130 0.130 0.129 - 0.190 0.109

ADC-Var-Brainstem 22 0.126 0.126 0.126 0.125 0.210

FA-Mean-Insula-L 22 - 0.068 - 0.067 - 0.069 - 0.112 0.234

FA-Var-IC-LA 22 0.146 0.146 0.147 0.189 0.110

FA-Var-PCC-R 22 0.107 0.106 0.108 - 0.011 0.472

Connect-Insula-R-PCC-L 22 0.064 0.064 0.064 - 0.180 0.122

Connect-Insula-R-MPFC-R 22 - 0.039 - 0.039 - 0.039 - 0.214 0.082

Connect-Insula-L-ACC-L 22 0.049 0.049 0.050 0.079 0.305

Connect-Insula-L-PCC-L 22 0.048 0.048 0.048 0.081 0.302

Connect-IC-LA-MPFC-R 22 - 0.077 - 0.076 - 0.077 - 0.232 0.065

Connect-IC-LA-MPFC-L 22 0.054 0.053 0.055 0.108 0.242

Connect-PCC-R-MPFC-R 22 0.025 0.025 0.025 0.337 0.013*

Connect-PCC-R-Brainstem 22 0.025 0.025 0.026 0.332 0.014*

Connect-MPFC-R-MPFC-L 22 0.070 0.069 0.071 0.033 0.417
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and median prefrontal cortex. Note that the coefficients in

w for 2 (out of 9) connectivity features were negative, in

line with their inverse correlation to the CRS-R scores. In

general, we argue that a better consciousness status would

be correlated with more abundant connectivity. Here, the

connectivity features were extracted as the number of fibers

connecting a pair of ROIs, while the overall number of

fibers was set to 50,000 per image. Thus, the feature was

not an absolute measure of the connectivity between ROIs,

but rather a fraction of the connectivity over the entire

brain.

Admittedly, our work suffered from a relatively small

number of participants. While it was difficult to recruit

more patients, the deficits in current neuroimage analysis

toolkits made it hard to automatically process images with

large abnormal deformity. Therefore, we manually labeled

the ROIs, which was very time-consuming and would be

difficult to apply to a bigger dataset. So, we will refer from

[36, 37] and develop designated image analysis tools in

future. Besides, additional studies with more patients are

needed to resolve the issues in image labeling, to further

validate and confirm the regression model and the statis-

tical analysis conducted in this work. We will also refer

from other graph-based methods [38, 39] to further

improve our model.

Conclusions

In general, we are among the first to develop a highly

sophisticated machine-learning tool that is capable of

tracking changes in CRS-R scores based on multi-modal

neuroimages before and after LCFD. We have proposed a

novel method for this purpose, which can also select some

image features that are highly related to the consciousness

level. Specifically, abundant features were extracted from

T1 and DTI data, and we used our proposed method for the

joint learning of feature selection and the regression of

CRS-R scores. With this model, we were able to predict the

CRS-R scores for an unseen patient before and after LCFD.

Therefore, we have devised a promising solution to

complete image-based consciousness assessment, which

has high potential in clinical practice.
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23. Weichwald S, Meyer T, Özdenizci O, Schölkopf B, Ball T,

Grosse-Wentrup M. Causal interpretation rules for encoding and

decoding models in neuroimaging. Neuroimage 2015, 110:

48–59.

24. Tolosi L, Lengauer T. Classification with correlated features:

unreliability of feature ranking and solutions. Bioinformatics

2011, 27: 1986–1994.

25. Lutkenhoff ES, Chiang J, Tshibanda L, Kamau E, Kirsch M,

Pickard JD, et al. Thalamic and extrathalamic mechanisms of

consciousness after severe brain injury. Ann Neurol 2015, 78:

68–76.

26. Zeman A. Consciousness. Brain 2001, 124: 1263–1289.

27. Wu X, Zou Q, Hu J, Tang W, Mao Y, Gao L, et al. Intrinsic
functional connectivity patterns predict consciousness level and

recovery outcome in acquired brain injury. J Neurosci 2015, 35:

12932–12946.

28. Laureys S, Owen AM, Schiff ND. Brain function in coma,

vegetative state, and related disorders. Lancet Neurol 2004, 3:

537–546.

29. Greitz D. Radiological assessment of hydrocephalus: new

theories and implications for therapy. Neurosurg Rev 2004, 27:

145–165; discussion 166–147.

30. Qin P, Wu X, Huang Z, Duncan NW, Tang W, Wolff A, et al.
How are different neural networks related to consciousness? Ann

Neurol 2015, 78: 594–605.

31. Levin HS, Wilde EA, Chu Z, Yallampalli R, Hanten GR, Li X,
et al. Diffusion tensor imaging in relation to cognitive and

functional outcome of traumatic brain injury in children. J Head

Trauma Rehabil 2008, 23: 197–208.

32. Zhao C, Li Y, Cao W, Xiang K, Zhang H, Yang J, et al. Diffusion
tensor imaging detects early brain microstructure changes before

and after ventriculoperitoneal shunt in children with high

intracranial pressure hydrocephalus. Medicine (Baltimore)

2016, 95: e5063.

33. Assaf Y, Ben-Sira L, Constantini S, Chang LC, Beni-Adani L.

Diffusion tensor imaging in hydrocephalus: initial experience.

AJNR Am J Neuroradiol 2006, 27: 1717–1724.

34. Cavaliere C, Aiello M, Di Perri C, Fernandez-Espejo D, Owen

AM, Soddu A. Diffusion tensor imaging and white matter

abnormalities in patients with disorders of consciousness. Front

Hum Neurosci 2014, 8: 1028.

35. Hulkower M, Poliak D, Rosenbaum S, Zimmerman M, Lipton

ML. A decade of DTI in traumatic brain injury: 10 years and 100

articles later. AJNR Am J Neuroradiol 2013, 34: 2064–2074.

36. Zhang L, Wang Q, Gao Y, Li H, Wu G, Shen D. Concatenated

spatially-localized random forests for hippocampus labeling in

adult and infant MR brain images. Neurocomputing 2017, 229:

3–12.

37. Zhang L, Wang Q, Gao Y, Wu G, Shen D. Automatic labeling of

MR brain images by hierarchical learning of atlas forests. Med

Phys 2016, 43: 1175–1186.

38. Bai L, Rossi L, Cui L, Cheng J, Hancock ER. A quantum-inspired

similarity measure for the analysis of complete weighted graphs.

IEEE Trans Cybern 2019.

39. Bai L, Hancock ER. Fast depth-based subgraph kernels for

unattributed graphs. Pattern Recognit 2016, 50: 233–245.

123

996 Neurosci. Bull. September, 2020, 36(9):985–996



ORIGINAL ARTICLE

APPL2 Negatively Regulates Olfactory Functions by Switching
Fate Commitments of Neural Stem Cells in Adult Olfactory Bulb
via Interaction with Notch1 Signaling

Chong Gao1 • Tingting Yan1 • Xingmiao Chen1 • Kenneth K. Y. Cheng2,3,4 •

Aimin Xu2,3 • Jiangang Shen1

Received: 21 October 2019 / Accepted: 8 February 2020 / Published online: 28 May 2020

� Shanghai Institutes for Biological Sciences, CAS 2020

Abstract Adult olfactory neurogenesis plays critical roles

in maintaining olfactory functions. Newly-generated neu-

rons in the subventricular zone migrate to the olfactory

bulb (OB) and determine olfactory discrimination, but the

mechanisms underlying the regulation of olfactory neuro-

genesis remain unclear. Our previous study indicated the

potential of APPL2 (adaptor protein, phosphotyrosine

interacting with PH domain and leucine zipper 2) as a

modulating factor for neurogenesis in the adult olfactory

system. In the present study, we report how APPL2 affects

neurogenesis in the OB and thereby mediates olfactory

discrimination by using both in vitro neural stem cells

(NSCs) and an in vivo animal model—APPL2 transgenic

(Tg) mice. In the in vitro study, we found that APPL2

overexpression resulted in NSCs switching from neuronal

differentiation to gliogenesis while APPL2 knockdown

promoted neurogenesis. In the in vivo study, APPL2 Tg

mice had a higher population of glial cells and dampened

neuronal production in the olfactory system, including the

corpus callosum, OB, and rostral migratory stream. Adult

APPL2 Tg mice displayed impaired performance in

olfactory discrimination tests compared with wild-type

mice. Furthermore, we found that an interaction of APPL2

with Notch1 contributed to the roles of APPL2 in

modulating the neurogenic lineage-switching and olfactory

behaviors. In conclusion, APPL2 controls olfactory dis-

crimination by switching the fate choice of NSCs via

interaction with Notch1 signaling.

Keywords APPL2 � Neurogenesis � Olfactory bulb �
Notch1 signaling

Introduction

Olfactory functions like olfactory sensitivity and smell

memory are important factors affecting cognitive and

mental functions [1, 2]. Disrupted olfactory function is

considered to be an indicator of multiple neurological

disorders including head trauma, depression, and neurode-

generation [3, 4]. Neurogenesis in the olfactory bulb (OB)

provides new neurons to facilitate olfactory functions such

as odor information processing, learning, and discrimina-

tion [5–8]. Neuroblasts committed from adult neural stem

cells (NSCs) in the subventricular zone (SVZ), migrate

along the rostral migratory stream (RMS), mature into

neurons, and integrate into local OB circuits [9]. The

balance of lineage commitment between neurogenesis and

gliogenesis determines the production of neurons in the

olfactory system [10], and thereby regulates the ability of

animals to encode odor information [11–13]. The NSCs in

the SVZ decline with age and their re-activation can be
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harnessed as regenerative power against neurodegeneration

[14, 15]. Olfactory dysfunction with impaired olfactory

neurogenesis may be one of the characteristics in neurode-

generative diseases [16, 17]. Thus, elucidating the factors

that modulate olfactory neurogenesis may provide new

therapeutic targets for drug discovery in the treatment of

neurodegenerative disorders.

By affecting adult olfactory neurogenesis, neurogenic

mediators may regulate olfactory behaviors. Among mul-

tiple neurogenic regulators, Notch signaling may be a key

regulator in controlling olfactory behaviors and adult

neurogenesis [18, 19]. Notch signaling is responsible for

cell fate choice during the development of NSCs [20, 21].

Activation of Notch signaling initiates NSCs switching

from neurogenesis to gliogenesis [22]. In Drosophila and

mice, Notch signaling plays critical roles in regulating

olfactory plasticity and turnover of the olfactory epithelium

progenitor/stem cells [23, 24]. Loss of Notch1 in mitral

cells affects the neuronal response to olfactory stimuli and

Notch1cKOKln mice display reduced olfactory aversion to

propionic acid compared to wild-type littermates [25].

Therefore, uncovering the underlying mechanisms regulat-

ing Notch signaling would help to identify new therapeutic

targets for promoting adult olfactory functions.

APPLs (adaptor protein, phosphotyrosine interacting

with PH domain and leucine zipper) are critical signaling

molecules in regulating cellular behaviors. APPLs bind to

multiple cellular molecules such as membrane receptors,

nuclear factors, and signaling proteins linked to cell

proliferation, chromatin remodeling, endosomal traffick-

ing, cell survival, cell metabolism, and apoptosis [26].

There are two proteins in the APPL family: APPL1 and

APPL2. APPL1 was the first member identified, with the

functions of interacting with adiponectin receptors and

adiponectin signaling and having crosstalk with insulin

signaling pathways for metabolic regulation [26, 27]. As a

downstream effector of Adipo-R1 and -R2, APPL1 medi-

ates adiponectin-evoked endothelial nitric oxide production

and endothelium-dependent vasodilation [28]. APPL1-

deficient mice have impaired glucose-stimulated insulin

secretion through inhibition of mitochondrial function in

pancreatic beta cells [29]. APPL1 has also been implicated

in regulating the Akt and/or MAPK signaling pathways and

affects cell growth [30–32]. APPL1 participates in the

pathological process of diabetic diseases via modulating

the insulin, adiponectin, and epidermal growth factor

(EGF) signaling pathways [32–35]. However, whether

APPL1 modulates the growth of NSCs remains unknown.

APPL2 is an isoform with 54% identity in sequence and

co-localizes with APPL1 in cells [32]. By interacting with

TBC1D1, APPL2 also regulates insulin signaling for

glucose metabolic regulation. It has been reported that

the APPL2-inhibited insulin-stimulated glucose uptake is

mediated by the membrane recruitment of GLUT4 in

skeletal muscle [36]. Our previous study has identified

APPL2 as a key neurogenic regulator contributing to the

depression-induced disruption of olfactory sensitivity

[37, 38]. By regulating the glucocorticoid receptor, APPL2

acts as a cellular signaling molecule to affect adult

neurogenesis and its related symptoms include depres-

sive/anxiety-like behaviors and impaired olfactory sensi-

tivity [37, 38]. However, how APPL2 regulates olfactory

functions, particularly olfactory discrimination, at the

physiological level remains unknown. Like the functions

of Notch signaling, an in vivo clone study revealed that

overexpressed APPL2 induces hippocampal NSCs to

switch from neurogenesis to gliogenesis [38]. Thus, in

the present study, we tested the hypothesis that APPL2

regulates olfactory neurogenesis and affects olfactory

discrimination, and the underlying mechanisms are asso-

ciated with affecting the Notch signaling for cell-fate

decision in NSCs.

Materials and Methods

Cell Culture

Mouse neural progenitor C17.2 cells were obtained from

the American Type Culture Collection and cultured in

high-glucose Dulbecco’s modified Eagle’s medium

(DMEM, Hyclone, Omaha, NE, USA) supplemented with

8% fetal bovine serum (FBS; Gibco, Waltham, MA, USA).

Primary NSCs were prepared from fetal Sprague–Dawley

rats (embryonic days E14–15) as previously described [39].

Briefly, cells were dissociated from the cerebral cortex and

suspended (at 2 9 105 cells/mL) in DMEM/F12 medium

supplemented with 2% B27, recombinant human basic

fibroblast growth factor (20 ng/mL), and EGF (20 ng/mL).

Neurospheres formed during culture were dissociated into

single-cell suspensions in the culture medium for subcul-

ture. NSCs at 2–5 passages were used in the experiments.

Cell Culture for NSC Differentiation

Cultured NSCs at 2–5 passages were mechanically disso-

ciated into single cells and directly plated onto poly-L-

lysine-coated coverslips in different culture media.

DMEM/F12 supplemented with 2% B27 was used to

induce normal differentiation in the dissociated cells.

Neurobasal medium supplemented with 2% B27 was

applied to induce neuronal differentiation in the dissociated

cells, whereas DMEM/F12 with 10% FBS was used to

induce astrocytic differentiation.
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Western Blot

Cells were harvested in ice-cold RIPA lysis buffer

containing protease inhibitor and phosphatase inhibitor

cocktail (Sigma, USA). Protein concentrations were deter-

mined with a protein assay kit (Bio-Rad, USA). Equal

amounts of protein were subjected to SDS-polyacrylamide

gel electrophoresis and then transferred to polyvinylidene

difluoride membranes (Millipore, Burlington, MA, USA).

After blocking, the membranes were probed with the

appropriate primary antibodies overnight at 4�C, including

b-tubulin III (Tuj-1, 1:1000; Covance), glial fibrillary

acidic protein (GFAP, 1:1000; Sigma-Aldrich, St. Louis,

MO, USA), Notch1 (1:300; Cell signaling, Danvers, MA,

USA), Hes1 (1:200; Santa Cruz, CA, USA), notch intra-

cellular domain (NICD, 1:400; Cell Signaling, Danvers,

MA, USA), b-actin (1:2000; Sigma-Aldrich, St. Louis,

MO, USA), and glyceraldehyde 3-phosphate dehydroge-

nase (GAPDH, 1:2000; Millipore, Burlington, MA, USA).

The blots were subjected to HRP-conjugated corresponding

secondary antibodies. Protein bands were visualized by

adding ECL Advance (GE Healthcare Bio-Sciences,

Wauwatosa, WI, USA) according to the manufacturer’s

instructions. Results were analyzed using Quantity One

software (Bio-Rad, Hercules, CA, USA).

RNAi Treatment and Adenovirus Infection

We applied short-interfering RNA (siRNA) transfection to

knock down APPL2 in cells. Commercial APPL2 siRNA or

control siRNA (Life Technologies, Waltham, MA, USA)

was transfected into NSCs with Lipofectamine RNAiMAX.

To maintain the knockdown efficiency, we transfected the

differentiated NSCs on days 1 and 4 post-differentiation

and harvested them on day 7. To construct adenoviral

vectors for overexpression of APPL2, cDNA encoding the

APPL2 gene was cloned into the pAdeasy-1 adenoviral

backbone vector (Stratagene, Bellingham, WA, USA) as

described previously [33, 36]. Adenovirus encoding 3*flag-

tagged APPL2 and luciferase control was generated and

titered. NSCs were infected with adenovirus at a multi-

plicity of infection (MOI) of 10 for 2 h, followed by

incubation with fresh medium for 7 days. The MOI was

assessed with bioluminescence assays.

Animals, Drug Treatment, and Tissue Processing

APPL2 transgenic (Tg) mice were gifts from Prof. Xu

Aimin’s group. Mice were mated and genotyped. Wild-

type C57BL/6 mice at the same age were obtained from the

Laboratory Animal Unit at the University of Hong Kong.

We measured the level of APPL2 expression in brain tissue

and the genotyping protocol was used as in our previous

report [38]. The experimental protocol was approved by the

institutional Animal Care and Ethics Committee at the

University of Hong Kong (CULATR No. 2969-13). Every

effort was made to minimize the number of animals used

and their suffering. DAPT (20 mg/kg; N-[N-(3,5-difluo-

rophenacetyl-L-alanyl)]-S-phenylglycine t-butyl ester,

GSI-IX; Sigma-Aldrich, St. Louis, MO, USA) was injected

i.p. into APPL2 Tg mice daily for 2 weeks. PBS was daily

administered i.p. into mice in the vehicle control group.

The mouse brain was perfused with 4% paraformaldehyde

for fixation, penetrated with 30% sucrose solution, and

frozen-sectioned at 20 lm. One out of every 6 consecutive

sections (at 100-lm intervals) was selected to avoid

repeated counting of cells.

Bromodeoxyuridine (BrdU) Incorporation

To monitor cellular proliferation, we injected BrdU

(50 mg/kg per day, i.p.) to mice for 5 days and sacrificed

them 2 h after the final injection. To determine newborn

neuron maturation and cell survival, we injected BrdU at

the same dose and route for 3 days and sacrificed the mice

11 days later. Positive staining with BrdU in sections from

the OB and SVZ were identified as actively-proliferating

cells.

Immunofluorescence

Cells and frozen brain sections were fixed in 4%

paraformaldehyde, blocked in PBS with 5% goat serum

and 0.1% Triton X-100, and then incubated with primary

antibodies against Tuj1 (1:300; Covance, Beijing, China),

glial fibrillary acidic protein (GFAP, 1:500; Millipore,

Burlington, MA, USA), microtubule-associated protein 2

(MAP2, 1:500; Millipore, Burlington, MA, USA), APPL1

(1:500; provided by Prof. Aimin Xu), APPL2 (1:500;

provided by Prof. Aimin Xu), Doublecortin (DCX, 1:300;

Cell Signaling, Danvers, MA, USA), and Notch1 (1:300;

Santa Cruz, Santa Cruz, CA, USA) overnight in a cold

room and then incubated with the secondary antibodies

Alexa 488 or 568 (Life Technologies, Waltham, MA,

USA) at room temperature for 2 h. For BrdU staining,

tissue was incubated with 2 N HCl for 1 h at room

temperature before blocking and primary antibody incuba-

tion (BrdU, 1:400; Abcam, Cambridge, UK). DAPI was

used to stain nuclei. Ten random fields from each

experiment were selected and[ 1000 cells were counted.

For in vitro tests, cell images were captured with a

confocal fluorescence microscope (LSM700, LSM780,

Carl Zeiss, Jena, Germany). Tissue images were observed

with the 209 objective of a confocal fluorescent micro-

scope (LSM800, Carl Zeiss, Jena, Germany). Each image

was obtained projection of Z-stack with range of 20 lm.
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The tissue images of whole RMS-OB region were obtained

by tiles scanning. dSTORM (direct stochastic optical

reconstruction microscopy) images were processed follow-

ing our previous protocol [37]. Cell counts and fluores-

cence intensity were recorded with ImageJ. Super-

resolution images were obtained by dSTORM microscopy

(NBI, Los Angeles, CA, USA) [37]. Molecular distances in

dSTORM were obtained with the ‘spot profile’ model and

exported with ImageJ (https://imagej.nih.gov/ij/).

Olfactory Discrimination Test (ODT)

A 60-min locomotion test was used to assess the differ-

ences in total distance covered by the APPL2 transgenic

and wild-type mice (n = 10 per group). Then, olfactory

performance was evaluated by conducting odor discrimi-

nation experiments in which 8–12 week-old mice were

familiarized with a first odor (habituation odor) in four

sessions and exposed once to a novel odor (dishabituation

odor). The tests were run during the light phase of the

animals’ 12-h dark/light cycle. The odor solutions butanol,

pentanol, and limonene were diluted 1 9 10-3 in mineral

oil and applied to a cotton stick. The odors were presented

by inserting the stick into the animal’s home cage

(habituation) in 4 successive sessions for 50 s per session,

separated by 2-min intervals. In the fifth presentation, a

different odor was delivered (dishabituation). If a mouse

spent more time exploring in the fifth dishabituation

session than in the fourth habituation session, the mouse

was recognized being able to discriminate a novel from a

familiar odor.

Statistical Analysis

Data are presented as the mean ± SEM. For statistical

analysis, we used Student’s t-test for two independent

groups and ANOVA (one-way for single factor and two-

way for two factors) followed by Tukey’s post-hoc test for

multiple group analysis. Statistical significance was defined

as P\ 0.05.

Results

Increased APPL2 Expression is Associated

with NSC Differentiation in vitro

To assess the correlation between APPL proteins and adult

neurogenesis, we measured the dynamic changes in the

expression levels of APPL1 during NSC differentiation

in vitro (n = 6 batches of cultures per group). Western blot

was used to assess the expression of APPL1 and APPL2 in

the cultured NSCs at days 1, 3, 5, and 7. The expression of

Tuj1 and GFAP was used as references for neurogenesis

and gliogenesis, respectively. We found that the expression

of APPL1 was little changed in the process of neurogenesis

or glia formation (Fig. 1A–D). We further used

immunofluorescence to check the distributions of APPL1

and APPL2 in the cell types. Dual positive staining of

APPL1 and Tuj1 was found in the cultured NSCs at day 7

rather than day 1, indicating that APPL1 is mainly present

in differentiated cells committed into neural progenitors

(Fig. 1E). Interestingly, APPL2 differed from APPL1

during the process of NSC differentiation. Western blot

analysis revealed that the expression of APPL2 gradually

increased with culture time (Fig. 1A–D). The increased

expression of APPL2 coincided with the enhanced levels of

Tuj1 and GFAP expression. Importantly, the expression of

APPL2 was co-localized with GFAP? rather than Tuj1?

cells in both the cultured NSCs in vitro and the wild-type

mice in vivo (Fig. 1F, G). Taken together, these results

indicated that APPL1 is not associated with the process of

neurogenesis whereas APPL2 is a potential modulating

factor to promote gliogenesis and affects the cell-fate

decision of NSCs.

APPL2 Regulates Cell-Fate Choice During NSC

Differentiation

To elucidate the roles of APPL2 in regulating the lineage

commitments of NSCs, we manipulated the APPL2 levels

in cultured NSCs using adenovirus-mediated overexpres-

sion and siRNA-induced knockdown. Western blots

showed that the transfection approach successfully resulted

in overexpression and knockdown of APPL2 (Fig. 2D, I).

The overexpressed APPL2 reduced the percentages of

Tuj1? and MAP2? neuronal cells but increased the GFAP?

astrocytic cells (Fig. 2A–C, H). To exclude the possibility

of artificial effects of APPL2 siRNA on NSC differenti-

ation, we applied two APPL2 siRNAs targeting different

domains. Knockdown of APPL2 remarkably increased

Tuj1? and MAP2? cells along with decreased GFAP? cells

(Fig. 2E–G, J). These results provided evidence supporting

the role of APPL2 in regulating the fate choice of NSCs

towards the glial direction.

APPL2 Overexpression Suppresses Neurogenesis

but Elevates Gliogenesis in the Olfactory Bulb

To further confirm the roles of APPL2 in regulating

neurogenesis and gliogenesis in the olfactory system, we

conducted an immunofluorescence study of APPL2 Tg

mice. The fluorescence intensity of doublecortin (DCX)

was lower in the granule cell layer of the OB in the APPL2

Tg mice (Fig. 3A), suggesting a negative role of APPL2 in

neuronal differentiation. We then injected BrdU daily for
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5 days to label actively proliferating cells. The APPL2 Tg

mice displayed fewer BrdU?/DCX? cells than WT mice,

indicating reduced neural differentiation (Fig. 3B). BrdU

was then injected daily for 3 days to examine the effects of

APPL2 on the survival of newborn neurons, and the mice

were sacrificed 11 days later. APPL2 Tg mice showed

fewer BrdU?/NeuN? cells than WT mice (Fig. 3C).

Meanwhile, APPL2 Tg mice had a lower DCX fluores-

cence intensity and higher GFAP/Iba1 fluorescence in the

OB region than WT mice, indicating reduced neurogenesis

but enhanced gliogenesis in the APPL2 Tg mice (Fig. 3D).

Consistent with this, APPL2 Tg mice showed fewer

BrdU?/DCX? co-stained cells in the SVZ (Fig. 3G).

Western blot analysis also showed the APPL2 Tg mice

established the increased expression of astrocytic and

microglial markers GFAP and Iba1, indicating the

enhanced gliogenesis (Fig. 3E, F). Notably, APPL2 Tg

mice had more GFAP?-staining cells around the SVZ,

especially in the CC (Fig. 3H). Collectively, these results

suggested that APPL2 participates in modulating fate

choice to induce gliogenesis but inhibits neurogenesis in

the olfactory system.

APPL2 Overexpression Decreases Neurogenesis

but Elevates Gliogenesis along the Rostral Migra-

tory Stream

To clarify the effects of APPL2 on the migration of NPCs

along the RMS, we injected BrdU daily for 3 days and

sacrificed the mice 11 days later. BrdU?-staining cells

were labelled in the SVZ and distributed along the RMS

(Fig. 4A–C). In APPL2 Tg mice, the BrdU? staining was

Fig. 1 APPL2 increases during NSC differentiation in vitro. A Rep-

resentative western blots for APPL1, APPL2, and Tuj1 when NSCs

are cultured for neuronal differentiation. B Quantitative analysis of

the expression of APPL1, APPL2, and Tuj1. Data are presented as the

mean ± SEM, n = 6 per group. C Western blots of APPL1, APPL2,

and GFAP when NSCs are cultured to induce astrocytic differenti-

ation. D Quantitative analysis of the expression of APPL1, APPL2

and GFAP. Data are presented as the mean ± SEM, n = 6 per group.

E, F Representative immunofluorescence images revealing the co-

localization of APPL1 and Tuj1 (E) and of APPL2 and Tuj1 (F) in

cultured NSCs at days 1 and 7 of neuronal differentiation (scale bars,

20 lm). G Representative immunofluorescence images showing the

expression of APPL2 and GFAP in differentiated NSCs at day 7 and

in wild-type C57BL/6 mouse brain tissue (scale bar, 20 lm. n = 6

batches of culture per group).
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decreased along the RMS and became sparse at its OB end

(Fig. 4A, D). Quantitative analysis revealed a decreased

distribution of BrdU?/DCX? cells from the SVZ to the

anterior RMS in the APPL2 Tg mice (Fig. 4E). We also

detected GFAP? signaling at the CC and RMS regions

from the start and end points, respectively. Elevated

gliogenesis was found along the RMS in the APPL2 Tg

mice (Fig. 4B, E, F). Collectively, these results suggested

that the overexpression of APPL2 reduces neuronal

survival but promotes gliogenesis along the RMS.

APPL2 Tg Mice Display Impaired Odor

Discrimination

The renewal of integrated interneurons is important for

maintaining normal olfactory functions. With decreased

newborn neurons in the OB of APPL2 Tg mice (Figs. 3, 4),

we conjectured that they might have impaired olfactory

functions. To test this hypothesis, we compared perfor-

mance in the ODT in APPL2 Tg mice and WT littermates.

When presented with pentanol after 4 sessions of butanol

exposure, the WT mice spent much more time sniffing the

stick, indicating normal olfactory discrimination (Fig. 5).

Interestingly, APPL2 Tg mice showed unchanged time

sniffing the stick when butanol was replaced with pentanol,

indicating impaired olfactory discrimination (Fig. 5A). The

same results were obtained in the limonene ? vs

limonene– tests (Fig. 5B). To exclude the potential influ-

ence of preferences for different odors on sniffing behavior,

all odors were presented separately for a 2-min session, and

the sniffing durations were similar in the APPL2 and WT

mice (Fig. 5C, D). These results suggested that APPL2

overexpression remarkably impairs olfactory

discrimination.

APPL2 Mediates Neurogenesis/gliogenesis by Inter-

acting with Notch1

The Notch1 signaling pathway is important in regulating

the fate choice of NSCs [40]; activated Notch signaling

leads NSCs to differentiate to a glial fate commitment [41].

We then addressed the question whether Notch1 signaling

contributes to the switching of neurogenesis to gliogenesis

in the olfactory system of APPL2 Tg mice. To test this, we

investigated the spatial correlation between APPL2 and

Notch1 using the dSTORM super-resolution system. The

results showed an apparent co-localization of APPL2 and

Notch1 in cultured C17.2 NSCs (Fig. 6A, B). In addition,

APPL2 Tg mice had significantly increased expression of

Notch1 and its downstream NICD and Hes1 in the OB

(Fig. 6C). Consistent with this, the knockdown of APPL2

suppressed NICD expression and reduced GFAP expres-

sion in the cultured NSCs (Fig. 6D). Suppression of

APPL2 subsequently down-regulated the expression of

Fig. 2 APPL2 regulates cell-fate decision in NSC differentiation. A–
C Images of immunofluorescence staining for Tuj1, MAP2, and

GFAP in cells treated with adenovirus overexpressing luciferase

(Mock) or APPL2 adenovirus. D, I Western blots showing the APPL2

levels in adenovirus- and siRNA-induced overexpression or

downregulation. H Statistics for experiments as in A–C (*P\ 0.05

vs Mock). E–G Images as in A–C, but in cells treated with scrambled

siRNA or two APPL2 siRNAs (scale bar, 20 lm). J Statistics for

experiments as in E–G (*P\ 0.05, vs scrambled siRNA; n = 6

batches of culture per group).
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Fig. 3 APPL2 overexpression

attenuates neurogenesis in the

olfactory bulb. A, B
Immunofluorescence images

and statistics of DCX?/DAPI?

and DCX?/BrdU? identifying

newborn neurons in the granule

cell layers of the OB in WT and

APPL2 Tg mice. DAPI staining

identifies nuclei and overall

structure (scale bar, 20 lm;

*P\ 0.05 vs WT). C Im-

munofluorescent images and

statistics of BrdU?/NeuN?

identifying mature newborn

neurons in the granule cell lay-

ers of the OB in WT mice and

APPL2 Tg mice (data are pre-

sented as the mean ± SEM;

**P\ 0.01 vs WT group).

D Western blots and analysis for

protein expression of APPL2

and DCX in the OB of WT and

APPL2 Tg mice (data are pre-

sented as the mean ± SEM;

*P\ 0.05 vs WT group). E, F
Western blots of protein

expression of APPL2/GFAP and

APPL2/Iba1 in the OB of WT

and APPL2 Tg mice. G Im-

munofluorescence images and

statistics of DCX?/BrdU?

identifying immature newborn

neurons in the SVZ of WT and

APPL2 Tg mice (data are pre-

sented as the mean ± SEM;

*P\ 0.05 vs WT group; scale

bar, 20 lm). H Immunofluores-

cent images and statistics of

GFAP? staining in the SVZ and

CC of WT and APPL2 Tg mice

(dashed line, CC border; scale

bar, 20 lm; data are presented

as the mean ± SEM;

**P\ 0.01 vs WT group; n = 6

animals per group).
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NICD and Hes1, downstream from Notch (Fig. 6E). To

further confirm the causal relationship between APPL2 and

Notch signaling, we treated APPL2 Tg mice with the Notch

inhibitor DAPT and found that this significantly improved

their olfactory discrimination (Fig. 6F). Taken together,

Notch1 is a critical cellular signal linking the impaired

APPL2-mediated olfactory neurogenesis and olfactory

discrimination behavior.

Discussion

The continuous generation of neurons provides structural

plasticity in the olfactory system, and olfactory neuroge-

nesis is rigorously modulated by multiple signaling systems

[42–44]. Our previous studies showed that APPL2 serves

as a negative regulator of adult neurogenesis in the

hippocampus and olfactory system, contributing to depres-

sive behaviors [38, 45]. In the current study, we found that

APPL2 regulates the cell-fate choice of NSCs with reduced

neurogenic and increased glial formation in the OB,

leading to impaired olfactory discrimination. By interact-

ing with Notch1, APPL2 mediates the gliogenic switching

of olfactory NSCs and olfactory behaviors.

APPL2 is an isoform with 54% identity in sequence and

co-localizes with APPL1 [32]. APPL1 participates in

metabolic regulation [33–35] and mediates cell survival

in vertebrate development [46]. Our previous study

revealed that APPL2 is expressed in nestin? NSCs in the

hippocampus [38]. In the current study, we found

unchanged APPL1 expression in NSC differentiation but

a gradual increase in APPL2 with culture time, accompa-

nied by increased Tuj1? and GFAP? populations (Fig. 1).

Although APPL2 and Tuj1 simultaneously increased in

cultured NSCs (Fig. 1A), only the GFAP? astrocytic

population occurred with APPL2? staining in both NSCs

at day 7 and brain tissue of WT mice (Fig. 1F, G). Given

its ubiquitous expression in GFAP? cells rather than Tuj1?

Fig. 4 APPL2 overexpression attenuates survival of progenitor cells

in the rostral migratory stream. A, B Immunofluorescence images of

DCX?/BrdU? and GFAP?/BrdU? identifying the lineage choice of

newborn NSCs in the RMS of WT and APPL2 Tg mice. C Diagram of

the anterior SVZ–RMS. D Cell density of BrdU?/DCX? cells in the

APPL2 RMS (**P\ 0.01 vs WT group). E, F GFAP intensity in the

CC and RMS-olfactory bulb (RMSob) regions of WT and APPL2 Tg

mice (*P\ 0.05, ***P\ 0.001 vs WT group; n = 6 animals per

group).
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cells, APPL2 may be a player in gliogenesis. The presence

of APPL2 in differentiated NSCs or progenitor cells could

specifically promote gliogenesis.

We then conducted the siRNA and adenovirus transfer

experiments to overexpress and knock down APPL2,

respectively, and used WT and APPL Tg mice to further

confirm the roles of APPL2 in the modulation of gliogen-

esis and the cell-fate decision for lineage commitment. In

the cultured NSCs, APPL2 overexpression decreased the

Tuj1? and MAP2? neuronal cells but increased the GFAP?

astrocytes (Fig. 2A–D). In contrast, APPL2 knockdown

remarkably increased the Tuj1? and MAP2? cells but

decreased the GFAP? cells (Fig. 2E–H). Consistent with

this, APPL2 Tg mice had fewer BrdU?/DCX? and BrdU?/

NeuN? cells but more GFAP? cells in both the OB and

SVZ than WT mice. The BrdU?/DCX? and BrdU?/

NeuN? staining marked newly-generated immature and

mature neurons, respectively. With these in vitro and

in vivo experiments, we demonstrated that APPL2 func-

tions to modulate fate choice by inducing gliogenesis but

inhibiting neurogenesis in the olfactory system (Figs. 3, 4).

Similarly, our recent study revealed that APPL2 Tg mice

have elevated gliogenesis and suppressed neurogenesis in

the hippocampus [38]. Normally, neuronal stem/progenitor

cells migrating along the lateral ventricle give rise to

different lineages [19, 47]. These NSCs enter into rapid

proliferation to generate neuroblasts (type-A cells) that

migrate along the RMS towards the OB and differentiate

into interneurons [19, 47]. Here, we found that APPL2 Tg

mice had decreased neurogenesis in the OB and SVZ (Fig.

3). Along the RMS, overexpressed APPL2 suppressed

neuronal generation but elevated astrocyte production

(Fig. 4). Individual neuroblasts in the OB migrate radially

to the outer layer and differentiate into olfactory interneu-

rons, granule cells, or periglomerular cells that integrate

into the olfactory neuronal network [48]. These newly-

generated neurons determine the capacity for olfactory

discrimination [49]. As expected, the APPL2 Tg mice

showed impaired olfactory discrimination under normal

conditions (Fig. 5). Our previous study suggested roles of

APPL2 in impaired olfactory sensitivity in an animal

model of depression [37]. Here, we further addressed how

APPL2 regulated olfactory neurogenesis and olfactory

functions at the physiological level. Thus, we can draw the

conclusion that APPL2 is an important factor in inhibiting

olfactory functions and determines olfactory memory and

discrimination.

The strength of neurogenesis is orchestrated by a

combination of intrinsic genetic programs and environ-

mental niches [47, 50, 51]. The Notch signaling pathway is

now widely recognized as a critical mechanism that

determines the fate choice of NSCs at an early stage

Fig. 5 APPL2 Tg mice are

deficient in the discrimination of

odor in a cotton stick presenta-

tion-based task. A Duration of

sniffing in 10-week-old mice

exposed to 4 sessions of butanol

(Buta) followed by pentanol

(Penta) (*P\ 0.05). B Duration

of sniffing in mice exposed to 4

sessions of limonene [Lim(?)]

followed by mineral oil [Lim(–

)] (data presented as the

mean ± SEM; *P\ 0.05). C,
D Durations of sniffing showing

no preference for the odors

presented in the experiments.

n = 10 animals per group.
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[19, 52–55]. This pathway promotes the switching of NSCs

to gliogenic differentiation [56]. Notch1 cKOKln mice

display reduced olfactory aversion to propionic acid and

Notch1 is involved in olfactory processing and affects

olfactory behavior [25]. These lines of evidence indicate

critical roles of Notch signaling in regulating olfactory

neurogenesis and olfactory behaviors. By regulating down-

stream Hes1/5, molecules like Tis21 act as essential

regulators of olfactory neurogenesis and olfactory behav-

iors [57]. Consistent with this finding, our study suggests

Fig. 6 APPL2 modulates the Notch signaling pathway. A Recon-

structed dSTORM images showing co-localization of Notch1 and

APPL2 in C17.2 cells (100 9 oil immersion lens). B Spot intensity

analysis of the selected region (intensity of the two channels show the

same distribution with distance and intensity). C Western blots and

analysis of targeted proteins Notch1, NICD, and Hes1 in the OB of

APPL2 Tg and WT mice (*P\ 0.05 vs WT group). D APPL2 siRNA

decreases NICD and GFAP expression in primary cultured NSCs

(*P\ 0.05 vs scrambled siRNA group). E Decreased Notch1, NICD,

and Hes1 induced by down-regulated APPL2 (**P\ 0.01, *P\ 0.05

vs scrambled siRNA group). F Effects of Notch inhibitor DAPT on

olfactory function in APPL2 Tg mice (*P\ 0.05 vs APPL2 Tg

vehicle; n = 6 animals or batches of culture per group).
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that APPL2 performs as a regulator of the fate choice of

NSCs by inducing gliogenesis but inhibiting neurogenesis

via interaction with Notch1, subsequently affecting olfac-

tory functions and olfactory discrimination.

In conclusion, we uncover APPL2 as a novel cell

lineage regulator for adult neurogenesis. By interacting

with Notch1, APPL2 can affect neurogenesis in the adult

SVZ-OB system and subsequently regulate olfactory

behaviors, and APPL2 may be a new therapeutic target

to regulate olfactory behaviors and promote neural

regeneration.
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Abstract Cross-modal selective attention enhances the

processing of sensory inputs that are most relevant to the

task at hand. Such differential processing could be mediated

by a swift network reconfiguration on the macroscopic

level, but this remains a poorly understood process. To

tackle this issue, we used a behavioral paradigm to

introduce a shift of selective attention between the visual

and auditory domains, and recorded scalp electroencephalo-

graphic signals from eight healthy participants. The changes

in effective connectivity caused by the cross-modal atten-

tional shift were delineated by analyzing spectral Granger

Causality (GC), a metric of frequency-specific effective

connectivity. Using data-driven methods of pattern-classi-

fication and feature-analysis, we found that a change in the

a band (12 Hz–15 Hz) of GC is a stable feature across

different individuals that can be used to decode the

attentional shift. Specifically, auditory attention induces

more pronounced information flow in the a band, especially

from the parietal–occipital areas to the temporal–parietal

areas, compared to the case of visual attention, reflecting a

reconfiguration of interaction in the macroscopic brain

network accompanying different processing. Our results

support the role of a oscillation in organizing the informa-

tion flow across spatially-separated brain areas and, thereby,

mediating cross-modal selective attention.

Keywords Human EEG � Audiovisual selective attention �
Granger Causality � Pattern classification

Introduction

Humans are endowed with the ability to selectively attend

to specific visual or auditory stimuli when faced with

audiovisual information [1, 2]. This is a reflection of the

more general ability of cross-modal attention, which is

vital to flexibly choose the information that is most relevant

to the task at hand. Understanding the neural mechanisms

underlying such cross-modal attention is an active field in

systems neuroscience. On one side, functional imaging

studies have elucidated the specific roles of certain brain

areas by recording the activation variance reflected in the

blood oxygen level-dependent signals during a cross-modal

attentional shift. For instance, the posterior parietal and

prefrontal cortices serve as essential areas in controlling

audiovisual selective attention, accompanying the interac-

tion between the visual and auditory cortices [3–6]. On the

other side, at the electrophysiological level, plentiful

research has agreed on the entrainment mechanism as the

underpinning of an audiovisual attentional transition

[7–10]. That is, oscillations at certain frequencies are

evoked in the brain corresponding to the temporal structure

of the rhythmic stimulus to which the participant is

Weikun Niu and Yuying Jiang contributed equally to this work.

& Yujin Zhang

yujin.zhang@nlpr.ia.ac.cn

& Shan Yu

shan.yu@nlpr.ia.ac.cn

1 Brainnetome Center, Institute of Automation, Chinese

Academy of Sciences, Beijing 100190, China

2 National Laboratory of Pattern Recognition, Institute of

Automation, Chinese Academy of Sciences, Beijing 100190,

China

3 Center for Excellence in Brain Science and Intelligence

Technology, Chinese Academy of Sciences, Beijing 100190,

China

4 University of Chinese Academy of Sciences, Beijing 100049,

China

123

Neurosci. Bull. September, 2020, 36(9):1009–1022 www.neurosci.cn

https://doi.org/10.1007/s12264-020-00550-2 www.springer.com/12264

http://orcid.org/0000-0001-9531-291X
http://orcid.org/0000-0001-8346-7084
http://orcid.org/0000-0002-9008-6658
http://crossmark.crossref.org/dialog/?doi=10.1007/s12264-020-00550-2&amp;domain=pdf
https://doi.org/10.1007/s12264-020-00550-2
www.springer.com/12264


attending. Specifically, the frequency and phase of ongoing

oscillations in primary sensory cortices are entrained by the

corresponding external rhythmic stimuli, reflected in

phase-reset [9, 11, 12] and cross-frequency interactions

[13–15].

The above studies have provided insights into both the

key brain areas involved in audiovisual selective attention

and the mechanisms by which the attended stimuli

modulate the activity of specific areas more effectively.

However, high-level cognitive tasks such as attention often

require sophisticated interactions among spatially-sepa-

rated brain areas to perform collective information pro-

cessing [16, 17]. Thus, an important aspect of

understanding cross-modal selective attention is to reveal

how the interactions among different brain areas are

flexibly reconfigured during a shift of attention to support

different information processing. Unfortunately, so far

little is known regarding such an attention-dependent

reorganization of area–area interactions.

To address this issue, here we recorded EEG signals in

participants during the execution of an audiovisual selec-

tive attention (ASA) task. Spectral Granger Causality (GC)

analysis was applied to delineate the frequency-specific

interaction structure of the macroscopic network. With

pattern classification techniques including feature-rating

and feature-selection, we applied a data-driven approach to

unravel the changes in network interaction structure

accompanying a cross-modal attentional transition.

Materials and Methods

Participants and Recording

Four male and four female graduate students aged 21

years–30 years (mean, 25 years) at the Institute of

Automation, Chinese Academy of Sciences (CASIA)

participated in this experiment. They all had normal or

corrected-to-normal vision and normal audition. Each

participant provided informed written consent after the

experimental paradigm was explained. The study was

approved by the Ethics Committee of CASIA.

EEG signals were recorded by the Brain Vision system

(Brain Products Ltd., Munich, Germany) with a 64-elec-

trode cap (Easycap GmbH, Herrsching, Germany) at a

sampling rate of 1024 Hz. An electro-oculographic (EOG)

electrode was placed *2 cm below the left eye to record

blink artifacts. In addition, eye movements were monitored

by an eye tracker (ETL-200, Iscan Inc., Woburn, MA,

USA) at a 240 Hz sampling rate to ensure that during the

presentation of visual stimuli, the participants’ eyes were

open and looking at the stimulus. The visual stimuli were

presented on a 21.7-inch LED monitor (resolution

1920 9 1080), placed 60 cm away from the participant’s

eyes. The auditory stimuli were delivered by headphones.

Stimulus presentation was coordinated by E-Prime 2.0

software (Psychology Software Tools, Inc., Sharpsburg,

PA, USA).

Experimental Design

Our experiments consisted of a pre-experiment phase

(Fig. 1A) and a formal testing phase (Fig. 1B). Since each

participant had different sensitivity to visual and auditory

stimuli, we conducted a pre-experiment with each partic-

ipant before the formal test to select the appropriate visual/

auditory stimulation for him/her, making the difficulty of

the behavioral task comparable across participants by

controlling the response accuracy at *75%. Specifically,

the pre-experiment contained two parts, one visual and one

auditory. In the visual pre-experiment, following a fixation

period of 2 s–3 s (with a white ‘‘?’’ at the center of the

black screen), a 3-s video clip was displayed at the center

of the screen, showing a disc with a radius of 3 cm and its

brightness could change (increase or decrease) or remain

constant with the same probability during the presentation.

Following the clip, the fixation marker ‘‘?’’ re-appeared

for 0.7 s–1.7 s, and then a small white ring appeared on the

screen for 2 s. During this 2-s period, participants were

asked to press the ‘‘1’’ or ‘‘2’’ button on the keyboard to

signal whether or not the brightness of the disc changed

during the 3-s video clip. There were several progressive

sessions. As shown in Fig. 1A, at the beginning, individ-

uals participated in a session with 10 trials at the easiest

level: the range of brightness change was 5%, which was

readily detectable by all participants. After this session, if

the correct rate was[0.75, the difficulty of the next session

was increased by reducing the range of brightness change

(from 5% to 4%, 3%, 2%, 1.2%, 0.6%, and 0.3% in

sequence). If not, a session at the current difficulty level

was repeated once. If the averaged correct rate of two

successive sessions was [0.75, the difficulty of the next

session was increased. These procedures were repeated

iteratively until the eventual correct rate was just below

0.75. The highest level of difficulty with a correct rate

[0.75 was then set as the participant-specific level of the

visual stimuli in the subsequent formal experiment. The

initial brightness of the disc was randomly set to 43%–

60%. In the auditory pre-experiment, participants looked at

the fixation marker ‘‘?’’ at the center of the screen and paid

attention to a tone clip presented through headphones. The

duration of the tone clip was 3 s with a random initial

frequency between 400 Hz and 600 Hz, with an equal

probability of changing (increase or decrease) or staying at

the same frequency. Similar to the visual pre-experiment,

after a blank period of 0.7 s–1.7 s, a small white ring
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appeared on the screen for 2 s and the participants were

asked to press the ‘‘1’’ or ‘‘2’’ button to signal whether or

not the pitch of the presented tone clip changed (rising or

falling). Following the same procedure as in the visual pre-

experiment, several progressive sessions (the range of

frequency change started from 60 Hz to 40 Hz, 20 Hz, and

10 Hz in sequence) were conducted to identify the

participant-specific level of auditory stimuli (i.e. the

highest difficulty tested with a correct rate[0.75) for the

subsequent formal experiment.

In the formal test (Fig. 1B), the participants were first

asked to fixate on the white ‘‘?’’ at the center of the black

screen for 2 s–3 s. Then with equal probability, the ‘‘?’’

changed to color to indicate a visual trial or remained white

but was accompanied by a brief tone to indicate an auditory

trial, dictating which modality of stimuli should be

attended to later. Then a 3-s video clip (a gray disc with

changing or constant brightness) was displayed and

concurrently a 3-s audio clip (a tone with changing or

constant pitch) was delivered via headphones. After a blank

period (a fixation ‘‘?’’ appeared on the screen) of 0.7 s–1.7

s, a small white ring appeared on the screen for 2 s and the

participants were ask to press the ‘‘1’’ or ‘‘2’’ button to

signal whether or not the stimulus in the attended domain

(according to the cue at the beginning of the trial) changed

brightness or pitch. In the formal experiment, there were

three sessions, with a 5-min break between, and each

session consisted of 100 trials. The number of correct trials

for each subject (S) was as follows (V, visual trials; A,

auditory trials): S1 (V 120, A 139); S2 (V 115, A 85); S3

(V 115, A 125); S4 (V 112, A 132); S5 (V 142, A 113); S6

(V 123, A 124); S7 (V 110, A 105); S8 (V 145, A 113). In

total, we obtained 982 visual trials and 936 auditory trials.

The overall correct rate of all participants was *0.81.

Data Pre-processing

The raw EEG data were pre-processed using BrainVision

Analyzer 2.0 (Brain Products Ltd). The steps included re-

referencing by the average of all electrodes, down-sam-

pling the raw data to 1000 Hz, band-pass filtering at 1 Hz–

100 Hz, notch-filtering at *50 Hz, and independent

component analysis to exclude artifacts from eye-move-

ments and heartbeats. To focus on the transition of ASA

states, we extracted all the trials with a correct response

from the pre-processed EEG data of 63 channels (exclud-

ing the EOG electrode) and concentrated on the data from 1

to 3 s following the stimulus onset to exclude the stimulus-

evoked potentials (Fig. 2A).

Granger Causality

The data processing pipeline is depicted in Fig. 2B. The first

step was to calculate the GC. For the GC analysis, we further

down-sampled the data to 200 Hz, removed the line drift of

each channel, and removed the temporal mean to provide a

zero-mean situation for each resultant trial [18, 19]. The GC

was then computed using a well-established method [20].

Specifically, the temporal dynamics of two time series of

Fig. 1 Experimental paradigm.

A Pre-experiment. B Formal

test.
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X1(t) and X2(t) (both of length T) can be described by a

bivariate autoregressive (AR) model:

X1ðtÞ ¼
Xp

j¼1

A11;jX1ðt � jÞþ
Xp

j¼1

A12;jX2ðt � jÞþn1ðtÞ ð1Þ

X2ðtÞ ¼
Xp

j¼1

A21;jX1ðt � jÞþ
Xp

j¼1

A22;jX2ðt � jÞþn2ðtÞ ð2Þ

where A contains the GC coefficients and P is the order of

the model, i.e. the maximum number of lagged observa-

tions (P\ T); the optimal order of AR was estimated by

the Akaike Information Criterion and was chosen between

5 and 12 accordingly [21]; n1 and n2 are the residuals of X1

and X2, respectively, which are also a functions of t. If the

variance of n1 is reduced by inclusion of the X2 term, then

it is said that X2 Granger-Causes X1. Specifically, the

Fig. 2 Example EEG traces and data analysis pipeline. A Band-pass

filtered EEG from Subject 1 during a typical trial. Different colors

represent different electrodes. The vertical solid line at -2 s indicates

the onset of the visual or auditory cue; the vertical dashed line at 0 s

indicates the onset of an audiovisual stimulus; and the shaded area at

1–3 s indicates the period we analyzed. B The data analysis pipeline.

The GCs at each frequency (5 Hz–49 Hz at 1-Hz step) were

calculated and used as features for binary classification with a support

vector machine (SVM). The optimal frequency was then identified to

select the optimal features. The causal flows of the nodes related to

the optimal features were then calculated for further analysis (10F-

CV, 10-fold cross-validation).
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degree of GC at each frequency was then evaluated

according to the following equation:

F2!1ðxÞ ¼ ln
S11ðxÞ

H11

�
ðxÞvarðn1ðt)ÞH�

11

�
ðxÞ

ð3Þ

where S11ðxÞ is the auto-spectrum of X1 at the frequency

x; H11

�
ðxÞ is the diagonal element of the normalized form

of the transfer matrix H
�
ðxÞ; and H�

11

�
ðxÞ is the complex

conjugate of H11

�
ðxÞ [19, 22, 23]. The calculation of GC in

the frequency domain was carried out using a customized

MatLab toolbox provided by [20]. Since the AR model

might be unstable at very low frequencies and near the

Nyquist frequency [21], we confined our analysis to

frequencies between 5 Hz and 49 Hz. Therefore, in this

frequency range, the spectral GCs for each resultant trial

were calculated across all pairs of electrodes in 1-Hz steps.

Causal Flow

Based on the spectral GC, the causal flow [24] of a node at

a specific frequency is defined as the difference between

the out-degree (the summed GC value of all outgoing

connections) and its in-degree (the summed GC value of all

incoming connections). Thus, the causal flow can identify

nodes that have distinctive causal effects on network

dynamics: a node with a positive flow is a causal ‘source’

and a node with a negative flow is a causal ‘sink’ [20].

Common Spatial Pattern

The Common Spatial Pattern (CSP) is a supervised

machine-learning method that aims to extract spatial filters

that make the trials discriminable by the power of spatially-

filtered signals [25]. The input data to the CSP were the

pre-processed signals at 1 Hz–100 Hz (50 Hz excluded)

(see [26, 27] for details of computations).

Pattern Classification

A Support Vector Machine (SVM) was used for binary

classification between the auditory/visual ASA states. The

SVM works by constructing an optimal hyperplane as a

decision surface such that the margin of separation between

the two classes in the data is maximized [28]. In this study,

the SVM was implemented using the MatLab in-built

function ‘fitcsvm’ with the kernel of radial basis function.

The classification results were obtained by either 10

times of 10-fold cross-validation or the one-left classifica-

tion test. The one-left test refers to using one participant’s

data as the test data-set and all the other participants’ data

as the training data-set.

Feature Analysis

A tree-based method was used to rate the feature impor-

tance and the Recursive Feature Elimination (RFE) method

was applied to select the optimal number of features. Both

methods were implemented by scikit-learn, an open-source

machine-learning toolbox (https://scikit-learn.org). The

tree-based feature importance analysis was implemented

by an extra-trees classifier, which fitted a number of ran-

domized decision trees on various sub-samples of the

dataset and used averaging to control overfitting [29].

The RFE was performed by recursively considering

smaller and smaller sets of features [30]. First, the initial

features were trained on the estimator (a linear-kernel

SVM) and the importance of each feature was obtained.

Then the least important features were excluded. This

procedure was recursively repeated on the remaining

features until the desired number of features was finally

reached.

Statistical Analysis

The Wilcoxon rank-sum test was used to determine

significant differences between the median values of two

groups of data. The t-test was applied to test whether the

mean value of one group of data was significantly different

from one specific value. The false discovery rate (FDR)

method was used for correction. P\ 0.05 was considered

significant.

Results

The Optimal Frequency Band that Decodes the ASA

Shift Lies between 12 Hz and 15 Hz

To search for the optimal frequency bands that are mostly

informative about the ASA shift, we first computed the

GCs across all pairs of electrodes from 5 to 49 Hz (at 1-Hz

step) for each participant, and used the GCs as feature

vectors for binary classification between the auditory/

visual ASA states with an SVM-based classifier. Then we

derived a classification accuracy curve with varying

frequencies and identified the optimal frequency point for

each participant, i.e., the frequency with the highest mean

accuracy across 10 times – 10-fold cross-validation. For all

8 participants, the decoder based on GC patterns reliably

discriminated the ASA state (Fig. 3A). However, each

participant exhibited a distinct accuracy curve. The optimal

frequency point varied from 5 Hz to 38 Hz, in which most

participants (7 out of 8) showed a frequency\20 Hz. To

gain a general profile across all participants, we concate-

nated all their GC trials at each frequency point, then used
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the same SVM-based classifier to decode the ASA states,

and finally obtained a group-level accuracy curve

(Fig. 3B). At the group level, the peak accuracy was

achieved at 12 Hz–15 Hz, in the range of the a band [31].

Next, we compared the classification accuracy provided by

GC–SVM (at the optimal frequency), CSP–SVM based on

features of the time domain, and the chance level defined as

maxðV ;AÞ=ðV þ AÞ (Fig. 3C). For both individual and

group conditions, GC–SVM achieved higher accuracy than

CSP–SVM (P \ 0.01, Wilcoxon rank sum test, FDR-

corrected), which was also significantly above chance (P\
0.05, one sided one-sample t-test, FDR-corrected). These

results indicate primarily that the ASA shift is reflected by

the activity at the macroscopic network level in terms of

both the temporal and frequency domains, supporting the

notion that network reconfiguration underpins the cross-

modal attentional shift. Furthermore, specific frequency

band(s) may play critical roles in mediating such shifts,

reflected by the results that GCs in certain frequency bands

serve as better discriminative features than the broad-band

temporal signals.

More importantly, despite the substantial individual

differences (Fig. 3A), there were general principles at the

group level concerning the GCs at 12 Hz–15 Hz that were

associated with the ASA shift. To further test the generality

of this principle, we applied the one-left classification test

to each participant. Specifically, we used one participant’s

trials as the test dataset and those of all the others as the

training dataset, with the same SVM-based classifier. The

attentive states of the majority of participants (6 out of 8)

were predicted by the data of the others, given the features

of GC at 12–15 Hz (P\0.05, one-sided one-sample t-test,

FDR-corrected). Thus, in the subsequent analyses, we

focused on the GC at 12 Hz–15 Hz to explore the patterns

linked with the ASA transition.

Searching for the Optimal Features at 12 Hz–15 Hz

that Decode the ASA Shift

To determine the optimal features characterizing the ASA

transition, we applied feature analysis to the group-level

GCs at 12 Hz–15 Hz, including tree-based feature-rating

Fig. 3 Classification performance of GC–SVM. A, B Classification

accuracy for individual participants (A, color-coded) and for the

group analysis (B) (boxes mark the optimal frequency/frequencies

with the highest mean accuracy). C Classification comparisons with

baseline (chance level; blue) and CSP (green) (accuracy estimated by

10 times of 10-fold cross validation, shown as the mean ± SD).

D One-left classification test for each participant.
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and RFE (see ‘‘Materials and Methods’’ section for details).

Taking GCs at 15 Hz as an example (similar results were

obtained for the other frequencies), a tree-based feature-

rating method was applied and the results were sorted in a

descending order (Fig. 4A). The importance of each

feature varied greatly, having different functional implica-

tions for all the pairwise GCs among electrodes for the

ASA shift. Next, we used RFE to select the most

informative GC features based on the decoding perfor-

mance. Surprisingly, only a very small proportion of GCs

(\5%) contributed most to the classification accuracy. The

peak decoding performance was achieved with \160

(among *4,000) GC features (Fig. 4B). We distilled the

optimal features that achieved the highest classification

score (measured by 10-fold cross-validation) and mapped

them onto the spatial locations (Fig. 4C). A wide range of

brain areas were involved, including the prefrontal, tem-

poral, and parietal areas, while the dominant regions

(connected by more reddish edges in the figure) mainly

clustered in the parietal–occipital areas. Then, these

optimal features were tested in individual trials. We

showed that, in the majority of cases, these optimal

features also decoded the ASA states for each participant

with accuracy significantly above chance (P\ 0.05, one-

sided one-sample t-test; FDR-corrected), although with

dramatically reduced dimensionality of the feature space

(Fig. 4D).

In the above analyses, we derived optimal GC features

associated with the ASA shift. As GCs serve as pairwise

interactions among electrodes, even the optimal GC

features still had a feature space with very high dimension,

we wondered whether it was possible to further reduce the

feature dimension while maintaining the decoding perfor-

mance. To this end, we computed the optimal CFs (see

‘‘Materials and Methods’’ section for details) from the

derived optimal GCs. In comparison, we also computed

Fig. 4 Feature selection of GCs based on group-level analysis.

A Feature scores of GCs at 15 Hz. B Feature selections by RFE for

GCs at 12–15 Hz (CVS, cross-validation score). C Spatial maps of

optimal features derived by RFE. D Classification accuracy achieved

by the optimal features tested in individual participants (accuracy

measured by 10 times of 10-fold cross validation, shown as the mean

± SD; NS, not significant).
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CFs from all pairwise GCs without feature selection (i.e.,

all CFs). The CF in one node is a metric that describes the

node’s net causal effect on the network [20]. Then we used

both the optimal and all CFs as features for binary

classification with the same SVM-based classifier. The

classification accuracy by the optimal CFs and all CFs

(0.65–0.7) at the group level was very close to the

classification accuracy achieved by using all GC features

(0.7 at the group-level and 0.55–0.8 at the individual level)

(Fig. 5A), demonstrating the feasibility of using CFs to

decode ASA states. Moreover, we found that the optimal

CFs with lower feature dimension (\63) but improved

accuracy (P \ 0.05, Wilcoxon rank sum test, FDR-

corrected) were superior to all CFs, demonstrating the

necessity of feature selection with GCs in the earlier steps.

Next, we tested the optimal CFs in individual trials (10-

fold cross-validation; Fig. 5B) and in the one-left test

(Fig. 5C). In both tests, the optimal CFs also decoded the

ASA states with accuracy significantly above chance in the

majority of cases (P \ 0.05, one-sample t-test, FDR-

corrected), which validated the effectiveness of derived

optimal CFs with much lower feature dimension than GCs

in decoding the ASA transition. The results of the one-left

test also revealed that the optimal CFs derived from the

group-level can be used to decode for individual partici-

pants, suggesting its robustness across participants.

The Parietal–Occipital Region Typically Charac-

terizes the Transition of ASA States

In light of the effectiveness and simplicity of CFs, we next

explored the patterns reflected by the optimal CFs that

decode the ASA states. The mean CF patterns derived from

the group-level samples for 12 Hz–15 Hz are presented in

Fig. 6A–D. Each frequency had highly-correlated CF

patterns between the two ASA states (Pearson correlation,

0.9875 ± 0.0079), revealing that the overall pattern of

information flow in the network is similar in the two ASA

Fig. 5 Classification based on CFs derived from the optimal GCs.

A Comparisons with CFs of all electrodes without GC feature

selection. B Classification results for individual participant and group

analysis (accuracy measured by 10 times of 10-fold cross validation,

shown as the mean ± SD). C One-left classification test for each

participant (NS, not significant).
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states. This was further demonstrated in the results for

individual participants (Fig. 7). These results suggested

that ASA states are associated with subtle but consistent

changes in the pattern of information flow across the

network.

To pinpoint the brain areas associated with such

changes, we calculated the difference of CFs between the

two ASA states for various electrodes. We found that the

most notable differences (more reddish nodes in the spatial

maps) lay in the parieto-occipital (PO) area as well as the

temporo-parietal (TP) area. Moreover, the PO and TP

assumed different causal roles in the network, with PO as a

causal source and TP as a causal sink.

Next, to quantify the importance of CF features in

decoding the ASA states, we again applied tree-based

feature-rating to the optimal CFs and all CFs. The scores

for electrodes were then presented according to their names

in the international standard 10–20 system (e.g., PO7 and

PO8 were both taken as PO; for the abbreviations of brain

regions please refer to Table 1). The results are presented

in Fig. 8. Consistent with the analyses shown in Fig. 6, the

PO area was demonstrated to be the most important region

in decoding the ASA transition (P\0.05, Wilcoxon rank-

sum test, FDR-corrected).

Discussion

In this study, based on an ASA experimental paradigm, we

first applied spectral GC to depict the frequency-specific

network dynamics during cross-modal attentional shifts.

Then, with pattern classification techniques, we used a

data-driven method to unravel the network characteristics

for the ASA transition. We revealed that GC patterns in the

a band characterize the ASA transition most reliably.

Furthermore, distinct patterns of CF derived from GC

revealed subtle differences in the information flow for

different attentive states, and identified the key brain

regions associated with ASA.

Methodological Considerations

EEG signals are susceptible to volume conduction, which

causes spurious increases of neural synchrony such as

coherence and phase-locking values [32, 33]. Thus, the

interpretation of EEG-based measures of functional con-

nectivity, which is usually measured by correlation among

signals, should be made with caution. It has been suggested

that the effective connectivity, mainly based on the

consistent time-lag between signals, is less affected by

volume conduction under certain assumptions [34, 35].

Thus, in the present study, we analyzed the effective

connectivity based on the GC at the sensor level. Both the

areas that we found to be more importantly involved in the

network reconfigurations – the parietal-occipital areas –

and the directed interaction from the visual to the auditory

areas, are consistent with the results of previous fMRI

studies [3, 6, 36], indicating the validity of the current

methods. However, it has also been argued that the

effective connectivity is not intrinsically immune to the

effects of volume conduction [35]. Although it has been

suggested that electromagnetic source imaging targeting

the source-level connectivity might be more effective in

extracting the underlying interactions [37, 38], this

methodological issue has not been settled, awaiting further

studies for a more comprehensive understanding.

Another issue for consideration is the relatively small

number of participants involved in our study (n = 8).

However, we showed that in most cases (6 out of 8), the

attentional states of individuals were predicted by the

classifier trained entirely with the datasets of others

(Figs. 3D and 5C). This strongly supports the conclusion

that the main effect we found here, namely the pattern of

network reconfiguration in the a band, is a stable feature

across individuals. Nevertheless, future studies to examine

individual differences in both the ability of cross-modal

attention and the neural underpinnings would be very

informative.

PO Alpha Activity Characterizes the Network

Reconfiguration During ASA Transition

Using feature analysis, we found the changes in a activity

in the PO area to be most pronounced at the ASA

transition, which is consistent with a previous study using

functional imaging [6]. Moreover, previous findings on

visuospatial selective attention have reported that a power

in the PO area robustly decodes the attended spatial

location [39–41]. Similarly, a modulation in the auditory

cortex has been revealed in an audio-spatial selective

attention task [42]. Recently, it has been demonstrated that

the changes in a power in the parietal area are causally

associated with the ability to attend [43]. All these findings

point to the important role of a power in unimodal as well

as cross-modal selective attention. Indeed, it has been

reported that a power participates in the allocation of

attentional resources by an inhibitory mechanism, i.e.

bFig. 6 Distribution of optimal CFs for group analysis at 12–15 Hz

(A–D, respectively). In each panel: left, CF distribution across

electrodes (mean ± SD; blue, visual trials; yellow, auditory trials);

upper right, map of the causal source nodes (CF[0 for visual trials);

lower right, map of the causal sink nodes (CF\0 for visual trials).

CFa, CF for auditory trial; CFv, CF for visual trial; Corr., Pearson

correlation coefficient; N_node, number of electrodes.
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suppressing distractors and irrelevant information

[8, 44–47]. Consistent with this, we found enhanced a
activity at PO in the auditory compared to the visual

attentive state in cross-modal selective attention.

Importantly, our results indicate that a oscillation not

only plays a role in modulating the activity of individual

areas, but is also vital to modulate the information flow

among areas to achieve a flexible network reconfiguration.

This provides new insights into the network mechanisms

underlying cross-modal selective attention.

It is noteworthy that previous studies of cross-modal

selective attention also revealed suppressive effects of PO

a evoked by cues preceding the stimulus onset [45, 48].

But these effects can be interleaved with exogenous cues

and endogenous attentional deployment. Here, we focused

on the endogenous process by selecting the period 1 s after

stimulus onset for analysis. Thus, our results demonstrate

that the suppressive effect of PO a can not only be evoked

by specific sensory cues, but is an important aspect during

attentional deployment with the ongoing processing of

sensory information.

GC and CF Provide a Specific Network Property

that Can Detect the ASA Transition

One previous study reported no significant differences in

terms of network topology parameters (clustering coeffi-

cient, average path length, and small-world index) when

attention is deployed to different sensory modalities [49].

This is consistent with our current findings with similar CF

patterns at 12 Hz–15 Hz across sensory modalities. Nev-

ertheless, subtle differences can be detected using GC and

CF, which measure more detailed network properties than

those coarse-grained graph-theoretical metrics.

In addition, the CF illustrated the causal relations among

areas. Specifically, we found significant causal sinks in PO

and causal sources in TP, revealing the directional

influences from visual to auditory areas. This is consistent

with previous fMRI studies reporting modulation of the

auditory cortex by the visual cortex [36, 50, 51].

It has also been reported that the cross-modal interac-

tions in sensory areas are controlled by top-down atten-

tional effects of the dorsolateral prefrontal cortex

[6, 52–54]. In long-range functional couplings among

brain areas, high-frequency bands such as b (15 Hz–30 Hz)

and c ([30 Hz) have also been reported to subserve high-

level cognitive functions [55–58]. This is consistent with

the current results that the classification accuracy in b–c

bFig. 7 Distribution of the optimal CFs for individual participants at

12–15 Hz (A–D, respectively). The horizontal axes (from left to right)

correspond to the electrode list in Fig. 6 (from upper to lower) for

each frequency. Results are presented as the mean ± SD. V, visual

trials; A, auditory trials.

Table 1 Abbreviations for brain regions.

Brain region Abbreviation

Anterior-Frontal AF

Central C

Central-Parietal CP

Frontal F

Frontal-Central FC

Frontal-Temporal FT

Occipital O

Parietal P

Parietal-Occipital PO

Prefrontal Fp

Temporal T

Temporal-Parietal TP

Fig. 8 Regional importance in decoding the transition of ASA states (sorted by the mean value in descending order). A Feature importance of

optimal CFs. B Feature importance of all CFs. Results are presented as the mean ± SD; *P\ 0.05; NS, not significant.
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remained above chance, although inferior to a (Fig. 3A,

B), which can be explored by future studies.

In conclusion, our results demonstrated the role of a
activity in mediating the network configuration supporting

cross-modal selective attention. This is not only informa-

tive to understanding the neural mechanism underlying

attentional modulation at the network level, but also opens

new possibilities of EEG-based brain-computer interfaces.

For instance, cross-modal brain-computer interfaces might

be applied for state detection in patients with locked-in

syndrome or neural-feedback training in patients with

attention deficit hyperactivity disorder [59, 60].
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Abstract Joubert syndrome is characterized by unique

malformation of the cerebellar vermis. More than thirty

Joubert syndrome genes have been identified, including

ARL13B. However, its role in cerebellar development

remains unexplored. We found that knockdown or knock-

out of arl13b impaired balance and locomotion in zebrafish

larvae. Granule cells were selectively reduced in the corpus

cerebelli, a structure homologous to the mammalian

vermis. Purkinje cell progenitors were also selectively

disturbed dorsomedially. The expression of atoh1 and ptf1,

proneural genes of granule and Purkinje cells, respectively,

were selectively down-regulated along the dorsal midline

of the cerebellum. Moreover, wnt1, which is transiently

expressed early in cerebellar development, was selectively

reduced. Intriguingly, activating Wnt signaling partially

rescued the granule cell defects in arl13b mutants. These

findings suggested that Arl13b is necessary for the early

development of cerebellar granule and Purkinje cells. The

arl13b-deficient zebrafish can serve as a model organism

for studying Joubert syndrome.

Keywords Joubert syndrome � arl13b � Cerebellum �
Development � Granule cell � Purkinje cell � Wnt

Introduction

Joubert syndrome (JS) is an autosomal-recessive neurode-

velopmental disorder, which is characterized morpholog-

ically by the unique molar tooth sign, a complex

malformation of the cerebellar vermis and brainstem, with

abnormalities of axonal decussation affecting the corti-

cospinal tract and superior cerebellar peduncles [1]. JS is

clinically characterized by impaired motor functions and

intellectual disability. Most cases of JS are variably

associated with impairments of additional organs, includ-

ing the retina, kidney, skeleton, and liver. More than 30

genes have been identified to cause JS (213300, Online

Mendelian Inheritance in Man). Most of the proteins

encoded by these genes are located in or near the primary

cilium, an organelle found in eukaryotic cells, and this

makes JS a typical ciliopathy [1]. Although malformation

of the cerebellar vermis is common in JS, the role and

mechanisms of the causative genes in cerebellar develop-

ment have only been reported recently [2, 3].

Mutations of ARL13B (HGNC ID 25419) lead to the

classical form of JS [4]. The ARL13B gene encodes an

enzyme belonging to the small GTPase superfamily and

this makes it unique among the known causative genes of
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JS. It has been demonstrated that Arl13b is critical for

processes of neural development, such as interneuron

migration and placement [5], polarized radial glial scaffold

formation [6], and neural tube patterning [7]. Arl13b might

also be involved in photoreceptor degeneration and kidney

cysts [8, 9]. However, the role of Arl13b in cerebellar

development remains a mystery.

The zebrafish has been established as a model organism

in studying JS [9, 10]. Here, we explored the role of arl13b

in early development of the cerebellum and we hope use

this powerful model to investigate the pathological mech-

anisms of JS and help to screen for therapeutic targets.

Materials and Methods

Zebrafish Maintenance and Embryo Collection

All zebrafish lines were raised and maintained under a

photoperiod of 14 h/10 h (light/dark) at 28.5�C in our

facility supplied with filtered fresh circulating water. Wild-

type zebrafish of the AB strain and the arl13b mutants were

kindly provided by Dr. Ying Cao (Tongji University,

Shanghai, China) and the Tg(neurod1:EGFP) transgenic

zebrafish were a gift from Dr. Jing-Wei Xiong (Peking

University, Beijing, China). arl13b homozygous mutants

only survive up to 10 days, so heterozygous mutants were

mated to produce homozygous embryos. The homozygous

embryos were picked according to the curved tail since this

phenotype is almost fully penetrant. The developmental

stages of zebrafish were characterized following previ-

ously-described morphological criteria [11]. Fish embryos

and larvae for in situ hybridization and immunostaining

were raised in E3 supplemented with 0.003% phenylth-

iourea from 24 hpf onward to prevent pigment formation.

All handling procedures were approved by the Ethics

Review Committee at Nanchang University.

Morpholino Oligonucleotide Microinjection

The morpholino (MO) antisense oligonucleotide blocking

the translation of arl13b (5’-TTTCCCCCCTAAATGCTT

TCACTGG-3’) described previously [9] was purchased

from Gene Tools LLC (Philomath, OR, USA). The MO

was microinjected into zebrafish embryonic yolk at the

one- to two-cell stage.

Imaging of Zebrafish and Behavior

The morphology of the zebrafish larvae (otolith and body

curvature) was imaged at 4 dpf using a Nikon AZ100

microscope (Nikon, Tokyo, Japan). The larvae were raised

in Petri dishes and transferred to a new dish at 5 dpf for

behavioral analysis. After allowing adaptation to the new

environment for 5 min, locomotion was video-recorded for

3 min using a Nikon DS-Fil1 digital camera and processed

with NIS-Elements F3.0 (Nikon).

Whole-Mount In Situ Hybridization

We made RNA probes from different templates: PCR

products and linearized plasmid DNA. For PCR-based

in situ templates, we designed PCR primers (listed in

Supplemental Table 1) to amplify gene-specific products

that contained the T3 promoter sequence, and RNA probes

were transcribed in vitro using T3-RNA-polymerase. For

the linearized plasmid DNA-based in situ templates, shh

(HindIII/T7), atoh1a (Nco I /SP6), ptf1a (Nco I/SP6),

reelin (NcoI/SP6), and roraa (ApaI/SP6), the last four

plasmids were kindly provided by Dr. Sheng-Ping L.

Hwang (Institute of Cellular and Organismic Biology,

Academia Sinica, Taipei, China). The antisense RNA

probes were synthesized with T7 or SP6 RNA polymerase

after plasmid DNA linearization. Whole-mount in situ

hybridization was performed using digoxigenin-labeled

antisense RNA probes and alkaline phosphatase-conju-

gated anti-digoxigenin antibodies (Roche, Mannheim,

Germany), as described previously [12]. Embryos were

mounted in glycerol, and images were captured using a

Nikon AZ100 microscope.

RNA Isolation and Quantitative Real-Time PCR

(qPCR)

Total RNA was extracted from the embryos using RNAiso

Plus following the manufacturer’s protocol (Takara, Shiga,

Japan). Reverse-transcription reactions were carried out

with M-MLV reverse transcriptase (Takara). qPCR assays

were performed with SYBR Premix Ex Taq II (Takara) on

the Abi-Step-One plus Real-Time PCR system (Applied

Biosystems, Foster City, CA, USA). All the primer

sequences used for qPCR are listed in Supplemental

Table 2. All experiments were conducted at least three

times. Student’s t-test was applied to analyze the data and

P\0.05 was indicated a statistically significant difference.

Immunostaining

For tubulin antibody staining, we fixed larvae with 2%

trichloroacetic acid in PBS for 3 h at room temperature. For

other antibodies, we fixed larvae overnight at 4�C in 4%

paraformaldehyde (PFA) in PBS supplemented with

sucrose (4% w/v) [13]. The larvae were rinsed 3 times in

19PBST (19PBS and 0.8% Triton) for 10 min each.

Afterward, larvae were dehydrated and rehydrated through

graded methanols (50% MeOH once, 100% twice, and 50%
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once, 10 min each), and then rinsed 3 times in 19PBST for

5 min each. The larvae were immersed in ice-cold acetone

for 20 min at –20 �C, rinsed 3 times in 19PBST for 5 min

each and digested with proteinase K for permeabilization.

The concentration and treatment time of proteinase K was

determined by the developmental stages of the larvae.

After digestion, the larvae were re-fixed with fresh 4% PFA

in 19PBS for 20 min at room temperature (RT), and then

rinsed 3 times in 19PBST for 10 min each. The larvae

were blocked with buffer containing 10% serum and 1%

dimethylsulfoxide in 19PBST for 3 h at RT and incubated

with primary antibody overnight at 4�C. After rinsing 4

times in 19PBST for 30 min each, the larvae were

incubated with secondary antibody for 4 h at RT. The

larvae were rinsed and counterstained with Hoechst 33342

(10 lg/mL) for nuclear staining. The following primary

antibodies were used: mouse anti-tubulin (1:1000, T6793,

Sigma), mouse anti-parvalbumin (1:1000, MAB1572,

Chemicon), goat 3A10 (1:1000, DSHB), and goat anti-

GFP (1:500, 600-101-215, Rockland). For fluorescence

detection, we used Alexa Fluor 488 donkey anti-goat IgG

(H?L) (1:500, A11055, Invitrogen) and Alexa Fluor 488

donkey anti-mouse IgG (H?L) (1:500, A21202, Invitro-

gen). Fluorescence images of larvae were acquired using an

Olympus FV1000 confocal microscope, and Z-series stacks

were shown as two-dimensional projections.

Lithium Treatment

Embryos at 30–37 hpf were incubated in E3 containing

LiCl (A100416-0025, Sangon) at a final concentration of

50 mmol/L. Age-matched untreated embryos served as

controls.

Results

Depletion of arl13b Impairs Posture and Locomotion

in Zebrafish Larvae

In order to explore the function of ARL13B in vivo, we

started to investigate whether the neurological features of

JS are mimicked in arl13b mutant zebrafish, an established

model organism [4, 9]. The null mutation of arl13b

(arl13b-/-), identified in a retroviral insertion screen, led to

body axis curvature (Fig. S1) [4, 14]. The curved tail

phenotype is almost fully penetrant in homozygous

embryos while it is rarely found in wild-type and heterozy-

gous embryos [4]. We took advantage of this readily-

recognizable morphological phenotype to pick homozy-

gous mutants for further experiments. The picked embryos

were genotyped by PCR which confirmed retroviral

insertion into the first exon of the arl13b gene.

Furthermore, qPCR results demonstrated that the expres-

sion of arl13b mRNA was almost undetectable in the

picked embryos, while it was normally-expressed in wild-

type embryos (Fig. S3). The arl13b-/- mutant larvae [5 days

post-fertilization (dpf)] were usually motionless and occa-

sionally moved by trembling and circling. These abnormal

movements were not found in wild-type larvae, which

swam around freely and elegantly (Movie 1).

To assess the phenotype specificity and confirm the

locomotor defects, we performed transient knockdown

experiments with an antisense morpholino oligonucleotide

(MO) designed to specifically block the translation of

Arl13b [9]. After injecting 9.7 ng arl13bMO into embryos,

we observed body curvature and abnormal locomotion like

that in arl13b-/- mutants (Movie 1). Considering that the

curvature might interfere with locomotion, we injected a

subthreshold dose of MO (7.3 ng) and found that the larvae

showed no apparent body axis defects while they still

exhibited impairments in posture and locomotion (Movie

1). Wild-type larvae maintained a normal posture

(Fig. 1A). In contrast, the subthreshold-dose morphants

usually laid on their sides, i.e., lost posture (Fig. 1B, C). As

for the swimming patterns, wild-type larvae often exhibited

spontaneous swimming characterized by small bending

angles (Fig. 1D). However, the subthreshold-dose mor-

phants swam with trembling and exhibited large bending

angles (Fig. 1E). The subthreshold-dose results suggested

that the posture and locomotion defects in arl13b mutants

and morphants are due to the depletion of arl13b rather

than body curvature.

In addition, the sensation of arl13b mutants and

morphants was compromised; they were not sensitive to

a needle poke, while wild-type embryos were sensitive and

swam away quickly (Movie 1).

Taken together, the above results suggested that

zebrafish deficient in arl13b exhibit impairments in posture

and swimming pattern, reminiscent of the signs of JS.

Depletion of arl13b Results in Morphological Defects

of the Cerebellum

The above behavioral defects suggested the arl13b-defi-

cient zebrafish might serve as a good model for studying

JS. We first investigated the development of the cerebellum

since it is the main cause of the characteristic molar tooth

sign in JS. The outline of the cerebellum can easily be

distinguished by immunostaining with an anti-tubulin

antibody (Fig. 1F). Obvious morphological defects were

found in the cerebella of both arl13b mutants and

morphants, and the antibody-labeled fibers were globally

reduced (Fig. 1G, H). The posterior outline of the cerebel-

lum was thinner than that of the wild-type and invaginated

anteriorly at the midline, while the anterior outline was
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relatively normal (Fig. 1F–I). Moreover, the acetyl-tubu-

lin-positive parallel fibers connecting the cerebellar hemi-

spheres were disturbed in arl13b-deficient larvae while the

commissural axons between the optic tecta remained

largely unaffected (Fig. 1F–H). The midline cerebellar

defects in arl13b mutants and morphants are reminiscent of

the midline cerebellar defects in JS patients [2].

Besides the cerebellum, we also checked other neural

tissues. arl13b is highly expressed in the ventricle and otic

vesicle at early developmental stages [9]; the ciliated cells

in the inner ear are important for the formation of otoliths

[15]. Usually, there are two otoliths in zebrafish (Fig. S1).

We found that the otoliths displayed defects in number and

size in both arl13b mutants and morphants (Fig. S1). The

otoliths are critical for proper balance and hearing, and

their impairment might contribute to the postural and

locomotor defects in arl13b-depleted larvae. We also

checked motor axons and Mauthner axons, which are

involved in locomotion. No morphological defect was

observed in either acetylated tubulin-positive motor axons

or 3A10-positive Mauthner axons (Fig. S2). We focused on

the cerebellum in the subsequent experiments since cere-

bellar malformation is a major hallmark of JS.

Depletion of arl13b Impairs Granule Cell Progeni-

tors in the Developing Cerebellum

The morphological defects in arl13b-deficient embryos

prompted us to further investigate the role of arl13b in the

development of cerebellar neural circuits. Like mammals,

the zebrafish cerebellum is derived from the dorsal part of

the anterior hindbrain [16]. The cerebellum is composed of

several types of neurons, which are categorized according

to their major neurotransmitter, glutamate or GABA. The

glutamatergic granule neurons are derived from granule

cell progenitors located in the upper rhombic lip (URL).

Granule cells are the most abundant type of neuron in the

cerebellum. We first examined the expression of the

granule progenitor cell marker atoh1 using whole-mount

in situ hybridization. In zebrafish, there are three par-

alogues of atoh1 – 1a, 1b, and 1c – which are expressed

sequentially in overlapping but distinct granule cell

progenitors within the rhombic lip [17, 18]. In wild-type

embryos, atoh1a was strongly expressed in the URL and

the lateral rhombic lip (Fig. 2A). In some arl13b mor-

phants, atoh1a was absent from the anterior dorsomedial

URL along the midline (Fig. 2C). The specific absence of

atoh1a was maintained at 48 hours post-fertilization (hpf)

(Fig. 2A’–C’), suggesting that the phenotype could not be

due to developmental delay. No detectable change of

atoh1b was found (Fig. 2D–F’), indicating that the absence

of atoh1a dorsomedially was specific and not due to

defects in cerebellar structure. The expression level of

atoh1c was decreased in arl13b morphants at 2.5 dpf and 4

dpf (Fig. 2G–I’). In arl13b mutants, atoh1c was decreased

slightly at 2.5 dpf (Fig. 2H). The expression defects of

Fig. 1 Knockdown of arl13b impairs posture, locomotion, and

cerebellar morphology in zebrafish larvae. A Wild-type sibling larvae

remain vertically oriented at 5 days post-fertilization (dpf), with both

eyes visible from a top view (arrows). B In contrast, larvae injected

with arl13b MO (subthreshold dose, 7.3 ng) often lie on their side at

the bottom of the dish, with only one eye visible (arrows). Note that

the body of the subthreshold-dose arl13b morphants are relatively

straight and only slightly curved. C Statistics of the posture of

zebrafish larvae at 5 dpf. D Wild-type larvae perform stereotyped

spontaneous swimming with small bending angles. E The arl13b
morphants (subthreshold dose, 7.3 ng) swim slower and exhibit

greater bending angles. F–H Immunostaining with acetylated tubulin

antibody outlines the cerebellum of larvae at 3 dpf. Comparing the

dorsal view of wild-type embryos (F) with arl13b mutants (G) reveals

morphological defects of the cerebellum (arrows). The cerebellar

defects were also present in embryos injected with arl13b MO

(H) (cb, cerebellum). I Statistics of the embryos with morphological

defects of the cerebellum. The number of embryos examined in each

condition is indicated above each column. A–E, Scale bar 1 cm. F–H,

Scale bar 100 lm.
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atoh1a and atoh1c were more apparent in arl13b mor-

phants than in mutants. This could be due to the

maternally-deposited arl13b mRNA in null mutants which

might mask the early defects caused by Arl13b deficiency

[9]. The MO blocks the translation of arl13b mRNA,

including the maternally-derived mRNA, so the pheno-

types in morphants are more penetrant than in mutants [9].

However, potential off-target effects of the MO could not

be excluded although it seems unlikely since most pheno-

types have been reported in arl13b mutants [9] (and our

data).

We performed quantitative PCR (qPCR) using whole

body tissues to verify the above results. atoh1c was

consistently down-regulated in arl13b mutants from 36 hpf

to 4 dpf (Fig. S3). However, atoh1a and 1b were up-

regulated at 36 hpf but down-regulated at later stages,

when comparing arl13b mutants with the wild-type

(Fig. S3). It should be noted that we used the whole

zebrafish body and the qPCR results represented the mixed

expression of all tissues. According to our in situ

hybridization results and those of others [17, 18], atoh1c

is mainly expressed in the URL (Fig. 2). The decrease of

atoh1c in arl13b mutants revealed by qPCR indicated that

atoh1c is reduced mainly in the URL and confirmed our

in situ hybridization results.

atoh1c and 1a are critical for the full complement of

granule cells in the corpus cerebelli (CCe), a structure

homologous to the mammalian cerebellar vermis [17, 19].

The decrease of atoh1a and particularly atoh1c revealed by

in situ hybridization and qPCR in arl13b-deficient embryos

might interfere with the development of granule cells in the

CCe.

Zic1 has been shown to be involved in mouse granule

cell proliferation [20]. We found that zic1 was expressed in

the URL cells in wild-type zebrafish at 48 hpf while it was

dramatically down-regulated in arl13b morphants and

mutants (Fig. 3A–C).

These results suggested that Arl13b participates in

cerebellar development by regulating the development of

granule cell progenitors.

Fig. 2 The expression of

markers of cerebellar granule

cell progenitors is impaired in

arl13b-deficient embryos. A–I’
Representative images of in situ
hybridization illustrate that the

three paralogues of atoh1 (ato-
h1a, 1b and 1c) are expressed in

distinct populations of cerebel-

lar granule cell progenitors.

atoh1a is expressed in the URL

and LRL. Similar expression

patterns of atoh1a occur in

wild-type embryos (A) and ar-
l13b mutants (B) while its

expression is absent from the

oral dorsomedial URL (dashed

box) in arl13b morphants (C) at
36 hpf and 48 hpf (A’–C’). The
expression patterns of atoh1b
remained unaffected in arl13b
mutants and morphants (D–F’).
The expression level of atoh1c
was decreased in the URL in

arl13b morphants (I and I’) (cb,
cerebellum; URL, upper rhom-

bic lip; LRL, lower rhombic

lip). A–I’, Scale bar 100 lm.
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Fig. 3 Disruption of arl13b impairs the development of cerebellar

granule cells. A Expression of the granule cell progenitor marker,

zic1, in the cerebellum of wild-type embryos at 48 hpf revealed by

in situ hybridization. B, C Expression of zic1 is reduced in the URL of

both arl13b mutant and morphant embryos compared with wild-type

embryos. Note that zic1 expression is severely reduced in the

dorsomedial subregions of the URL (arrows). D The expression of the

differentiated granule cell marker, reelin, in the cerebellum of wild-

type embryos at 3 dpf. E, F Expression of reelin is reduced in the

cerebellum of both arl13b mutant and morphant embryos. Note that in

some embryos reelin expression is almost absent in the dorsal medial

subregions of the cerebellum (colored ovals). G–G’’ In

Tg(neurod1:eGFP) transgenic embryos, GFP? granule cells are

grouped into three clusters, the dorsomedial (dashed ovals), dorso-

posterior, and ventrolateral subdivisions. H–H’’ The pattern of GFP?

granule cells is dramatically altered in the cerebellum, and particu-

larly in the dorsomedial cerebellar subdivisions (dashed ovals) are

severely affected in arl13b morphants. The parallel fibers connecting

the two hemispheres are disrupted in arl13b morphants. Dorsal views

of the embryos are shown. I–L Malformations of the dorsomedial

cerebellar subdivisions (dashed ovals) and parallel fibers are also

present in arl13b mutants both at 3 dpf and 4 dpf. cb, cerebellum; PF,

parallel fiber. A–F, Scale bar 100 lm. G–L, Scale bar 50 lm.
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Depletion of arl13b Impairs Granule Neurons

Specifically in the Corpus Cerebelli

The impairment of granule cell progenitors might interfere

with the subsequent development of granule neurons, so we

next examined the differentiation of granule neurons. We

found that reelin, a marker of differentiated granule cells

[21], was markedly decreased in the cerebellum of arl13b-

deficient embryos, particularly in the dorsomedial subre-

gions (Fig. 3D–F). It has been demonstrated that NEU-

ROD1 is expressed in immature and mature cerebellar

granule neurons in both mammals and zebrafish [18, 22].

We found that neurod1 was absent from the dorsomedial

cerebella of arl13b morphants (Fig. S4) while the dorso-

lateral neurons were not affected, similar to the expression

of reelin. We further examined the development of

cerebellar granule cells using the transgenic line Tg(neu-

rod1:EGFP) [23]. In these embryos, GFP was expressed in

three main clusters: two close to the midline, the dorso-

medial and dorsoposterior granule cells, and one distant

from the midline, the ventrolateral granule cells (Fig. 3G–

G’’). The patterns of the Tg(neurod1:EGFP) GFP?

granule cells resembled the granule cells labeled by

Tg(gata1:GFP) [19]. Knocking down arl13b in Tg(neu-

rod1:EGFP) embryos caused a global reduction of GFP?

granule neurons compared to the control transgenic

embryos. Particularly, the dorsomedial clusters were

severely affected and, in some embryos, these clusters

were totally absent (Fig. 3H–H’’). The ventrolateral and

dorsoposterior clusters were still present though with

reduced numbers of GFP? neurons (Fig. 3H–H’’). These

results were consistent with the expression pattern of

neurod1 detected by in situ hybridization (Fig. S4). The

dorsomedial subdivision of granule neurons populate the

CCe [17, 19]. The defects of CCe granule cells in arl13b-

deficient zebrafish resembled the defects in the cerebellar

vermis found in JS patients. Tg(neurod1:EGFP) labeled

some parallel fibers at the midline of cerebellum

(Fig. 3G’). Upon arl13b knockdown, the parallel fibers

were dramatically disrupted (Fig. 3H’), similar to those

found by anti-tubulin immunostaining (Fig. 1F–I). These

phenotypes were also found in arl13b mutants (Fig. 3I–L).

The arl13b mutants were crossed with Tg(neurod1:EGFP)

fish and transgenic labeled arl13b homozygotes were

picked. The selective malformation of CCe granule cells

and disruption of parallel fibers were frequently observed

in arl13b mutants both at 3 dpf (Fig. 3I, J) and 4 dpf

(Fig. 3K, L).

The qPCR results revealed that the markers of differ-

entiated granule cells calbindin 2a (calretinin, calb2a) and

GABA receptor alpha 6a (gabra6a) were dramatically

reduced in arl13b mutants (Fig. S3). These results sug-

gested that not only the proliferation and migration but also

the differentiation of granule cells is impaired in arl13b-

deficient embryos.

Depletion of arl13b Impairs the Development

of Cerebellar Purkinje Cells

Both the function and development of the cerebellum are

dependent on the cooperation between granule neurons and

Purkinje cells, two major neuronal types in the cerebellum,

so we further investigated the role of arl13b in the

development of Purkinje cells. ptf1a was used as a marker

to label the precursors of Purkinje cells by in situ

hybridization and it was found to be expressed in the

ventricular zone of wild-type embryos at 48 hpf (Fig. 4A).

In arl13b mutant and morphant embryos, the expression

level of ptf1a was dramatically and selectively reduced in

the dorsomedial ventricular zone, while it was relatively

normal in the ventrolateral regions (Fig. 4B, C). The

phenotype of morphants was more penetrating than that of

mutants, as found in granule cells. These results demon-

strated that the progenitors of Purkinje cells are selectively

reduced dorsomedially in arl13b-deficient embryos. We

further examined differentiating Purkinje cells using roraa

as a marker [24]. This revealed that the dorsomedial

clusters of differentiating Purkinje cells were dramatically

reduced, while the ventrolateral clusters were only mildly

reduced in arl13b-deficient embryos at 3 dpf (Fig. 4D–F).

This is reminiscent of the selective reduction of dorsome-

dial granule cell clusters (Fig. 3). A similar decrease of

dorsomedial clusters was observed at 4 dpf (Fig. 4G–I). As

Purkinje cells differentiate and mature, early distinct

clusters of Purkinje cells merge together, become unified,

and form a continuous layer spanning the mediolateral

width of the cerebellum [25]. Immunostaining with an

antibody against parvalbumin was used to label differen-

tiated Purkinje cells and demonstrated that they were

dramatically reduced globally in the cerebellum at 5 dpf,

including both the dorsomedial and ventrolateral clusters

(Fig. 4K–L’’). qPCR results revealed that the markers of

immature and mature Purkinje cells roraa, aldoca, and

pvalb7 were reduced (Fig. S3D), consistent with the

immunostaining results.

The global reduction of mature Purkinje cells differed

from the specific reduction of dorsomedial clusters of

granule cells at the late larval stage. The early specific

dorsomedial defects of both Purkinje progenitors and

granule progenitors are likely due to unknown common

defects in the mechanisms required and partly shared by

the two types of neural progenitor.
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Depletion of arl13b Reduces wnt1 Expression

in the Developing Cerebellum

Arl13b has been demonstrated to be associated with

Hedgehog signaling pathways [7, 26, 27], so we examined

the expression of Hedgehog signaling components by

in situ hybridization and qPCR. shh was not detected in the

cerebellar anlage at 24 hpf although it was ventrally

expressed along the neural tube (Fig. S5). No

detectable change of shh expression in the cerebellum

was observed in arl13b morphants, although its expression

in the zona limitans intrathalamica was reduced dorsally

(Fig. S5). The expression level of the hedgehog receptor

patched1 was relatively low (Fig. S5). It was hard to tell

whether it was expressed in the cerebellum in wild-type

embryos at 30 hpf as well as whether its expression level or

pattern changed. We then used qPCR to assess the

expression levels of Shh signaling components. The

expression of the receptors smoothen (smo) and patched1

(ptch1), and the Hedgehog signaling components gli2a,

gli2b, and gli3 were dynamically regulated in the early

stages of cerebellar development (Fig. S5). These results

suggested that Hedgehog signaling components are altered

globally in arl13b mutants while no detectable change

occurs early in cerebellar development.

Wnt signaling is also critical for cerebellar development

[28] and cooperates with Hedgehog signaling to regulate

cerebellar olig2? cell development [29]. Intriguingly,

recessive mutations of human WNT1 result in hypoplasia

of the cerebellum, particularly of the vermis, suggesting a

conserved role of WNT1 in vermis development [30].

Besides being mainly expressed at the midbrain–hindbrain

boundary, in mice wnt1 is also transiently expressed in the

URL [31], from which many cerebellar neurons are

derived. The transient expression of wnt1 in the URL is

conserved in zebrafish [29]. We found that wnt1 was

transiently expressed in the dorsal cerebellum at 30 hpf in

wild-type embryos (Fig. 5A). Its expression was strikingly

reduced and almost absent from the cerebellum of some

arl13b mutants (Fig. 5B), indicating that Wnt signaling is

disrupted early in cerebellar development.

Activating Wnt Signaling Partially Rescues Cere-

bellar Defects in arl13b Mutants

We started to explore whether activating Wnt signaling

with lithium, an agonist of Wnt signaling, can mitigate the

cerebellar defects in arl13b-deficient embryos. The dose of

lithium chloride (LiCl) was optimized for different devel-

opmental stages. We found that treating the embryos with

50 mmol/L LiCl at 30–37 hpf reduced the cerebellar

structural defects in arl13b mutants. The wild-type

embryos treated with LiCl at the same time showed no

detectable cerebellar defects (Fig. 6A–E). We further

examined the rescue effects of LiCl with Tg(neu-

rod1:EGFP) embryos and found that the dorsomedial

Fig. 4 Disruption of arl13b
reduces both precursor and dif-

ferentiated cerebellar Purkinje

cells. A–I Representative
images of in situ hybridization

using anti-sense probes against

ptf1a and roraa to label Purk-

inje precursors and differenti-

ated cells, respectively. The

dorsomedial clusters of precur-

sor of Purkinje cells and differ-

entiated Purkinje neurons are

selectively reduced (arrows). J–
L’’ Immunostaining of mature

Purkinje neurons using anti-

parvalbumin antibody reveals

that the dorsomedial Purkinje

neurons are reduced in arl13b-
deficient embryos. A–I, Scale
bar 100 lm. J–L’’ Scale bar 50

lm.
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reduction of granule cells caused by arl13b knockdown

was mitigated by LiCl treatment (Fig. 6F–J).

Discussion

Most published papers study the role of JS genes during

late embryonic or postnatal development of the cerebellum,

though the molar tooth sign can be detected early in the

first trimester [32]. Moreover, these studies mainly focus

on cerebellar granule cells. In this study, we found that the

disruption of arl13b in zebrafish larvae leads to early

cerebellar malformations and defects in both granule and

Purkinje cell progenitors. The early developmental pat-

terning of cerebellar granule neurons is compromised

particularly in the dorsomedial subregions of the CCe, a

structure homologous to the mammalian cerebellar vermis.

This phenotype is reminiscent of hypoplasia of the

cerebellar vermis in JS. Molecular and cellular studies

revealed that the early development of the progenitors of

both granule cells and Purkinje cells are selectively altered

in arl13b-deficient embryos. Arl13b may be involved in

regulating a network of signaling pathways, including Wnt

and Atoh1. Treating the arl13b mutants with Li?, an

agonist of Wnt signaling, partially rescued the cerebellar

defects.

Our finding that granule neurons are reduced specifically

in the dorsomedial subregions of the CCe in arl13b-

deficient zebrafish larvae is consistent with the enrichment

of arl13b expression in the ventricle at early stages, from

25 hpf to 40 hpf and later [9, 33]. This finding is also

consistent with reports that granule neurons are reduced

Fig. 5 Wnt1 is selectively down-regulated in the cerebellum of

arl13bmutants. wnt1 is transiently expressed in the cerebellum of WT

embryos (A, A’) (arrows) while it is dramatically reduced in arl13b
mutants (B, B’). A and B, dorsal view; A’ and B’, lateral view. Note

that the expression of wnt1 is selectively decreased in the cerebellum

while its expression at the midbrain–hindbrain boundary is intact. A–
B’, Scale bar 100 lm.

Fig. 6 Treating the arl13b mutants with lithium mitigates the

morphological defects in the cerebellum. A–D Representative images

of embryos treated with 50 mmol/L LiCl at 30–37 hpf, fixed at 3 dpf,

and immunostained with anti-tubulin antibody to reveal cerebellar

morphology. Treatment of wild-type embryos with Li? does not

affect the cerebellar morphology (A, B) (arrows). The morphological

defects of the cerebellum in arl13b mutants treated with Li? are

partially rescued (C, D) (arrow). A–D, Scale bar 100 lm. E Statistics

revealing that the proportion of arl13b mutant embryos with

cerebellar defects is dramatically decreased by LiCl treatment. F–
I’’ Representative images of Tg(neurod1:EGFP) transgenic embryos

used to label granule cells. Treating wild-type transgenic embryos

with Li? causes no defect (F–G’’) (dashed ovals). Treating arl13b
morphant transgenic embryos restores the dorsomedial cluster of

granule cells (H–I’’) (dashed ovals). F–I’’, Scale bar 100 lm. J The

proportion of arl13b morphant embryos with cerebellar defects in the

dorsomedial clusters is dramatically

reduced by LiCl treatment.
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along the anteroposterior but not the mediolateral axis in

mouse mutants of the cilia genes Kif3a, Ift8, or Rpgrip1l

[34, 35]. The reduction of granule neurons in these mutants

could be caused by proliferation defects in granule

progenitors [34, 35]. Although the cerebellar granule

neurons in Ahi1- or Cep290- knockout mice are only

slightly affected, there are significant proliferation defects

of granule cells at an early developmental stage (E16.5)[2].

Proliferation defects of granule progenitors seem to be

common in these cilia gene mutants [3, 34, 35]. The

reduction of granule neurons in arl13b-deficient zebrafish

was likely caused by proliferation defects in granule

progenitors since the expression pattern of atoh1a was

altered and atoh1c was dramatically down-regulated

(Fig. 2 and S3). Atoh1 is known to be critical for cerebellar

granule neurogenesis in the mouse [36] and for the

proliferation of granule cells in zebrafish [18]. atoh1c-

derived cells contribute to the majority of granule neurons

in the CCe, while a minority is derived from atoh1a

progenitors [17, 18]. The dramatic down-regulation of

atoh1c and the selective hypoplasia of the CCe in arl13b-

deficient embryos are consistent with the critical role of

atoh1c in populating granule neurons in the CCe [17]. The

dramatically decreased expression of zic1 and neurod1

specifically in the dorsomedial subregions of the cerebel-

lum (Figs. 2 and S4) is also consistent with the prolifer-

ation defects of granule progenitors since both genes are

implicated in granule cell proliferation [18, 20]. We

immunostained the embryos using anti-pH3 antibody, a

marker of cell proliferation, and found reduced fluores-

cence intensity of pH3-positive cells in the cerebellum of

arl13b mutants (Fig. S6). These results are consistent with

potential proliferation defects of granule cells in the

cerebellum.

It has been shown that Arl13b regulates the migration

and location of interneurons [5]. The specific hypoplasia of

the dorsomedial subregions of the CCe in arl13b-deficient

zebrafish could also be due to migration defects in granule

cell precursors. It has been demonstrated that the URL

generates different populations of granule cell precursors

along its mediolateral axis. These precursors migrate along

different routes and form different functional compart-

ments of the mature cerebellum: the eminentia granularis

and the CCe [19]. Atoh1 has been shown to be critical for

the migration of granule cell precursors out of the URL in

mice and particularly Atoh1c in zebrafish [17, 36]. The

reduction of atoh1c expression in arl13b-deficient zebra-

fish could lead to migration defects of the granule cell

precursors. The migration defects might impair the differ-

entiation of granule neurons since several markers of

granule neurons are altered, particularly neurod1. The

absence of Tg(neurod1:EGFP)? cells in the dorsomedial

domain of the cerebellum in arl13b mutants differs from

that seen in atoh1c mutants [17], in which neurod1 is

expressed in most of the Tg(atoh1c:kaede)? granule cell

progenitors, including the dorsomedial cells along the

midline. These results suggest that depletion of arl13b also

disrupts other signaling pathways besides Atoh1.

Wnt1 is transiently expressed in the cerebellum of

zebrafish [29] (Fig. 5) and mouse [31] and its mutations in

humans result in hypoplasia of the cerebellar vermis [30],

indicating that Wnt signaling is a potential mechanism

underlying the pathology of arl13b mutant zebrafish and

humans. Besides wnt1, other wnt genes have also been

detected in the cerebellum, such as wnt3, wnt7a and

wnt10b [37], which might be involved in early cerebellar

development [3, 38, 39]. Further study is required to

investigate whether they are also regulated by Arl13b. The

Wnt downstream signaling components b-catenin and

Gsk3b regulate the transcription and protein stability of

Atoh1 [40, 41]. Wnt1 has been proposed to regulate Atoh1

expression in the developing cerebellum [31]. These

reports are consistent with our findings that atoh1c and

1a expression is reduced in arl13b-deficient embryos

(Figs. 2 and S3). Moreover, wnt1 is also expressed at the

midbrain–hindbrain boundary and it has been speculated to

contribute to the development of the cerebellum. Whether

the boundary Wnt1 also contributes to the cerebellar

defects in arl13b-deficient embryos needs further experi-

ments. Lithium treatment partially rescues the cerebellar

defects in both zebrafish arl13b (Fig. 6) and mouse Ahi1

mutants [2], suggesting that Wnt signaling is a conserved

key pathway regulating early cerebellar development and

could serve as a common potential therapy target in JS.

Atoh1 and Wnt signaling might only partially contribute to

the mechanisms of Arl13b signaling since Arl13b has been

found to be distributed subcellularly in the cilium and

cytoplasm and is expressed in many tissues and cells.

Most JS research has focused on granule cells and has

seldom dealt with Purkinje cells. In human JS samples, the

migration of cerebellar Purkinje cells is faulty, with

heterotopic and locally-interrupted Purkinje cell layers

[42]. The malformation of the Purkinje cell monolayer has

also been found in JS gene mutant mice [3, 43]. These late

Purkinje cell defects could be due to an early develop-

mental deficiency. It has been demonstrated that mutations

of the JS gene Zfp423/ZNF423 in the mouse impair the

early development of Purkinje cell progenitors [44]. Our

results also demonstrated that the progenitors of Purkinje

cells were selectively disrupted in the dorsomedial cluster

in arl13b-defecient embryos (Fig. 4), like the early defects

in granule cell progenitors. The coincident selective defects

of Purkinje and granule cell progenitors suggest that these

two populations interact or share common mechanisms.

Radial glia and the Bergmann glial cells derived from them

provide a scaffold for the migration of both Purkinje cells
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and granule cells early in cerebellar development [45, 46].

Ciliary Arl13b has been shown to be critical for the

polarization of the radial glial scaffold and the laminar

organization of neurons in mouse cerebral cortex [6]. The

available evidence and our current results suggest that the

role of Arl13b in neural development is conserved between

species and Arl13b participates in the polarization of the

radial glial scaffold as well as coordinating the prolifera-

tion and migration of both Purkinje cells and granule cells

early in cerebellar development. The migration of Purkinje

cells and granule cells also shares molecular mechanisms,

such as Reelin signaling [45], the expression level of which

was also selectively reduced in the dorsomedial cerebellum

in arl13b-deficient embryos (Fig. 3).

Conclusions

We have established a JS model using arl13b-deficient

zebrafish, which recapitulate some of the signs of JS, such

as locomotor and cerebellar developmental defects. The

disruption of arl13b resulted in a dramatic reduction of

granule cells specifically in the CCe, a structure homolo-

gous to the human cerebellar vermis. The expression of the

proneural gene atoh1 in a subpopulation of granule cells

was down-regulated in the cerebellum. The early develop-

ment of Purkinje cells was also selectively disrupted in the

dorsomedial cerebellum. wnt1, a gene transiently expressed

early in cerebellar development, was dramatically down-

regulated. Furthermore, activating Wnt signaling mitigated

the granule cell defects caused by arl13b-disruption. Our

results reveal the critical role of arl13b in the early

development of cerebellar granule and Purkinje cells. We

propose that the arl13b-deficient zebrafish can serve as a

powerful tool to investigate the pathological mechanisms

underlying JS.
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Abstract Ischemic stroke is one of the leading causes of

death worldwide. In the post-stroke stage, cardiac dys-

function is common and is known as the brain–heart

interaction. Diabetes mellitus worsens the post-stroke

outcome. Stroke-induced systemic inflammation is the

major causative factor for the sequential complications, but

the mechanism underlying the brain–heart interaction in

diabetes has not been clarified. The NLRP3 (NLR pyrin

domain-containing 3) inflammasome, an important com-

ponent of the inflammation after stroke, is mainly activated

in M1-polarized macrophages. In this study, we found that

the cardiac dysfunction induced by ischemic stroke is more

severe in a mouse model of type 2 diabetes. Meanwhile,

M1-polarized macrophage infiltration and NLRP3 inflam-

masome activation increased in the cardiac ventricle after

diabetic stroke. Importantly, the NLRP3 inflammasome

inhibitor CY-09 restored cardiac function, indicating that

the M1-polarized macrophage–NLRP3 inflammasome acti-

vation is a pathway underlying the brain–heart interaction

after diabetic stroke.

Keywords Ischemic stroke � Diabetes mellitus � Cardiac

dysfunction � NLRP3 inflammasome � Macrophage

Introduction

Stroke is the leading cause of disability and death, affecting

nearly 30 million people worldwide each year, most of

which are ischemic strokes [1]. Stroke can not only cause

immediate death but also induce various complications

such as cardiac dysfunction, which is common and is

known as the brain–heart interaction [2]. The main

symptoms are myocardial injury and arrhythmias [3–5],

often accompanied by increased serum cardiac enzymes

such as N-terminal pro-brain natriuretic peptide (NT-

proBNP) [6, 7]. Importantly, patients without primary heart

disease may also develop cardiac dysfunctions, indicating

that stroke is the primary cause [8, 9].

Systemic inflammation is the major causative factor for

the sequential complications after stroke, especially for the

brain–heart interaction [2], but the underlying molecular

pathway has not been clarified. Many stroke patients have

diabetes, which is a major risk factor for a poor outcome

[10]. It is unclear whether and how diabetes affects the

brain–heart interaction. Animal studies have shown that

middle cerebral artery occlusion (MCAO) increases
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catecholamine levels [11] and impairs cardioprotective

signaling pathways [12], thus inducing cardiac dysfunction

and cardiomyocyte injury. Other studies have suggested

that ischemic stroke induces arrhythmia by impairing

calcium and other ionic currents in ventricular cardiomy-

ocytes [13–15]. Pro-inflammatory factors [16] and chronic

inflammation [17] might also be involved in the cardiac

dysfunction induced after ischemic stroke. An important

component of inflammation, the NLR family pyrin domain-

containing 3 (NLRP3) inflammasome, has been attested to

participate in many inflammatory diseases including type 2

diabetes mellitus, atherosclerosis, cardiovascular diseases,

and neurodegenerative diseases [18–22]. Our previous

study has shown that inhibition of the NLRP3 inflamma-

some ameliorates ischemic stroke injury in diabetic mice

[23]. However, the role of the NLRP3 inflammasome in the

brain–heart interaction and the corresponding mechanisms

have not been studied in diabetes.

NLRP3 inflammasomes are mainly activated in macro-

phages, especially in M1-polarized macrophages [24]. M1-

polarized macrophages are classified as showing pro-

inflammatory status, while M2-polarized macrophages are

alternatively activated macrophages associated with anti-

inflammatory activity [25, 26]. We hypothesized that the

polarization status of macrophages may play a dominant

role in the brain–heart interaction in diabetes. To investi-

gate whether ischemic stroke induce cardiac dysfunction,

we used an ischemic stroke mouse model by applying the

MCAO procedure. Afterwards, we investigated whether

diabetic status aggravates cardiac dysfunction after stroke

using a type 2 diabetes mouse model. Furthermore, we

studied the role of NLRP3 and the polarized macrophages

responsible in the brain–heart interaction. The sequential

questions we have addressed provide a causative pathway

for the brain–heart interaction, and shed light on therapeu-

tic targets for diabetic patients after ischemic stroke.

Materials and Methods

Animals

This study was approved by the Medical Faculty Ethics

Committee of Southern Medical University. Male C57BL/

6 J mice (4–6 weeks old, 14–18 g) were purchased from

the Animal Experimental Center of Southern Medical

University. All experimental animals were maintained

under a 12-h light and 12-h dark cycle and were supplied

with adequate food and water before experiments.

Type 2 Diabetes Mellitus Mouse Model

This followed the protocol of our previous study [23].

Briefly, to establish a diabetic mouse model, we initially

fed each mouse on a high-fat diet (Guangdong Medical

Laboratory Animal Center, Guangzhou, China) for

3 weeks, then gave an intraperitoneal injection of 0.1 g/

kg streptozotocin (STZ, Sigma, St. Louis, MO, USA).

After that, mice were fed with the high-fat diet for another

4 weeks. The blood glucose concentration was measured

after fasting for 8 h on days 1, 22, 36, and 50. The criterion

for a type 2 diabetes mellitus mouse was a fasting

glucose[ 10.0 mmol. Non-diabetic mice were housed in

the same environment, fed with a normal diet, and given an

intraperitoneal injection of vehicle (saline).

Focal Cerebral Ischemia Mouse Model

The ischemic stroke mouse model was generated by

MCAO following the protocol of our previous study [23].

In brief, mice were anesthetized with 2% isoflurane (RWD

Life Science Co., Ltd, Shenzhen, China). After a midline

neck incision, a 4–0 nylon monofilament (Yushun Bio

Technology Co. Ltd., Pingdingshan, China) was inserted

into the right MCA to block the blood flow. The

monofilament was withdrawn after blocking the flow for

60 min. Sham-operated mice underwent the same proce-

dure without inserting the monofilament. A heating pad

was used to keep the rectal temperature at 37 ± 0.5 �C
during the whole procedure. Cerebral blood flow (CBF)

was evaluated using the 2-dimensional laser speckle

imaging system and laser Doppler flowmetry (Fig. 1B).

Mice were considered to be ischemic stroke models when

the blood flow in the ischemic core decreased by [ 70%,

and were included in further analyses.

Cardiac Function Measurements

Echocardiography was used to evaluate cardiac function

before stroke and 4 weeks later. The procedure followed

that described by Ay et al. [9]. In brief, the thoracic hair

was shaved and ultrasound transmission gel applied. Serial

cardiac ultrasound analyses used the Vevo 2100 ultrasound

imaging system (VisualSonics Inc., Toronto, Canada) with

a 30-MHz probe. Ejection fraction (EF) and fractional

shortening (FS) were calculated from 2-dimensionally

targeted M-mode tracings. All primary measurement data

were processed and analyzed using the Vevo 2100 analysis

system and repeated three times.
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Neurological Scoring

The neurological deficit, based on the motor behavior and

level of consciousness of each mouse [23], was scored on

days 1, 7, 14, 21, and 28 after MCAO. Scoring was done by

a researcher who was blinded to the

experimental grouping.

Survival Analysis

The vital signs of each mouse were checked every 24 h

after MCAO. Times of death were recorded, and data from

survivors were collected for 28 days.

Histological and Immunohistochemical Assessment

The whole brain was removed immediately after euthana-

sia by isoflurane overdose on day 28 after MCAO. The

right hemispheric atrophy volume (right hemispheric

volume/left hemispheric volume) after stroke was assessed

using ImageJ (version 1.49, National Institutes of Health,

Bethesda, MD, USA), then sectioned for staining in 2%

2,3,5-triphenyltetrazolium chloride (TTC). The heart was

isolated and weighed after expressing the blood, then fixed

in 4% paraformaldehyde before being embedded in paraf-

fin and coronal sections of the ventricle were cut at 6 lm.

PicroSirius Red staining was used to assess the interstitial

collagen fraction. For immunostaining, the following

primary antibodies were used: mouse anti-IBA1 (1:1000,

Thermo Fisher, Waltham, MA, USA), rabbit anti-NLRP3

(1:1000, Thermo Fisher, Waltham, MA, USA), mouse anti-

caspase-1 (1:250; Santa Cruz Biotechnology, Santa Cruz,

CA, USA), and rabbit anti-a-smooth muscle actin (1:1000;

Cell Signaling Technology, Danvers, MA, USA). All heart

sections for analysis were processed at the same time in a

single round of the immunohistochemical experiment.

Real-Time Quantitative RT-PCR

RT-PCR was used to measure mRNA expression (primer

sequences are listed in Table 1). RNA was extracted from

the apex myocardial tissue using the RNAiso Plus kit

(9109, Takara Bio Inc., Shiga, Japan). cDNA was gener-

ated using the Veriti PCR System (Applied Biosystems

Inc., Beverly, MA, USA). RT-PCR was applied using the

SYBR Green kit (RR820A, Takara Bio Inc.) using 10 lL

cDNA. The mRNA expression was normalized to the

housekeeping gene b-actin.

Western Blot Assay

Apex myocardial tissue from each heart was ground with a

Tissue grinder (JXFSTPRP-32, Shanghai Jingxin, Co,. Ltd,

China) and total protein was isolated. The primary

antibodies were: anti-NLRP3 (1:3000; 15101, Cell Signal-

ing Technology), anti-caspase-1 (1:3000; sc-56036, Santa

Cruz Biotechnology), and anti-a-tubulin (1:10000;

RM2007, Beijing Ray Antibody Biotech, China).

ELISA for NT-proBNP Analysis

Blood plasma was collected on day 28 after MCAO or

sham operation. Samples were analyzed for the concentra-

tions of NT-proBNP using an ELISA kit according to the

manufacturer’s protocol (E-EL-M0834c, Elabscience

Biotechnology Co. Ltd., Wuhan, China).

Statistical Analysis

All data are expressed as the mean ± SD. Differences

between groups were compared using Student’s t test for

single comparisons or one-way variance (ANOVA) for

continuous variables with a normal distribution. The means

across groups with repeated measurements over time were

analyzed using repeated-measures ANOVA. Survival com-

parisons were analyzed using Prism7 software (GraphPad7,

San Diego, CA, USA). Statistical significance was defined

as P\ 0.05.

Results

Ischemic Stroke Induces Cardiac Dysfunction

in the MCAO Mouse Model

To study the brain–heart interaction after ischemic stroke,

we used the MCAO mouse model [23] and tested cardiac

functions before and afterwards. MCAO for 60 min

induced ischemic stroke by blocking the major cerebral

blood flow (Fig. 1A, B); this was further confirmed by the

decreased right hemispheric volume on day 28 after

surgery (Fig. 1C). Compared to the sham-operated mice,

although there was no difference in the echocardiography

before MCAO (Fig. S1A), it showed reduced EF and FS on

day 28 in the MCAO mice (Fig. 1D), demonstrating

impaired cardiac function after ischemic stroke. We also

found that the plasma level of NT-proBNP (a major

biomarker of cardiac dysfunction) was significantly ele-

vated in MCAO (Fig. 1G). When checking the morpho-

logical changes in the heart, enlargement was revealed by

the heart/body weight ratio (Fig. 1H). Furthermore, a

higher cardiac interstitial collagen fraction was seen in

ventricular sections from MCAO mice than in those from

the sham group (Fig. 1E). Consistent with the morpholog-

ical changes, the fibrotic protein a-SMA was also higher in

the ventricles from stroke mice than in sham mice
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Fig. 1 Cardiac dysfunction in MCAO mice. A Diagram of the

MCAO model echocardiography protocol. B Example of laser

Doppler measurement showing that MCAO sharply reduces cerebral

blood flow (CBF) when the monofilament is inserted. CBF is restored

after the monofilament is removed. C Changes in brain morphology

and right hemispheric atrophy in the sham and stroke groups (n = 5

per group). D Left, examples of echocardiography in mice at day 28

after MCAO. Right, bar graphs show the ejection fraction and

fractional shortening in the sham (n = 5) and stroke groups (n = 6).

E Left, PicroSirius Red staining for interstitial collagen (arrow) in

cardiac ventricular tissue. Right, interstitial collagen fraction in sham

(n = 8) and stroke groups (n = 12). F Left, immunohistochemical

staining for a-SMA in cardiac ventricular tissue. Right, a-SMA-

positive area in the sham and stroke groups (n = 3 per group).

G Plasma levels of NT-proBNP in the sham and stroke groups (n = 5

per group). H Heart/body weight ratio in the sham (n = 15) and stroke

groups (n = 18). Data are expressed as the mean ± SD. *P\ 0.05;

**P\ 0.01; ***P\ 0.001 (Student’s t-test). Magnification,

400 9 in E and 200 9 in F; scale bars, 5 mm in C, 100 lm in E,

and 50 lm in F.
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(Fig. 1F). These results demonstrated a brain–heart inter-

action in the MCAO mouse model.

Cardiac Dysfunction is More Severe in Diabetic

Stroke

To address whether diabetic status affects cardiac dysfunc-

tion after ischemic stroke, we established a type 2 diabetes

mouse model by a high-fat diet and intraperitoneal STZ

injection, which showed a sustained high glucose level

until day 50 (Fig. 2B). The MCAO procedure was done

4 weeks after STZ injection and cardiac functions were

measured accordingly (Fig. 2A). Comparable infarcted

regions and right hemisphere size were induced after

MCAO in both diabetic and non-diabetic mice (Fig. 2C).

Surprisingly, although there was no difference in the

echocardiography before MCAO (Fig. S1B), diabetic mice

exhibited a robust reduction of EF and FS by day 28 post-

stroke (Fig. 2D), indicating a susceptibility to post-stroke

cardiac dysfunction in diabetes. Furthermore, a higher level

of plasma NT-proBNP (Fig. 2D) and heart/body weight

ratio (Fig. 2H) were detected in diabetic stroke mice

compared to the non-diabetic stroke mice. Correlated with

the echocardiography and NT-proBNP changes, the cardiac

interstitial collagen fraction and fibrotic protein a-SMA

also increased significantly in the diabetic stoke myocar-

dium compared to the non-diabetic stroke mice (Fig. 2E–

F). Our data indicated that diabetic status worsens cardiac

dysfunction, the cardiac interstitial collagen fraction, and

hypertrophy in mice with ischemic stroke.

Diabetic Status Worsens the Overall Outcome

of Stroke

As cardiac dysfunction was more severe in diabetic stroke

mice, we set out to determine how diabetes affects the

neurological deficits and the overall outcome in our MCAO

model. Consistent with other reports [27], our diabetic

stroke mice showed higher neurological deficit scores at

days 1, 7, and 28 after MCAO (Fig. 3A). Referring to the

overall mortality rate, fewer diabetic stroke mice survived

at the end of day 28 compared to the non-diabetic group

(Fig. 3B). These data suggested that not only the cardiac

dysfunction but also the overall outcome was affected by

diabetic status in the MCAO mouse model.

NLRP3 Activation is Indispensable for Brain–Heart

Interaction in Diabetic Stroke

The results of cardiac dysfunction and worse neurologic

outcomes indicated that a stronger brain–heart interaction

exists in diabetic stroke mice. Taking into account that both

stroke and diabetes exhibit NLRP3 activation and worsen

the respective outcomes, we tested the corresponding

mRNA and protein levels. As anticipated, the NLRP3

mRNA and protein levels, as well as caspase-1 and IL-1b
levels showed more robust elevation in the myocardium

from diabetic stroke mice than those from non-diabetic

mice (Fig. 4A–C). Surprisingly, the NLRP3 inhibitor CY-

09 (HY-103666; MedChem Express, Monmouth Junction,

NJ, USA) sufficiently restored the cardiac function,

showing improved EF and FS compared with the vehicle

group (Fig. 4D). Morphological studies also revealed a

reduction in the heart/body weight ratio (Fig. 4G), the

cardiac interstitial collagen fraction (Fig. 4E), and fibrotic

protein a-SMA expression after CY-09 administration

Table 1 Primer list.
Gene Forward primer: 50-30 Reverse primer: 50-30

NLRP3 ATTACCCGCCCGAGAAAGG TCGCAGCAAAGATCCACACAG

Caspase-1 AATACAACCACTCGTACACGTC AGCTCCAACCCTCGGAGAAA

IL-1b GAAATGCCACCTTTTGACAGTG TGGATGCTCTCATCAGGACAG

b-actin GTGCTATGTTGCTCTAGACTTCG ATGCCACAGGATTCCATACC

M1 markers

CD16 TTTGGACACCCAGATGTTTCAG GTCTTCCTTGAGCACCTGGATC

INOS CAAGCACCTTGGAAGAGGAG AAGGCCAAACACAGCATACC

TNF-a CGTCGTAGCAAACCACCAAG GAGATAGCAAATCGGCTGACG

M2 markers

Ym1/2 CAGGGTAATGAGTGGGTTGG CACGGCACCTCCTAAATTGT

IL-10 TGGACAACATACTGCTAACCGAC CCACTGCCTTGCTCTTATTTTC

TGF-b TGCGCTTGCAGAGATTAAAA CGTCAAAAGACAGCCACTCA

NLRP3, NLR pyrin domain containing 3; IL, interleukin; INOS, inducible nitric oxide synthase; TNF-a,

tumor necrosis factor alpha; TGF-b, transforming growth factor beta.
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(Fig. 4F). The inhibitory effect of CY-09 on NLRP3

activation was further confirmed in myocardial tissue as

reduced expression of NLRP3, caspase-1, and IL-1b
compared to the vehicle group (Fig. 4H–I). These results

identified a role of NLRP3 in the brain–heart interaction in

the diabetic mouse.

M1 Macrophages are Responsible for NLRP3-Me-

diated Brain–Heart Interaction

NLRP3 inflammasomes are mainly from M1- rather than

M2-polarized macrophages [24]. To dissect the source of

the NLRP3 inflammasomes, we confirmed the expression

of the macrophage marker IBA1 in the myocardium from

diabetic stroke mice (Fig. 5A). Furthermore, polarized

markers were measured and indicated that M1- (revealed

by CD16, iNOS, and TNF-a), but not M2- (revealed by

Ym1/2, IL-10, and TGF-b) polarized macrophages were

the dominant type infiltrating the myocardium in post-

diabetic stroke (Fig. 5B). The expression levels of these

markers implied that M1-polarized macrophage–NLRP3

inflammasome activation is an indispensable molecular

pathway. Considering the restorative effects of the NLRP3

inhibitor CY-09 on the brain–heart interaction, we tested

whether it affects the macrophage polarization status.

Surprisingly, CY-09 significantly elevated the mRNA

expression levels of Ym1/2, IL-10, and TGF-b, while

decreasing the levels of CD16, iNOS, and TNF-a in

diabetic stroke mice compared to the vehicle group

(Fig. 5C). The results indicated that the infiltrating

macrophages switched to M2 after CY-09 administration,

strongly supporting the specific role of NLRP3 in the

brain–heart interaction.

The overall results demonstrated that the brain–heart

interaction is due to the infiltration of M1-polarized

macrophages into the myocardium after diabetic stroke.

This infiltration sequentially induces NLRP3 inflamma-

some activation and impairs cardiac function, which is

responsible for the poor outcome in diabetic stroke

(Fig. 6).

bFig. 2 Ischemic stroke induces severe cardiac dysfunction in diabetic

mice. A Diagram of protocols for establishing the type 2 diabetes

mellitus and MCAO mouse models. B Time courses of blood glucose

and body weight showing significant increases from day 22 in

diabetic mice (n = 22) compared with non-diabetic mice (n = 33).

C Brain morphology and TTC staining in coronal brain sections from

non-diabetic stroke (nonDM-Stroke) and diabetic stroke (DM-Stroke)

mice (n = 5 per group). D Echocardiographic traces (left) and ejection

fraction and fractional shortening (right) in nonDM-Stroke (n = 6)

and DM-Stroke (n = 5) mice. E Left, PicroSirius red staining for

interstitial collagen (arrows) in cardiac ventricular tissue. Right,

interstitial collagen fraction in nonDM-Stroke (n = 12) and DM-

Stroke (n = 6) mice. F Left, immunohistochemical staining for a-

SMA in cardiac ventricular tissue. Right, a-SMA-positive area in

nonDM-Stroke and DM-Stroke (n = 3 per group) mice. G Plasma

levels of NT-proBNP in nonDM-Stroke and DM-Stroke (n = 5 per

group) mice. H Heart/body weight in nonDM-Stroke (n = 18) and

DM-Stroke (n = 11) mice. DM, diabetes mellitus; STZ, streptozo-

tocin; i.p. intraperitoneal. Data are expressed as the mean ± SD.

*P\ 0.05; **P\ 0. 01; ***P\ 0.001, n.s. not significant (Student’s

t-test). Magnification, 400 9 in E and 200 9 in F; scale bars, 5 mm

in C, 100 lm in E, and 50 lm in F.

Fig. 3 Diabetes leads to a worse prognosis after ischemic stroke.

A Neurological deficit scores in nonDM-Stroke and DM-Stroke mice

at 24 h and 7, 14, 21, and 28 days (n = 9 per group). B Mortality until

day 28 in nonDM-Stroke (n = 40) and DM-Stroke (n = 53) mice.

nonDM-Stroke, non-diabetic stroke group; DM-Stroke, diabetic

stroke group. Data are expressed as the mean ± SD. *P\ 0.05;

**P\ 0.01 (Student’s t-test in A and log-rank test in B).
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Discussion

Our results revealed that severe cardiac dysfunction occurs

in diabetic ischemic stroke, shown as the brain–heart

interaction, due to NLRP3 inflammasome activation in M1-

polarized macrophages. We first provided evidence that

diabetic status worsened the cardiac dysfunction, as well as

increasing the interstitial collagen fraction and cardiac

hypertrophy after stroke in a type 2 diabetes MCAO mouse

model. Second, M1-polarized macrophage infiltration and

NLRP3 inflammasome activation were enhanced in the

post-stroke myocardium, and were more severe in diabetic

mice. Moreover, inhibiting the NLRP3 inflammasome with

CY-09 restored the cardiac function and reversed the

myocardial morphological changes after ischemic stroke.

Clinical evidence has implied that the brain–heart

interaction occurs in the post-stroke stage. Nearly 19% of

patients suffer at least one major detrimental cardiac

complication within the first 3 months following an acute

ischemic stroke [28]. The cardiac dysfunctions include, but

are not limited to, impaired pumping action, fibrosis, and

hypertrophy. It has been reported that[ 50% of stroke

patients have left ventricular diastolic dysfunction and

13%–29% have systolic dysfunction [29, 30]. Furthermore,

75%–92% of stroke patients present a new ECG abnor-

mality [31]. By measuring the cardiac function using

echocardiography, we also found remarkable changes after

the MCAO procedure in diabetic and non-diabetic mice,

indicating the clinical relevance of our methodology.

Many studies have suggested various mechanisms of the

brain–heart interaction induced by ischemic stroke,

bFig. 4 NLRP3 activation plays an important role in the brain–heart

interaction in diabetic stroke. A Relative gene expression of NLRP3,

caspase-1, and IL-1b in apex myocardial tissue. b-Actin served as an

endogenous reference gene (n = 13 in nonDM-Sham, nonDM-stroke,

and DM-Sham; n = 11 in DM-Stroke). B Left, NLRP3 and caspase-1

in apex myocardial tissue indicated by western blot. Right, integrated

density value of relative protein expression of NLRP3 and caspase-1

(n = 4 per group). C Left, protein expression of NLRP3 and caspase-1

in cardiac ventricular tissue by immunocytochemistry. Right, NLRP3,

caspase-1-positive area in different group mice (n = 5 per group).

D Echocardiographic measurement of ejection fraction and fractional

shortening in Vehicle-Stroke (n = 7) and CY-09-Stroke (n = 8) mice.

E Left, PicroSirius red staining for interstitial collagen (arrows) in

ventricular tissue. Middle, interstitial collagen fraction in Vehicle-

Stroke and CY-09-Stroke mice (n = 5 per group). F a-SMA

immunohistochemical staining (left) of ventricular tissue and a-

SMA area (right) in Vehicle-Stroke and CY-09-Stroke mice (n = 5

per group). G Heart/body weight in Vehicle-Stroke (n = 7) and CY-

09-Stroke (n = 8) mice. H Relative gene expression of NLRP3,

caspase-1, and IL-1b in apex myocardial tissue (n = 7 per group).

I Top, immunohistochemical staining for NLRP3 and caspase-1 in

cardiac ventricular tissue. Bottom, NLRP3 and caspase-1-positive

area in Vehicle-Stroke and CY-09-Stroke mice (n = 5 per group).

nonDM-Sham, non-diabetic sham group; nonDM-Stroke, non-dia-

betic stroke group; DM-Sham, diabetic sham group; DM-Stroke,

diabetic stroke group; Vehicle, Vehicle-Stroke group; CY-09, CY-09-

Stroke group. Data are expressed as the mean ± SD. *P\ 0.05;

**P\ 0.01; ***P\ 0.001 (Student’s t-test or one-way ANOVA).

Magnification, 400 9 in C (upper right) and E; 200 9 in C, F, and I;

scale bars, 100 lm in E; 50 lm in C, F, and I.

Fig. 5 Macrophages increase and polarize in the brain–heart inter-

action. A Representative immunocytochemical staining for the

macrophage marker IBA1 (arrows) in cardiac tissue (magnification,

400 9 ; scale bar, 100 lm). B, C Relative mRNA expression of

macrophage-polarization markers in apex myocardial tissue (M1

markers: CD16, INOS, and TNF-a; M2 markers: Ym1/2, IL-10, and

TGF-b) (n = 3 in nonDM-Sham, non-DM stroke, DM-Sham and DM-

Stroke; n = 7 in Vehicle-Stroke and CY-09-Stroke). IL, interleukin;

INOS, inducible nitric oxide synthase; TNF-a, tumor necrosis factor

alpha; TGF-b, transforming growth factor beta. Data are expressed as

the mean ± SD. *P\ 0.05; **P\ 0.01; ***P\ 0.001 (Student’s t-
test or one-way ANOVA).
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including cardiac autonomic dysfunction after ischemic

injury of the insular cortex [32], systemic inflammation, the

hypothalamic–pituitary–adrenal axis, blood–brain barrier

disruption, and gut microbiome dysbiosis [2, 11]. However,

the underlying molecular mechanisms are still far from

precisely dissected, especially in diabetic patients. Diabetic

status not only exacerbates ischemic brain injury, but also

increases post-stroke complications [33, 34]. A clinical

study reported that diabetes is an independent predictor of

unfavorable outcomes, and mortality increases while the

cardiac pumping function decreases after stroke [35].

Another study showed that pioglitazone, a classic hypo-

glycemic drug, improves the cardiovascular functions of

patients after ischemic stroke or transient ischemic attack

[36]. These studies point to a role of inflammation in the

brain–heart interaction. Chronic inflammation plays an

important role in cardiac fibrosis [37] as well as ischemic

stroke [38, 39]. Microglial infiltration induced by ischemic

stroke increases inflammation by releasing pro-inflamma-

tory cytokines and chemokines such as TNF-a, IL-1b, and

vascular cell adhesion protein 1 [40, 41]. As a result, brain

tissue releases glial fibrillar acidic protein, S100 and

myelin basic protein and sheds extracellular microvesicles,

then activates the peripheral immune system [34]. The

extracellular microvesicles and pro-inflammatory mole-

cules can recruit macrophages and switch them to M1

polarization [42] and hence activate NLRP3 inflamma-

somes [43]. Notably, M1-polarized macrophages are

closely associated with fibrosis [25]. In our study, the

process of M1-polarized macrophage–NLRP3 inflamma-

some activation was shown to be the molecular path-

way for inducing cardiac dysfunction and myocardial

fibrosis. CY-09, a specific inhibitor of NLRP3, binds to

the ATP-binding motif of the NLRP3 NACHT domain and

inhibits NLRP3 ATPase activity, hence inhibiting NLRP3

inflammasome assembly and activation in macrophages

[44]. As shown in our study, the anti-inflammatory effect

of CY-09 also benefits cardiac functions after diabetic

ischemic stroke, providing strong evidence for its clinical

relevance.

In summary, our study suggested that diabetic status

decreases cardiac function after ischemic stroke by

increasing infiltration by M1-polarized macrophages and

NLRP3 inflammasome activation. A compensatory mech-

anism would partially rescue the neurological deficit after

stroke [45]. This explains why the neurological deficit

gradually recovered although the cardiac morphological

changes lasted for at least 28 days. Further study should

focus on how to manipulate M1-polarized macrophages to

reverse the pathological myocardial changes before they

form scar-like tissue after stroke.
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Dear Editor,

Psychiatric disorders are a group of mental disorders

characterized by psychological or behavioral disabilities.

Losing of the ability to work and assuming the extensive

cost of long-term treatment, patients with psychiatric

disorders are forced to support a heavy financial and

medical burden. The growth and development of brain

structures are dynamic, and different brain structures have

major and specific functions to control behavior and

performance. It has been demonstrated that the dysfunction

of different brain structures involved in different psychi-

atric disorders is due to widespread alterations in the

functional connectivity in the brain. Because of the

dynamic alterations during brain growth and development,

it is reasonable to infer that different psychiatric disorders

are involved in the dysfunction of different brain structures

at different life stages.

Genetic factors display a strong component in the

etiology of psychiatric disorders. Gene expression is

regulated by heredity, and the integration of genome-wide

association studies (GWASs) and gene expression profile

datasets has become a hot topic in recent studies, providing

new insights into the mechanism underlying complex

diseases. Based on these, it is feasible to further investigate

the mechanisms of complex diseases through integrating

GWASs and expression profile datasets. However, there

are few studies comparing GWASs and gene expression

profile datasets with the consideration of different brain

structures and developmental stages for psychiatric

disorders.

In this study, we explored the abnormal brain structures

associated with different psychiatric disorders at different

life stages, through a comparative analysis of brain

structure-specific and age-specific gene expression profiles

and GWAS datasets for psychiatric disorders (Supplemen-

tary materials). The mRNA expression profiles of 16 brain

structures at 13 developmental stages were derived from

BrainSpan (Atlas of the Developing Human Brain, http://

www.brainspan.org/). To ensure the sample sizes of gene

expression profile analysis, the brain transcriptomes were

divided into five age groups:\ 37 post-conceptional weeks

(pcw), 0–3 years, 4–13 years, 14–25 years, and[ 25 years.

Each age group had at least three samples for different

brain structures analyzed in this study. For each brain

structure, the limma package was used to compare the gene

expression profiles of each age group with that of all

remaining samples in the same brain structure. The brain-

specific differentially-expressed gene sets can be viewed as

the gene expression biomarkers of the corresponding brain

structure at a certain stage. Specifically in this study, the

top 10% of identified differentially-expressed genes were

used to generate representative gene sets specific to a

certain brain structure at a certain development stage. The

latest GWAS datasets of five common psychiatric disorders

were downloaded from the Psychiatric Genomics Consor-

tium website (http://www.med.unc.edu/pgc/). Briefly, these

GWAS datasets included 7,387 cases and 8,567 controls
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for autism spectrum disorder (ASD), 20,183 cases and

35,191 controls for attention-deficit hyperactivity disorder

(ADHD), 20,129 cases and 54,065 controls for bipolar

disorder (BD), 33,426 cases and 54,065 controls for

schizophrenia (SCZ), and 135,458 cases and 344,901

controls for major depressive disorder (MDD). The sig-

nificant single-nucleotide polymorphisms (SNPs) identified

by the GWASs of psychiatric disorders were mapped to

genes according to their physical distances to nearby genes

and methylation quantitative trait loci (meQTLs) annota-

tion information [1, 2]. SNPs were mapped into nearby

genes, which means they have an effect on the genes due to

the short distance. SNPs were aligned with the SNP-target

gene annotation data of meQTLs, which means that SNPs

influence the genes due to the regulation of DNA methy-

lation status at CpG sites. With the brain structure-specific

gene sets at different stages (identified by gene expression

profiles) and genes associated with psychiatric disorders

(identified by GWASs), the gene set enrichment analysis

(GSEA) approach was implemented to evaluate the func-

tional relevance of 16 brain structures to psychiatric dis-

orders at a certain development stage [3]. Significant

enrichment was detected at a false discovery rate (FDR)

\ 0.05.

For annotating GWAS SNPs to nearby genes, the GSEA

results of the five psychiatric disorders are summarized in

Fig. 1. We identified 16, 14, 9, 15, and 7 enrichment

signals related to brain structure for ASD, ADHD, BD,

SCZ, and MDD, respectively, such as primary auditory

cortex before 37 pcw (FDRnearby = 6.30910-3 for ASD,

FDRnearby = 5.00910-4 for ADHD).

For annotating GWAS SNPs to meQTL-related target

genes, GSEA results of the five psychiatric disorders are

summarized in Fig. 2. We found 15, 12, 22, 27, and 10

enrichment signals related to brain structure for ASD,

ADHD, BD, SCZ and MDD, respectively, such as pos-

teroventral parietal cortex before 37 pcw (FDRmeQTLs =

8.32910-3 for BD, FDRmeQTLs = 5.83910-4 for SCZ,

FDRmeQTLs = 1.97910-2 for MDD).

Besides, several overlapped brain structure-related

enrichment signals shared by annotating GWAS SNPs to

nearby genes and meQTL-related target genes were found.

Specific to ASD, ADHD, BD, SCZ, and MDD, 11, 10, 7,

14, and 6 overlapped brain structure-related enrichment

signals were discovered, respectively, such as amygdaloid

complex at 14–25 years (FDRnearby = 1.33910-3,

FDRmeQTLs = 7.27910-3 for ASD), cerebellar cortex

before 37 pcw (FDRnearby \ 0.001, FDRmeQTLs =

2.00910-3 for SCZ), and orbital frontal cortex after 25

years (FDRnearby = 3.94910-2, FDRmeQTLs = 2.50910-4

for BD) (Table 1).

It has been demonstrated that different psychiatric

disorders involve the dysfunction of different brain struc-

tures, due to widespread alterations in functional connec-

tivity. For instance, Moberget et al. reported that cerebellar

cortical volume is significantly reduced in patients with

SCZ compared with healthy controls [4]. Ishida et al.

detected abnormalities in the cerebellum of BD patients

[5]. ADHD has been found to be associated with volumet-

ric reductions of the frontal regions [6]. Besides, there is

growing evidence supporting the hypothesis that the age of

onset of brain dysfunction ranges from early childhood for

Fig. 1 Heat map of gene set enrichment analysis for the five

psychiatric disorders annotating GWAS SNPs to nearby genes.

ADHD attention-deficit hyperactivity disorder, ASD autism spectrum

disorder, MDD major depressive disorder, BD bipolar disorder, SCZ
schizophrenia, AMY amygdaloid complex, MFC anterior (rostral)

cingulate (medial prefrontal) cortex, CBC cerebellar cortex, DFC
dorsolateral prefrontal cortex, HIP hippocampus, ITC inferolateral

temporal cortex, MD mediodorsal nucleus of thalamus, OFC orbital

frontal cortex, STC posterior superior temporal cortex, IPC pos-

teroventral parietal cortex, A1C primary auditory cortex, M1C
primary motor cortex, S1C primary somatosensory cortex, V1C
primary visual cortex, STR striatum, VFC ventrolateral prefrontal

cortex.
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ASD to late adolescence and early adulthood for SCZ [7].

Psychiatric disorders usually begin at certain stages of life

with specific gene expression patterns that contribute to

brain dysfunction during the development of psychiatric

disorders [8]. Therefore, we combined the brain structures

and developmental stages to explore the genetic mecha-

nisms of psychiatric diseases.

For SCZ, after comparing the GSEA results of nearby

and meQTL-related genes, the significant developmental

stages were \ 37 pcw and 14–25 years, consistent with

previous studies showing that the age of onset for SCZ

typically begins at late adolescence or early adulthood [9].

Our results also suggested that dysfunction of the cerebel-

lar cortex and dorsolateral prefrontal cortex contributed to

the development of SCZ. One study that found a significant

difference in cerebellar volume between SCZ patients and

healthy controls implied that this abnormality is specific to

SCZ [10]. Moreover, a previous study found that long-

interval cortical inhibition of dorsolateral prefrontal cortex

in SCZ patients is significantly lower than in healthy cases

(P = 0.004) [11].

For BD, two stages (14–25 and[ 25 years) were both

significant in the GSEA results of nearby and meQTL-

related genes. A previous study found that the typical age

of onset for BD is young adulthood, consistent with our

results [12]. Moreover, we discovered that the abnormal

development of orbital frontal cortex and the striatum

greatly contributed to the etiology of BD. Of note, there is

supporting evidence that dysfunctional orbital prefrontal

cortex is associated with mania, which is included in BD,

using high-sensitivity positron emission tomography [13].

By comparing the transcriptomic sequencing between 18

BD patients and 17 controls and co-expression network

analysis, the module with the highest genetic association

signal for BD was also enriched in the gene expression of

dorsal striatum medium spiny neurons, implying that the

etiology of BD is associated with striatal function at the

gene level [14]. In addition, novel isoforms of the PDE10A

gene, usually expressed in the striatum, have been associ-

ated with BD [15].

Psychiatric disorders usually begin at certain stages of

life with specific gene expression patterns, contributing to

brain dysfunction during the development of psychiatric

disorders. A comparative analysis of the genetic loci

associated with psychiatric disorders and gene expression

patterns specific to brain structures can be used to evaluate

the functional relevance of different brain structures to

psychiatric disorders. Our research supplies a method that

can realize the localization of brain structures related to the

different developmental stages of psychiatric disorders.

This study also provides a new approach to studying the

pathogenic mechanisms underlying complex mental

diseases.

Nevertheless, there were three limitations in our study.

First, we analyzed the differently-expressed genes in the

differential developmental stages of 16 brain areas. How-

ever, due to the limitation of cases, other brain structures

were not analyzed. Second, the data used in this study were

obtained from Europeans. There are differences among

ethnic groups in the mechanisms of psychiatric disorders.

For this reason, careful interpretation is needed while

applying our results to other groups. Third, although in the

GSEA results we used FDR \ 0.05 to control the false-

positive rate, we did not control the false-positive rate

when calculating the differently expressed genes specific to

a brain structure at a certain development stage. In further

research, this issue requires attention.

In this study, we aimed to evaluate the functional

relevance of different brain structures in five common

psychiatric disorders at different developmental stages. Our

Fig. 2 Heat map of gene set enrichment analysis for the five psychiatric disorders annotating GWAS SNPs to the meQTL-related target genes

(abbreviations as in Fig. 1).
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results provide novel clues for understanding the biological

mechanisms of these disorders considering different brain

structures at different ages.
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Dear Editor,

For an animal to explore its environment, the mechanosen-

sors on its head are of particular importance. For example,

in Drosophila larvae that constantly explore the surround-

ing substrate during foraging and wandering, the cephalic

segments host highly specialized organs with extraordinary

mechanical sensitivity [1]. While mechanosensation on the

thoracic and abdominal segments has been studied exten-

sively [2], the functions and molecular features of cephalic

mechanosensation have not yet been characterized, despite

the unambiguous presence of mechanosensors [3].

In Drosophila, there are mainly two types of

mechanosensory neuron (Types I and II) in the peripheral

nervous system [4]. Type I neurons include external

sensory (es) organ neurons and internal chordotonal

neurons [5]. In contrast, Type II neurons are characterized

by elaborate arborizations and are involved in mechanosen-

sation and proprioception [2]. Moreover, the functions of

several genes in the transient receptor potential (TRP)

family have been demonstrated in larval abdominal gentle

touch, sound, and locomotion [2, 6]. It is still an open

question whether these genes function in cephalic

mechanosensation [7]. Considering the anatomical differ-

ences between larval cephalic, thoracic, and abdominal

segmental sensory organs, it is critical to determine the

expression and function of these genes in larval cephalic

sensory organs as well as their functions in

mechanotransduction.

Fly larvae show stereotyped responses to gentle touch

and the behavior pattern depends on the touch location.

Previous studies have used a human eyelash to stroke the

thoracic segments from posterior to anterior and quantified

the touch sensitivity by scoring each response [8]. Given

that such stimulation might be too strong for the larval

head, we fabricated a U-shaped polypropylene probe to

deliver reliable and mild touch stimuli (Fig. 1A). We found

that the score in response to head touch was * 10

(summation of 5 trials) in wild-type larvae (Fig. 1B). As a

first step to investigate the molecular mechanism underly-

ing the head-touch response, we tested the head touch

sensitivity of the mutants from a pool of mechanotrans-

duction channel genes with the above assay (Fig. 1B).

Among these genes, nompC and nanchung (nan) mutant

larvae showed a significant defect in the head-touch

response (Fig. 1B), while piezo and pickpocket, channels

involved in nociception, were dispensable for cephalic

touch sensation (Fig. 1B).

The phenotype of the nompC mutant paralleled the

previous findings on the role of nompC in gentle touch [2].

To gain mechanistic insights onto how nompC senses head

touch, we first explored its expression in the cephalic

segment with nompC driver lines. There are four types of

external sensory organ in the larval head: the terminal

organ (TO), dorsal organ (DO), ventral organ (VO), and

labial organ [9]. In the DO, nompC-QF labels neurons in a

non-overlapping pattern with Gr21a- and Or83b- positive

olfactory neurons (Fig. 1F), suggesting that these neurons

are tubular body-containing neurons in the cylindrical

portion of the DO [10, 11]. In the TO, nompCGFP knock-in

exhibited regular sensilla distribution and sub-cellular
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localization. We saw strong GFP signals from the dendrite

tips, indicating a highly specialized subcellular enrichment

of the nompC protein (Fig. 1G).

Since the nan mutant also exhibited a significantly

reduced head-touch response (Fig. 1B), we next asked how

nan functions in touch sensation. We first checked the

expression of nan-Gal4 in the larval head sensory organs.

Nine neurons were labeled in each hemi-segment and 6 of

them were co-labelled with iav-Gal4. Nan and iav are

usually co-expressed in chordotonal neurons that sense

stretch and vibration [6, 12]. Among these 6 neurons, one

was located in thoracic internal organs, one under the

mouth hook, one in the mouth that may belong to the labial

organ, two in the TO, and one in the dorsolateral part of the

TO (Fig. 1C). The larval Cho neurons are vibration sensors

that trigger an avoidance response [6]. All 6 of these

neurons showed a significant response to 500 Hz sound

stimuli (data not shown). We also checked the frequency-

dependence of the Cho neurons in the TO. These two

neurons showed a frequency dependence similar to

abdominal Cho neurons (Fig. 1E). We thus speculated that

the cephalic Cho neurons play a role in vibration detection

in the cephalic segment, although we were not able to test

their functional involvement as there is no specific marker

for these neurons.

In contrast, the 3 nan?iav- neurons were separately

located in the TO, DO, and VO. The neuron in TO may

belong to the T1 sensilla that contained a tubular body-

positive neuron (data not shown). We then checked the co-

expression of nan and nompC in the TO and DO, and found

that, compared to nompC-QF larvae, the average number

of neurons expressing GFP did not change when combining

Fig. 1 TRP channel genes are required for larval cephalic

mechanosensation. A Schematic of the larval head-touch assay.

Gentle touch stimuli were applied to the head from posterior to

anterior. B Screen for the head-touch response in mutants of candidate

mechanotransduction channel genes. Mutants of the TRPV gene

nanchung show a defective response. C Iav-Gal4 marks chordotonal

neurons in the larval head, From left to right: two cells (white

arrowheads) in the TO with cell bodies located in the TOG; one cell

(white arrowhead) in the dorso-distal part of the TO with the cell body

located in the ‘‘bridge’’ between DO and TO; one cell located under

mouthhook (white arrowhead); one cell may belong to the thoracic

internal organ (white arrowhead); and one cell located around the

mouth (white arrowhead) (scale bars, 10 lm). D Cephalic chordotonal

neurons (labelled by both iav and nan) respond to 500 Hz sound

stimuli. Genotype is iav-Gal4; UAS-GCaMP7s (color range, 0–255;

scale bar, 10 lm). E Chordotonal neurons in the terminal organ have a

frequency selectivity similar to abdominal chordotonal neurons. The

response to sound disappears in the nompC mutant. Ctrl: w; iav-Gal4/

?; UAS-GCaMP7s/?. nompC mutant: nompC1/nompC3. F nompC-

QF (green) labels neurons in the dorsal organ. Olfactory neurons are

labelled with the Or83b-Gal4. Green: w; nompC-QF, QUAS-GFP.

Red: or83b-Gal4, UAS-tdTomato (scale bar, 10 lm). G nompC is

enriched in the tip of the TO sensilla (anterior view; scale bar, 10

lm). H, I Cephalic es neurons in the TO (H) and DO (I) from wild-

type and NanGal4 flies respond to external mechanical stimuli (color

range, 0–255; scale bars, 10 lm). *P\ 0.05, **P\ 0.005, ***P\
0.0005
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nan-Gal4 and nompC-QF, indicating that the nan-Gal4-

labeled neurons in the TO and DO also express nompC.

Based on their morphology, these nan?nompC?iav- neu-

rons were likely es organ neurons. As described above, nan

mutant larvae showed a reduced touch response while iav

mutants did not, suggesting that the es organ neurons in the

TO and DO are essential for touch sensation. To test this

hypothesis, we monitored the activity of the nan? es organ

neurons with the Ca2? indicator GCaMP [6]. These

neurons responded to touch on the cephalic end and the

response was largely absent from the nan mutant larvae

(Fig. 1H, I). The Nan-Gal4 used here did not label other

external organ or md neurons in the body segments [12],

indicating that the cephalic es organs may be enriched in

specific mechanoreceptors.

Mechanosensation in the cephalic segments exhibits

features remarkably different from that in the other body

segments. To gain more insight into how the spatial pattern

of gene expression contributes to this inter-segmental

heterogeneity, we used RNA-seq to identify genes enriched

in the larval head. We collected mRNA from the cephalic

segment and analyzed the differential gene expression

relative to the A4–A6 abdominal segments.

To verify that our RNA-seq faithfully identified genes

with higher expression in the head, we used the Berkeley

Drosophila Genome Project in situ database (https://insitu.

fruitfly.org/cgi-bin/ex/insitu.pl), Flymine (http://www.fly

mine.org/flymine/begin.do), and Flybase (http://flybase.

org/) to annotate the expression patterns and molecular

functions of the top 40 genes from our RNA-seq results

(Table S1), some of which were reported to be expressed in

the chemosensory and visual organs located on the head.

Most of the rest were expressed in the embryonic head

epidermis, embryonic antennal sensory organs, and other

organs in the head. These results validated the reliability of

our RNA-seq data.

To begin discerning the molecular basis of the hetero-

geneity of mechanosensation in the larval cephalic seg-

ments, we first examined the genes with trans-membrane

domains that are most likely involved in mechanotrans-

duction. We selected those with at least two predicted

trans-membrane domains from the cephalically-enriched

genes in our RNA-seq, resulting in a pool of 146 genes as

candidates for our initial behavioral screening (Fig. 2A).

We obtained RNAi and/or mutant stocks for most of these

genes and tested the head-touch response. Among the 17

genes that showed reduced touch sensitivity (Fig. 2B, C),

some have been reported to be important for the develop-

ment of Drosophila md neurons [13], so it thus was

surprising that interference with their function disrupted

the touch response. For example, starry night (stan) is one

of the two adhesion G-protein-coupled receptors in fly

because its extracellular domain has cell-cell adhesion

motifs [14]. In stan mutant embryos, md neurons show

overextended dendrites [13], which may account for the

reduced gentle touch response found here. Another exam-

ple is Otk (Fig. 2B), a gene required for the projection of

motoneuron axon tracts [15, 16]. Both motor and sensory

problems could contribute to the touch defect of the otk

mutant.

Among all these hits, a previously uncharacterized gene,

CG43778, was of particular interest because its mutant had

the most severe touch defect among all the genes tested and

its molecular/cellular function had not yet been studied

(Fig. 2B). We named this gene headbutt (hbt). The MIMIC

(Minos-mediated integration cassette) insertion of HBT

showed only half of the touch response score of the wild-

type w1118 (Fig. 2C). To confirm this touch response

phenotype, we generated a full knockout of HBT using the

CRISPR/Cas9 method. The back-crossed homozygous

knockout of HBT and the trans-heterozygotes of MIMIC

and knockout showed a touch response defect as severe as

the MIMIC line (Fig. 2D), indicating that this gene is

critical for mediating the head-touch response.

To further investigate how HBT is involved in touch

sensation, we knocked-in a superfolder GFP at the

C-terminal of the HBT coding sequence (HBTGFP). The

GFP fluorescence then served as an indicator for the

distribution HBT protein. We found strong GFP signals in

the TO and DO (Fig. 2E, F). In the TO, the expression of

HBT was divided into dorsolateral and distal parts

(Fig. 2E). Interestingly, HBT protein was notably enriched

in the TO but not the TOG (terminal organ ganglion)

(Fig. 2E), forming a tubule-like structure in the dorsolat-

eral part that hosts the cell bodies of the sensory neurons

(Fig. 2F). We also observed that HBT protein forms a

sheath-like layer surrounding the brain and the ventral

nerve cord, a structure resembling glial ensheathment [17].

In the DO, HBTGFP formed a tube-like structure (Fig. 2F).

We checked the co-localization of HBTGFP cells and Or83b

chemosensory neurons and found that, like the Cho

neurons in the TO, Or83b-labeled sensory neurons were

enwrapped by HBTGFP cells (Fig. 2G).

The MIMIC line for hbt used here was generated by

inserting a MiMIC transposon in the first intron after a non-

coding exon in the HBT genome region. The MiMIC

transposon contains an enhanced GFP after the three stop

codons but before the ATG of the HBT coding sequence,

thus resulting in the production of GFP under the control of

the regulatory regions of HBT and reflecting the expression

pattern of HBT (we named this line hbt-GFP as it used a

mechanism similar to enhancer-trap). Indeed, the GFP

expression driven by this hbt-GFP largely recapitulated the

pattern of the HBTGFP larvae (Fig. 2J–L).

We next asked how HBT regulates mechanosensation as

an extrinsic protein. During the development of each type I
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sensilla, four asymmetric mitotic divisions produce one or

more sensory neurons, three surrounding support cells, and

a glial cell [18]. The thecogen cell forms the sheath cell of

neurons, may secret the extracellular matrix surrounding

the neural dendrites [18], and can be labeled by the

transcription factor prospero. The remaining glial cells

accumulate the common glia marker Repo. We first

checked whether the hbt-expressing cells are indeed glial

cells. We used Repo-Gal4 to express RFP in glial cells in

larval TOs and DOs. A glial cell was found in the dorsal-

distal part of the TO where one chordotonal neuron soma is

located, and a ring-like structure surrounds this soma

(Fig. 2H, I). The cells labeled in the hbt-GFP line also

formed a large ring-like structure that exactly surrounded

the glial cell (Fig. 2L). The other part of this cell extended

to the distal part of the TO like HBTGFP. The distal part of

the TO contained two chordotonal neurons whose cell

bodies were located more distal in the TOG (Fig. 2L),

although the glial cell was larger.

In the DO, however, the situation was slightly different.

The DO does not contain any chordotonal neurons and all

cell bodies are located in the DOG (dorsal organ ganglion).

Glial cells were only found in the proximal part of the DO

and they did not entirely ensheath the dendrites of the DO

sensory neurons. Instead, the HBT-GFP cells were not

located in the DOG, but they formed a tube-like structure

in the DO similar to HBTGFP (Fig. 2J). This was reminis-

cent of the prospero-positive sheath cells of the DO [19].

Previous work has suggested that the DO is composed of

14 sensilla, each containing a sheath cell [19]. Considering

the very similar structure, we reasoned that HBT is

expressed in sheath cells in the type I sensilla of the DO

and TO. We used the enhancer-trap line of prospero to

drive expression of tdTomato. Importantly, the expression

patterns in the TO and DO were similar to those of HBT

protein (Fig. 2M–O). These results support the hypothesis

that HBT is expressed in sheath cells of the TO and DO.

The larval TO and DO both contain mechanosensory

type I cells. As hbt mutant larvae show a much-reduced

touch response and HBT is enriched in the distal part of the

sheath cells, we next asked whether hbtmutation influences

the mechanosensitivity of type I neurons in the TO and DO.

We tested whether hbt is required for the Ca2? response of

the TO chordotonal neurons and found that, compared to

the control group, TO Cho neurons in HBT mutant larvae

had a reduced Ca2? response to touch (Fig. 2P). As a

positive control, we found that in the nompC mutant larvae

the Cho neurons lost their normal response to external

mechanical stimuli (Fig. 2P), similar to the abdominal Cho

neurons [6].

HBT does not have known conserved orthologues in

vertebrates. Although this gene appears to play a very

specific role in sheath cells in the TO and DO, its molecular

function is still an open question. HBT protein is enriched

in the anterior parts of both the TO and DO. Given that it

has four transmembrane domains and forms a thin tubular

structure in the DO, it is possible that HBT is a

transmembrane protein and is required for the normal

connections between hbt-expressing cells and other parts of

the DO and TO; it is also conceivable that hbt protein is

important for maintaining a stable lumen micro-environ-

ment in the TO and DO. However, due to the lack of

molecular motif prediction, the molecular roles of HBT

protein remains to be investigated.

In summary, we characterized the mechanosensory

neurons in the larval cephalic segments and found that a

triad of TRP channels mediate their mechanosensitivity.

Among these, Nan and Iav were co-expressed in chordo-

tonal neurons in the TO, thoracic internal organs, and a

chordotonal neuron underneath the mouth hook. Besides,

Nan was expressed in three external sensory organ neurons

in the TO, DO, and VO and these neurons were also

nompC-positive. Both nan and nompC were required for

sensing touch on the larval head. Furthermore, by com-

bining RNA-seq and behavioral screening, we identified

the novel gene headbutt (hbt) that functions in the cells

surrounding the DO and TO to regulate the neuronal

mechanosensitivity. Taken together, our study demon-

strates that the transduction of mechanical force requires a

complete cohort of cellular and molecular machinery and

provides an entry point to investigate the neural basis of

bFig. 2 HBT functions in sheath cells for cephalic sensory organs to

sense touch. A Flowchart of the screen for genes involved in the larval

head-touch response. B Hits from the screen for genes with gene-

specific RNAis. UAS-RNAi lines were crossed to Cha-Gal4 (n C 5);

CG4545 is the positive control. C Hits from the screen using mutant

alleles (n C 10); CG10062 is the positive control. D Gentle touch

response of hbt mutant larvae (hbtMI03974, HBT MiMIC insertion;

hbtKO, HBT full knockout). E HBT is enriched in the anterior region

of both the dorsolateral and distal parts of the TO (scale bar, 10 lm).

F HBT proteins bundle to form a tube-like structure in the DO (scale

bar, 10 lm). G In the DO, HBT proteins wrap the dendrites of es cells

(green, HBTGFP; red, Or83b[ tdTomato; scale bar, 10 lm). H In the

TO, HBT proteins wrap the cell bodies of chordotonal neurons (green,

HBTGFP; red, chordotonal neurons, HBT-Gal4[ tdTomato; scale bar,

10 lm). I In the TO, HBT proteins wrap glial cells of chordotonal

neurons (green, HBTGFP; red, glial cells, Repo-Gal4[RFP; scale bar,

10 lm). J–L HBT MiMIC labels cells in a pattern similar to HBTGFP

in the DO (J), TO (K), and glial cells ensheathing chordotonal

neurons (L) (green, HBT MiMIC insertion line; red, Repo-Gal4 [
RFP (J), ChAT-Gal4 [ RFP (K, L); scale bars, 10 lm). M–

O prospero-Gal4 labels sheath cells in the DO, distal TO, and

dorsolateral TO (red, prospero-Gal4[UAS-tdTomato; scale bars, 10

lm). P HBT is required for larval TO mechanosensation. hbt mutant

larval chordotonal neurons in the TO show a significantly reduced

Ca2? response (nompC mutant is the positive control). *P \ 0.05,

**P\ 0.005, ***P\ 0.0005
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cephalic mechanotransduction and inter-segmental

mechanosensory integration in Drosophila.
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Abstract Since the discovery of the C9ORF72 gene in

2011, great advances have been achieved in its genetics

and in identifying its role in disease models and patholog-

ical mechanisms; it is the most common genetic cause of

amyotrophic lateral sclerosis (ALS) and frontotemporal

dementia (FTD). ALS patients with C9ORF72 expansion

show heterogeneous symptoms. Those who are C9ORF72

expansion carriers have shorter survival after disease onset

than non-C9ORF72 expansion patients. Pathological and

clinical features of C9ORF72 patients have been well

mimicked via several models, including induced pluripo-

tent stem cell-derived neurons and transgenic mice that

were embedded with bacterial artificial chromosome con-

struct and that overexpressing dipeptide repeat proteins.

The mechanisms implicated in C9ORF72 pathology

include DNA damage, changes of RNA metabolism,

alteration of phase separation, and impairment of nucleo-

cytoplasmic transport, which may underlie C9ORF72

expansion-related ALS/FTD and provide insight into non-

C9ORF72 expansion-related ALS, FTD, and other neu-

rodegenerative diseases.

Keywords Amyotrophic lateral sclerosis � Frontotemporal

dementia � C9ORF72 � Dipeptide repeat proteins � Patho-
logical inclusions

Introduction

Amyotrophic lateral sclerosis (ALS) is a fatal neurodegen-

erative disease characterized by a deficiency of upper and

lower motor neurons in the motor cortex and lumbar spinal

cord, respectively [1]. Frontotemporal dementia (FTD) is a

devastating disease that mainly involves the frontal and

temporal lobes [2]. A GGGGCC (G4C2) hexanucleotide

repeat expansion (HRE) in the intron of the C9ORF72 gene

was identified in 2011 and is the most common genetic

cause of both ALS and FTD [3–5]. Tens to thousands of

G4C2 repeats have been identified in carriers and patients

with the C9ORF72-related ALS and FTD (c9ALS/FTD)

mutation, while only *30 repeats occur in normal

individuals [3, 4]. The HRE can be further transcribed

and translated into sense and antisense RNAs, as well as

dipeptide repeat proteins (DPRs) that include poly-GA,

poly-GP, poly-GR, poly-PA, and poly-PR [6–12].

The underlying mechanisms of c9ALS/FTD can be

classified into three prototypes (Fig. 1): (1) loss-of-function

of the C9ORF72 protein [13–17]; (2) formation of sense

and antisense RNA foci in the nucleus [18–20]; and (3)

gain-of-function caused by repeat-associated non-ATG-

initiated translation of DPRs [21–24]. In recent years,

several studies have implicated C9ORF72 in cellular

protein transport and that loss of C9ORF72 impairs

autophagy [13, 14, 25–27] and lysosome biogenesis [28].

Despite the fact that C9ORF72 loss-of-function contributes

to microglial activation and a ‘‘cytokine storm’’ in several

transgenic mouse models, reducing the expression of

C9ORF72 alone does not induce c9ALS/FTD phenotypes

and is dispensable for neuronal survival [15–17, 26, 29].

Thus, we summarize the literature focusing on gain-of-

function in this review.
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Clinical Features

Genetics

The G4C2 HRE in the noncoding region of the C9ORF72

gene contributes to *25.1% of familial FTD and 37.6% of

familial ALS world-wide [30–32]. Strikingly, in the

Finnish population, C9ORF72 repeat expansion accounts

for up to 46.0% of familial ALS and 21.1% of sporadic

ALS [4], but the frequency of C9ORF72 repeat expansion

is extremely low in Asian populations [33–35]. In recent

years, several studies have comprehensively described the

clinical and pathological features of C9ORF72 patients

who exhibit wide variation of age at onset and disease

duration [36–44]. Most bulbar-onset C9ORF72 patients

exhibit symptomatic heterogeneity [38, 39, 43], including

behavioral-variant FTD, progressive non-fluent aphasia,

motor neuron disease, ALS, and mild psychosis and

anxiety symptoms [41–43]. The ALS patients with

C9ORF72 expansion have shorter survival after disease

onset than those without C9ORF72 expansion [45].

Pathological Features

Neuronal Deficiency

Within a cohort of patients with behavioral variant FTD,

compared with patients with mutation in microtubule-

associated protein tau (MAPT) and progranulin (GRN) that

display specific anteromedial temporal atrophy [46, 47] and

temporoparietal atrophy [48, 49], respectively, the patients

with HRE in C9ORF72 show a widespread pattern of grey

matter loss in the cerebellum and spinal cord, and the

extramotor frontal lobes, temporal lobes, and hippocampus,

as well as the basal ganglia and occipital lobes [37–44, 50].

Notably, an atrophied cerebellum, which is a characteristic

pathology of c9ALS/FTD, is not presented in brain of FTD

cases without C9ORF72 expansion [51, 52], suggesting a

specific role of C9ORF72 in cerebellar pathogenesis.

Several other studies using magnetic resonance imaging

(MRI) and unbiased voxel-based morphometric analysis

have also found broad brain atrophy in C9ORF72 patients

[41, 44], thereby accounting for the clinical heterogeneity

of these patients.

Pathological Inclusions

One specific pathological feature of c9ALS/FTD is the

presence of G4C2 nuclear RNA foci in both sense and

antisense forms [3, 8]; the other is cytoplasmic inclusions of

RNA-translated DPRs [9–12, 53]. Notably, intranuclear

inclusions of DPRs that co-localize with nucleoli have been

identified in the frontal cortex of C9ORF72 patients [54, 55].

The expression of the five DPRs is predominantly in the

form of poly-GA, to a lesser extent poly-GP and poly-GR,

compared to poly-PA and poly-PR [53]. However, only

slight clinico-pathological correlations of poly-GA, but not

other DPRs, have been reported in c9ALS/FTD [53]. It is

still unclear how much other DPRs contribute to the

pathogenesis, especially arginine-rich poly-GR/PR.

TDP-43 is a major component in the pathological

inclusions in the ALS and FTD brain [56–58]. FTD-TDP is

classified into four types according to the heterogeneity of

TDP-43 inclusions: cytoplasmic inclusions, short neurites

in the upper cortical layers (Type A), round TDP-43

inclusions throughout the cortex (Type B), long dystrophic

neurites (Type C), and intranuclear inclusions (Type D)

[59]. Broad inclusions of TDP-43 have also been identified

in the vulnerable neurons of c9ALS/FTD, mainly contain-

ing type A, type B, or a combination of both [59–62]. A

series of studies have reported that p62-positive, TDP-43-

negative cytoplasmic inclusions are present in the cerebel-

lar granular cells of c9ALS/FTD patients, while such

inclusions are not found in non-C9ORF72 mutant individ-

uals [40, 42, 53, 61, 63, 64], indicating a specific role of

HRE in the protein degradation pathway. The clinical and

pathological features of c9ALS/FTD described elsewhere

are summarized in Table 1.

In recent years, impaired nucleocytoplasmic transport

has been identified as a common pathological process in

C9ORF72 expansion-induced neurodegeneration [65–68].

Using large-scale unbiased genetic screening, several genes

Fig. 1 Mechanisms underlying the GGGGCC hexanucleotide repeat

expansion. (1) Loss-of-function: Decreased expression of C9orf72
mRNA in the frontal cortex of individuals with C9ORF72 mutation.

(2) Gain-of-function caused by RNA foci: The GGGGCC repeat

expansion is transcribed into repeat RNA that can interact with DNA

to fold into a G-quadruplex structure. The repeat RNA forms RNA

foci that sequester RNA-binding proteins in the nucleus of vulnerable

neurons. (3) Gain-of-function caused by dipeptide repeat proteins

(DPRs): In a repeat-associated non-ATG-initiated manner, the repeat

RNA is translated into DPRs that form toxic aggregates in residual

neurons.
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in the nucleocytoplasmic transport process have been

identified as major hints in G4C2-expressing Drosophila

models [66]. Consistently, RanGAP1, a key regulator of

nucleocytoplasmic transport [69, 70], is abnormally dis-

tributed in the cortex of the G4C2 mouse model and

C9ORF72 ALS patients [67].

Mouse Models with Hexanucleotide Repeat
Expansion

It has been reported that overexpression of HRE causes

obvious cellular toxicity in cell cultures [18, 19, 23], G4C2

Drosophila models [71–73], and a G4C2 zebrafish model

[20]. In addition, Petrucelli and colleagues have developed

two G4C2-expressing mouse models using an AAV-

packaged hexanucleotide expansion with 66 or 149 repeats

[74, 75]. In the 66-repeat model, the mice show evident

expression of intranuclear sense RNA foci and DPRs in the

central nervous system (CNS), accompanied by motor

dysfunction and anxiety-like behaviors, as well as cortical

neuronal deficiency [75]. Strikingly, nuclear and cytoplas-

mic phosphorylated TDP-43 inclusions have been observed

in the cortex and hippocampus of (G4C2)66 mice [75]. The

149-repeat mice show similar phenotypes, while antisense

RNA foci, in amounts from 10% to 20%, have been found

in the hippocampus, cortex, and cerebellum. In addition,

the antisense DPRs poly-PA and poly-PR have been

Table 1 Clinical and pathological features of frontotemporal dementia and amyotrophic lateral sclerosis with C9ORF72 gene mutation

References Demographics Regions Clinical features Initiation Onset* Duration* Neuropathology Inclusions Refs

2012.

Cooper-

Knock

et al.

563 ALS

cases

fALS: 43%

sALS: 7%

Northern

England

ALS and dementia 60%

limb,

31%

bulbar

57.3 2.5 Motor: UMN and

LMN loss

Extramotor: Hip-

pocampus and

frontal cortex

atrophy

TDP-43

type B

[39]

2012. Chio

et al.
ALS cases

141 Italian

cases

41 German

cases

Italy and

Germany

ALS, bvFTD, cogni-

tive impairment,

psychosis

Bulbar 57.6 3.2 NA NA [38]

2012.

Simon-

Sanchez

et al.

353 FTD

cases

fFTD: 28.7%

sFTD: 2.2%

Netherlands bvFTD, ALS, pri-

mary progressive

aphasia, memory

impairment

5 bulbar

2 limb

56.9 7.6 Temporal, occipital

cortex, cerebel-

lum, and SN

atrophy

TDP-43

types A,

B, and

C

[42]

2012.

Snowden

et al.

398 FTD

cases

Manchester/

UK

FTD/MND, psy-

chosis, repetitive

behaviors

Bulbar 58.3 2.7 Frontal, temporal

atrophy, depig-

mented SN

TDP-43

types A

and B

[43]

2012.

Mahoney

et al.

223 FTD

cases

London/UK 60% MND, bvFTD,

anxiety, agitation,

memory

impairment

NA 55.0 8.7 Frontal, temporal,

parietal, thalamus,

cerebellar atrophy

TDP-43

types A

and B

[41]

2012.

Boeve

et al.

604 FTD/ALS

cases

Mayo/USA bvFTD, 35% PD,

ALS, complex

executive

dysfunction

NA 52 5 Frontal, temporal,

parietal atrophy;

white matter

atrophy

TDP-43

types A

and B

[37]

2012. Hsi-

ung et al.
29 FTD/ALS

cases

European

ethnic

origin

bvFTD, progressive

non-fluent aphasia,

ALS and mild

ataxia

NA 54.3 5.3 Motor: Frontal,

cerebellar atro-

phy, LMN loss

Extramotor: neo-

cortex, hippocam-

pus, SN

TDP-43

types A

and B

[40]

2012.

Whitwell

et al.

76 FTD cases Mayo/USA FTD, ALS NA NA NA Frontal, temporal,

parietal, occipital

and cerebellar

atrophy

TDP-43

types A

and C

[44]

bvFTD, behavioral-variant FTD; LMN, lower motor neuron; NA, data not available; PD, Parkinson’s disease; SN, substantia nigra; UMN, upper

motor neuron; *years
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detected in the cortex of 149-repeat mice at 3 months of

age [74]. Mis-localization of RanGAP1 and aggregation of

stress granule-associated proteins have also been reported

in the cortex and hippocampus of 149-repeat mice [74],

suggesting that overexpression of HRE is enough to model

the neuropathological changes of c9ALS/FTD.

To identify the pathological effects of HRE at lower

expression levels, several groups have developed bacterial

artificial chromosome (BAC) transgenic mouse models

[29, 76–78]. Despite RNA foci and a subset of DPRs in

mice containing 500 or 100–1000 repeats of the G4C2

sequence, two BAC models show no behavioral deficiency

or neurodegeneration [76, 77]. However, two other trans-

genic mice show a clear phenotype [29, 78]. One BAC

mouse embedded with a patient-derived C9ORF72 gene

harbor either 110 or 450 repeats of G4C2, and the

450-repeat mice display cognitive impairment but not

motor deficits, accompanied by size- and dose-dependent

expression of RNA foci and DPRs in the CNS [29]. Other

transgenic mouse models that have the full-length human

C9ORF72 gene with *30 and *500 repeats show obvious

gait abnormalities, anxiety-like behavior, and decreased

survival, as well as widespread neurodegeneration and

TDP-43 pathology [78]. Notably, the antisense RNA foci

preferentially accumulate in the c9ALS/FTD-vulnerable

cell populations [11, 79, 80]. As both of the latter models

have higher expression of human C9ORF72 mRNA levels

than those in the former models [29, 76–78], the expression

levels of the human C9ORF72 gene in mice and the

antisense RNA foci and related DPRs may contribute to the

phenotypes.

Disease Models with Dipeptide Repeat Proteins

The G4C2 expansion can be translated into five DPRs in a

repeat-associated non -ATG-initiated manner (poly-GA,

poly-GP, poly-GR, poly-PA, and poly-PR) [7, 9–11].

Among these, poly-GP and poly-GA display higher

expression in the c9ALS/FTD brain than the other three

DPRs [53]. As poly-GP and poly-PA have been reported to

have no cytotoxicity [22, 23, 81], most studies focus on the

roles of poly-GA, poly-GR, and poly-PR in

neurodegeneration.

Role of Poly-GA in Cytotoxicity

Cell-Culture Models of Poly-GA

Poly-GA forms cellular inclusions and co-localizes with

ubiquitin and p62 in GFP-GA50-transfected cultured cells

[82]. Poly-GA overexpression induces cytotoxicity, includ-

ing an increase in caspase-3-positive cells and release of

lactate dehydrogenase, which is also found in cultured

primary cortical neurons overexpressing poly-GA [82]. In

primary hippocampal neurons, a long repeat length of poly-

GA (149 repeats) forms p62-positive inclusions and

induces dendrite loss [83]. In addition, GA50 and GA100

cause slight neuronal toxicity in Neuro-2a [81] and NSC-34

cells [84]. However, some studies have reported that

30-repeat lengths of GA have no significant toxicity in

NSC-34 and HEK293 cells [24], and that both GA and PA

are not neurotoxic even at a length of 200 repeats [23]. To

date, it is unclear whether the toxicity of poly-GA depends

on the expression levels or cell types.

Drosophila Models with Poly-GA

To determine the role of poly-GA in neurodegeneration,

several groups have established poly-GA Drosophila

models with different repeat lengths [22, 23, 81]. The

expression of GA50 and PA50 in Drosophila does not

induce neurotoxicity, which is consistent with the previous

finding in primary hippocampal neurons [23]. Moreover,

GA100 and PA100 have no effects on the egg-to-adult

viability of Drosophila at different temperatures, although

GA100 causes a late-onset decrease in survival [22],

suggesting a mild toxicity of poly-GA. In addition,

overexpression of GA80 does not induce degeneration in

Drosophila eyes or wing margins [85].

Zebrafish and Chicken Models with Poly-GA

Although poly-GA in Drosophila does not show cellular

toxicity, zebrafishes expressing GA80 show a strong

pericardial edema phenotype and dramatically decreased

circulation, accompanied by an accumulation of red blood

cells, and these phenotypes can be rescued by interfering

with the expression of GA80, indicating a toxic property of

poly-GA in zebrafish [86]. In addition, poly-GA shows the

highest toxicity to neurons in the spinal cord of transgenic

chickens as compared to other DPRs [87]. Poly-GA

sequesters other DPRs to its aggregates and overexpression

of poly-PA inhibits poly-GA aggregation [87], suggesting a

role of GA in aggregate formation and the influence of

other DPRs on GA aggregation.

Mouse Models with Poly-GA

Given the limitations of cultured cells and Drosophila

models, several groups have constructed poly-GA trans-

genic mouse models [88–90]. In poly-GA transgenic mice,

in which the expression of poly-GA is controlled by the

Thy1 promoter, poly-GA is mainly distributed in the spinal

cord and brainstem [88]. The mice show co-aggregation of

poly-GA with p62, Rad23b, and Mlf2; this also occurs in
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c9ALS/FTD patients [88]. The animals show some behav-

ioral changes, including motor imbalance and hypoactivity,

but no defects in muscle strength or spatial memory [88].

Moreover, the mice have no significant motor neuron

deficiency in the spinal cord, although microglial activation

is present there [88]. With intracerebroventricular injection

of adeno-associated virus (AAV)-packaged GFP-GA50,

the mice present motor deficits, brain atrophy, neurode-

generation, and neuroinflammation at post-natal day 0 [89].

Poly-GA-induced motor dysfunction has been confirmed

using a similar method [90]. Thus, overexpressed poly-GA

has neurotoxic effects and induces motor defects in

vertebrates, although its effects in cultured cells or

Drosophila remain controversial.

Roles of Poly-GR and Poly-PR in Cytotoxicity

Cellular Models with Poly-GR and Poly-PR

Within DPRs, poly-GR and poly-PR show strong toxicity

in both cellular and animal models, in which several

methods have been applied to avoid the toxic effects

caused by G4C2 RNA foci. In vitro analyses show that

synthetic GR20 or PR20 forms nucleolar inclusions and is

significantly cytotoxic in U2OS cells and primary astro-

cytes [21]. In primary cortical neurons, overexpression of

PR50 has high neurotoxicity, while poly-GR-induced cell

death is repeat-length dependent [23]. Moreover, the

cellular toxicity of arginine-rich poly-GR and poly-PR

has been reported in multiple cell lines, including Neuro-2a

[81], NSC-34 [24, 84], SH-SY5Y [91], and primary

cortical neurons [92]. In addition, overexpression of

PR100 [93] and GR80 [94] in induced pluripotent stem

cell (iPSC)-derived neurons induces significant neuron

deficiency and a DNA damage response, further indicating

the high toxicity of arginine-rich poly-GR and poly-PR.

Drosophila Models with Poly-GR and Poly-PR

To address whether DPR-induced neurotoxicity depends on

repeat RNA, Mizielinska and colleagues have constructed

Drosophila models in which they use two strategies: (1) a 6

base-pair interruption that contains a stop codon in both the

sense and antisense directions is inserted in every G4C2

repeat, which construct produces ‘‘RNA-only’’ repeats

without DPR expression; and (2) using alternative codons

that encode the same amino-acids but disrupt the G4C2

repeat, which construct expresses ‘‘DPR-only’’ without

G4C2 repeats [22]. In Drosophila, GR100 and PR100

exhibit strong toxicity, leading to severe neurodegeneration

and reduced survival, while GA100 causes late-onset

disease [22]. However, ‘‘RNA-only’’ repeats do not induce

neurodegeneration and disease phenotypes, suggesting that

DPRs, especially poly-GR and poly-PR, are major factors

in C9ORF72-induced pathogenesis [22]. Expression of

PR50 in motor neurons induces developmental failure in

Drosophila, despite a normal body morphology [23]. In

addition to the neuronal toxicity of arginine-rich DPRs,

GR80 exhibits non-neuronal cellular toxicity in Droso-

phila, such as wing margin defects [85], suggesting that PR

and GR are highly toxic to both neuronal and non-neuronal

cells in Drosophila.

Mouse Models with Poly-GR and Poly-PR

Several C9ORF72 BAC transgenic mice have been estab-

lished to identify the role of the C9ORF72 gene in disease

[29, 76–78]. Nuclear RNA foci and DPRs have been found

in the brain of BAC transgenic mice that have no motor

neuron degeneration, although one BAC mouse with an

FVB/NJ background shows decreased survival and motor

deficits [29, 76–78]. Thus, transgenic mice with long

hexanucleotide repeats in the C9ORF72 gene do not

present disease phenotypes, or have only mild phenotypes.

Due to the high toxicity of poly-GR and poly-PR in

cultured cells, iPSC-derived neurons, and Drosophila

models, arginine-rich DPR mouse models have been

created [95–97]. With intracerebroventricular injections

of AAV1 that expresses GFP-GR100, the GFP-GR100 is

mainly expressed in the CNS, with a cytoplasmic and

diffuse distribution, while there is little expression in the

spinal cord [95]. The GR100 mice display progressive

motor deficits and memory loss accompanied by age-

dependent cortical and hippocampal neurodegeneration. In

addition, glial activation occurs at 1.5 months of age [95].

In another mouse model, the spatial and temporal expres-

sion of poly-GR is controlled by Tet expression systems,

and the expression of GR80 is mainly distributed in the

frontal cortex relative to other cortical regions, with diffuse

distribution in the cytoplasm and nucleus of 95% of

neurons [96]. In addition, the transgenic mice display age-

dependent social behavioral deficits, impaired synaptic

transmission, cortical neuronal loss, and microglial activa-

tion, but no changes in body weight, locomotor activity,

and working memory [96]. Thus studies suggest that a long

repeat length of poly-GR has a diffuse cytoplasmic

distribution and is able to induce severe neurodegeneration

and related behavioral deficits in vivo.

The poly-PR that shows the highest neurotoxicity in

cellular and Drosophila models has toxic effects in poly-

PR AAV-infected mice and transgenic mice [55, 97].

AAV-infected GFP-PR50 mice show behavioral deficien-

cies and neurodegeneration at an early stage [55]. More-

over, the overexpression of poly-PR in neurons is highly

toxic; up to 60% of GFP-PR50-expressing mice die by 4

weeks of age [55]. Strikingly, in this AAV-mediated poly-
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PR expressing mouse, besides a nucleolar distribution,

poly-PR mainly exhibits heterochromatic localization,

which elicits aberrant post-translational modifications of

histone H3 [55]. In the poly-PR transgenic mice with

intermediate repeat lengths of poly-PR, the neuronal

expression of GFP-PR28 driven by Cre recombinase

under control of the Thy1 promoter is highly toxic [97].

Homozygous transgenic mice develop body weight loss

and premature death, similar to GFP-PR50 AAV mice

[97]. Heterozygous mice exhibit age-dependent motor

dysfunction, decreased survival time, motor-related neu-

ronal deficiency, and neuroinflammation [97]. Unlike the

heterochromatic localization of GFP-PR50 in AAV mice

[55], GFP-PR28 is mainly distributed in the nucleolus of

neurons, as well as a diffuse cytoplasmic distribution in

lumbar spinal motor neurons [97]. It is still unknown

whether the difference of repeat length in poly-PR

between these two models leads to the difference in

poly-PR distribution. The animal models of C9ORF72

with either HRE or dipeptide repeat proteins are summa-

rized in Table 2.

In addition to the difference in cellular localization

between poly-GA and arginine-rich DPRs [24], poly-GR

and -PR are more neurotoxic than poly-GA in cultured cells

[24] and Drosophila [22]. Consistent with this, poly-GA

mainly influences the cytoplasmic ubiquitin-proteasome

system [98], while poly-GR and -PR have effects on nuclear

processes. Although all these DPR mice display serious

behavioral deficits and neurodegeneration [55, 95–97], they

do not develop TDP-43 pathology that is a general

neuropathological feature of c9ALS/FTD [56–58]. These

data also suggest that the pathogenesis in patients may be

complicated. Synergic effects, such as cooperativity between

gain- and loss-of-function mechanisms, may be essential for

the induction of pathological events.

Pathological Mechanisms

Since the discovery of the non-ATG-initiated translation of

C9ORF72 repeat expansions, a variety of pathological

mechanisms linked to DPRs have been identified, ranging

from DNA processes to RNA processing to protein

translation (Fig. 2).

Shedding Light on DNA Processes

DNA Damage Response (DDR)

Previous studies have demonstrated that an impaired DDR

is essential for neuronal deficiency in neurodegenerative

diseases [99, 100]. Individuals with mutations in XRCC1

that encodes a scaffold protein that is involved in DNA

single-strand break repair, present ocular motor apraxia,

axon neuropathy, and progressive cerebellar ataxia [101].

Mutations in another ALS/FTD-related gene FUS (Fused-

in-Sarcoma) lead to a DDR and DNA repair dysfunction

[102–106]. Impairment of the DDR can also be induced by

mutations in TDP-43 [107, 108], ATM [109], APTX [110],

and other genes, suggesting a role of the DDR in

neurodegeneration.

An essential role of the DDR in the pathogenesis of

c9ALS/FTD has been documented in several studies that

demonstrated genomic instability as a key event in

C9ORF72-linked neurodegeneration. In iPSC-derived

C9ORF72 motor neurons, there is increased expression of

cH2AX, a marker of DNA double-strand breaks, and

increased tail length in the comet assay, suggesting the

presence of DNA damage in c9ALS/FTD [94]. Moreover,

the expression of cH2AX is also increased in the spinal

motor neurons of C9ORF72 patients [90, 93]. In primary

cortical neurons and the SH-SY5Y cell line, overexpres-

sion of poly-GR and poly-PR induces an accumulation of

cH2AX foci and an increase of phosphorylated ATM, the

main kinase for DNA repair [93]. Moreover, in poly-GA

and repeat RNA overexpression cellular models, the levels

of DNA–RNA hybrids (R-loops), a three-stranded nucleic

acid structure produced during the transcription of repeat

sequences, are increased, which can lead to genome

instability [90]. Furthermore, the ATM signaling pathway

is impaired in poly-GA transgenic mice, suggesting that

defects in the DNA repair machinery are associated with

DPR and RNA repeat-induced DNA damage [90]. DNA

damage is increased in iPSC-derived C9ORF72 motor

neurons [94]. Overexpression of poly-GR but not poly-GA

in control iPSC-derived motor neurons induces DNA

damage [94], further suggesting a role of DPRs in DNA

damage.

Heterochromatin and Histone Methylation

Poly-PR is localized to heterochromatin in the cortex of

transgenic mice as well as in c9ALS/FTD patients where it

causes abnormal histone methylation [55]. In addition,

poly-PR reduces the expression levels of HP1a and

disrupts the phase separation of HP1a, leading to lamin

invaginations and double-stranded RNA accumulation

[55]. Meanwhile, repetitive elements that make up a large

portion of heterochromatin are broadly upregulated in the

brains of c9ALS/FTD patients and mice overexpressing

poly-PR [55, 111].The upregulation of abnormal repetitive

elements and accumulation of double-stranded RNA

induce neurodegeneration. Thus, the abnormality of his-

tone methylation and the dysfunction of heterochromatin

and DNA components induced by poly-PR may contribute

to the neurodegeneration in c9ALS/FTD.
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RNA Processing

Nonsense-Mediated RNA Decay (NMD)

NMD, a cellular RNA degradation system that is activated in

response to stress, rapidly degrades mRNA containing

premature termination codons to prevent the translation of

defective proteins [112, 113]. UPF1–3 are master factors for

NMD activation in which UPFs interact with each other, the

ribosome, and multiple mRNA decay factors [112, 113].

NMD can be inhibited, which is indicated by an overlap of

upregulated NMD substrate genes in c9ALS/FTD-derived

iPSCs and UPF3B-/-lymphocytes [91]. Numerous NMD

substrate genes accumulate in PR36 Drosophila [91]. In

addition, there are significant overlaps in the accumulated

NMD genes in flies overexpressing PR36 and those deficient

in UPF1 or UPF2 [91]. Furthermore, the NMD substrate

genes Sin3A, Gadd45, Xrp1, and Arc1 do not accumulate in

flies expressing a-synuclein, Htt-128Q, or human FUS,

although these genes do accumulate in flies overexpressing

GR36 or PR36 or with UPF1 knockdown [91]. In contrast,

overexpression of UPF1 significantly inhibits the neurotox-

icity induced by GR36 or PR36.

Although the primary cause of NMD by DPRs remains

unknown, a reactivation of NMD significantly ameliorates the

neurotoxicity in flies expressing DPRs, indicating that impair-

ment of NMD contributes to the pathology of C9ORF72.

RNA Splicing

Pre-mRNA splicing and the biogenesis of rRNA are

significantly impaired in cultured human astrocytes express-

ing poly-PR/GR [21]. Notably, FUS and TDP-43, two other

ALS-related gene products, have been shown to cause a pre-

mRNA splicing dysfunction and reduce downstream gene

expression [114–117]. Another study using unbiased quan-

titative mass spectrometry demonstrated that poly-GR/PR

binds to U2 snRNPs (small nuclear ribonucleoproteins) and

inhibits spliceosome assembly [118]. Moreover, bioinfor-

matics analysis showed that U2-dependent exons are mis-

spliced in the cortex and cerebellum of C9ORF72 patients

[118]. Previous results have revealed that arginine-rich poly-

PR and poly-GR, but not poly-GA, bind to proteins that

contain low complexity domains [81, 119]. Consistently, a

number of binding proteins with low complexity domains,

including several U2 snRNPs, have also been detected

[118]. These data suggest that U2 snRNPs sequestered by

arginine-rich DPRs contribute to the blocked alternative

splicing in C9ORF72 patients.

Protein Homeostasis

Proteinopathies such as ALS mainly exhibit protein

inclusions with impaired quality control systems in cells

[13, 14, 120]. Poly-GR and poly-PR interact with proteins

that contain low complexity domains and disturb the phase

separation of membrane-less organelles, such as the

nucleolus, the nuclear pore complex, and stress granules

[81, 119, 121, 122]. The function of poly-GR and poly-PR

in the nuclear pore complex and stress granules has been

systematically described in other reviews [123, 124]. Here,

we mainly focus on the role of poly-GR and poly-PR in the

protein quality control system, including the unfolded

protein response and translation.

Unfolded Protein Response (UPR)

Using unbiased CRISPR-Cas9 screens, TMX2, an endo-

plasmic reticulum (ER)-resident transmembrane thiore-

doxin protein, has been identified as a major modifier of

neurotoxicity in primary cortical neurons infected with

poly-PR [92]. Moreover, RNA-sequencing analysis has

demonstrated that the genes in the ER-stress/UPR pathway

are significantly upregulated, including Atf4, Bbc3, and

Fig. 2 Potential mechanisms linked to DPR overexpression. DPR

overexpression causes neuronal deficiency through mechanisms that

range from DNA processes to RNA processing to protein translation.

DPRs cause a DNA damage response and poly-PR induces abnormal

histone methylation and dysfunction of heterochromatin. Defects in

RNA processing such as nonsense-mediated RNA decay, RNA

splicing, and ribosomal RNA processing are linked to arginine-rich

DPRs. Moreover, these DPRs contribute to dysfunction of protein

homeostasis through nucleocytoplasmic transport, the unfolding

protein response (ER-stress), and translation. The diagram in the

lower right corner summarizes the biological processes related to

poly-PR-binding proteins, which mainly include the nucleolus, RNA

splicing, the nuclear pore complex, and the ribosome. rDNA,

ribosomal DNA; rRNA, ribosomal RNA.

123

1064 Neurosci. Bull. September, 2020, 36(9):1057–1070



Chac1. Knockdown of TMX2 ameliorates the neurotoxi-

city caused by poly-PR overexpression in primary cortical

neurons and in motor neurons derived from C9ORF72

patients [92]. Notably, the ER-stress-related genes Chac1

and Atf5 are upregulated in the cerebellum of poly-PR

transgenic mice at 2 months of age, before motor

dysfunction occurs, suggesting that ER-stress is an early

event in the pathogenesis of poly-PR [97, 125]. In addition,

poly-GA overexpression induces pathological inclusions,

neurotoxicity, and ER-stress [82]. Pharmacological inhibi-

tors of ER-stress decrease the expression of ER-stress

markers and alleviate the neurotoxicity caused by poly-GA

[62]. Besides c9ALS/FTD, SOD1-mutated ALS and other

neurodegenerative diseases also show the presence of ER-

stress in the CNS of patients and animal models [126–128].

Interestingly, using techniques that combine translational

ribosome affinity purification and high-throughput RNA

sequencing, a cascade of cell type-specific dysregulated

processes in SOD1-mutated mice has been identified,

showing that the UPR starts within neurons, followed by

metabolic and inflammatory gene changes in astrocytes and

membrane protein gene alteration in oligodendrocytes

[126]. Thus, ER-stress is an early reaction occurring

specifically in motor neurons in ALS, and maybe a

potential target in ALS therapy.

One interesting but still unanswered question is how poly-

PR induces the UPR, as arginine-rich poly-PR is localized in

the nucleolus, not the ER. Recently, the nucleolus has been

identified as a phase-separated protein control compartment

[129]. Under stress, nucleoplasmic proteins are transported to

the nucleolus, where Hsp70 mediates refolding, preventing

the irreversible aggregation of misfolded proteins [129]. In

cells expressing poly-PR, disaggregation of misfolded pro-

teins is inhibited and mobile fractions of liquid-separated

proteins are significantly reduced, suggesting an inhibition of

nucleolar quality control [129]. Thus, misfolded protein

aggregation in the nucleolus, which is caused by poly-PR

overexpression, may contribute to the misfolded protein

response in c9ALS/FTD. However, it remains unknown

whether the nucleolus transmits a stress signal to the ER,

thereby leading to ER-stress.

Translation

It is well documented that arginine-rich poly-GR and poly-

PR interact with ribosomal proteins, and proteins involved

in translation [81, 94, 130, 131]. An inhibition of global

translation is consistently found in cultured cells express-

ing poly-PR [132], primary rat cortical neurons [130], adult

Drosophila [131], and human iPSC-derived motor neurons

[131]. Overexpression of the translation initiation factor

eIF1A rescues the translational defects and neurotoxicity

caused by poly-PR [131]. In addition, overexpression of

poly-GR100 in mice causes significant neurodegeneration

with a dysregulation of genes involved in the ribosomal

pathway [95]. The impaired canonical translation occurs in

neurons of the GR-expressing mouse model; besides, the

non-canonical translation (repeat-associated non-ATG-ini-

tiated translation, RAN translation) is also found [95],

which argues against previous studies suggesting that DPR-

induced ER-stress contributes to the selective activation of

RAN translation in vitro [133–135]. One reason for the

difference may be that the expression of DPR-induced ER-

stress thereby activates RAN translation at an early stage,

while RAN translation is inhibited under chronic stress.

Therapeutic Advances

Due to the high frequency of C9ORF72 mutation and the

urgent requirement for clinical treatment in ALS and FTD,

a wide variety of efforts have been put into the identifi-

cation of promising therapeutic approaches, from DNA to

RNA to DPR protein processes.

DNA Processes

DNA methylation plays a pivotal role in regulating the

expression of downstream genes. Hypermethylation has

been found in the promoter of the C9ORF72 gene, which

contains G4C2 repeat expansions, leading to reduced

C9orf72 mRNA levels [136]. Neurons from carriers of

hypermethylated C9ORF72 repeat expansions display

reduced RNA foci and DPR aggregations, suggesting a

protective role of hypermethylation in C9ORF72-related

pathology [136]. Similarly, genetic manipulation using

CRISPR-Cas9 technology that targets the promoter region

of the C9ORF72 gene decreases the levels of C9ORF72

and DPR proteins, and ameliorates neurotoxicity in iPSC-

derived neurons [137]. Despite the promising effects,

further efforts are needed to avoid the adverse effects of

downregulation of C9ORF72 protein that is essential for

immune function [16] and protein trafficking [28].

RNA Processing

Using unbiased large-scale screens, a number of possible

remedies for c9ALS/FTD have focused on transcriptional

regulation, targeting the transcriptional regulator PAF1

[138], transcriptional elongation factor SPT4 [139], and

AFF2/FMR2 [140]. In addition, antisense oligonucleotides

(ASOs) that are single-stranded show clear alleviation of

nuclear RNA foci and neurotoxicity [19, 141, 142]. Given

the essential role of normal C9ORF72 protein, optimized

ASOs exhibiting no C9ORF72 RNA reduction have been

designed and are successful in reducing the number of
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sense RNA foci and the expression of DPRs in transgenic

mouse models [29], indicating a hopeful outlook for ASOs

in the treatment of ALS and FTD. In addition, RNA-

targeting Cas9 is also effective in eliminating the G4C2

repeat RNA foci [143].

Protein Homeostasis

As a result of the high toxicity of DPRs, several strategies

have been designed to reduce their levels. RPS25 [144], a

small ribosomal protein subunit, and DDX3X [145], an

RNA helicase, suppress the translation of DPRs and

improve the survival of patient-derived induced motor

neurons. Moreover, specific antibodies targeting poly-GA

significantly reduce GA protein levels, ameliorate neuronal

deficiency, and improve motor dysfunction in transgenic

mice [146, 147]. Therefore, selective targeting of DPR

expression may also be an alternative therapeutic approach.

Conclusions and Perspectives

Despite the broad achievements in exploring the role of

DPRs in disease, several key questions remain unanswered.

The DPRs form neuronal cytoplasmic inclusions that are

widespread in c9ALS/FTD patients, while overexpression

of DPRs in vivo, especially arginine-rich poly-PR, only

show intranuclear inclusions in selective neurons. It

remains unknown whether the repeat length of poly-PR,

or the localization of other DPRs that may interact with

poly-PR, contributes to the cellular distribution. Similarly,

the distribution of TDP-43 is inconsistent with the patho-

logical features and a priority is to identify which factors

are essential for TDP-43 inclusions, RNA foci, or aggre-

gated DPRs. It will also be interesting to determine

whether DPR inclusions in muscle contribute to clinical

pathology [148, 149].
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Abstract Research suggests that inflammation is impor-

tant in the pathophysiology of mental disorders. In

addition, a growing body of evidence has led to the

concept of the microbiota-gut-brain axis. To understand the

potential interactions, we begin by exploring the liaison

between the immune system and mental disorders, then we

describe the evidence that the microbiota impact the

immune response in the developing brain. Next, we review

the literature that has documented microbiome alterations

in major mental disorders. We end with a summary of

therapeutic applications, ranging from psycho-biotics to

immunomodulatory drugs that could affect the microbiota-

gut-brain axis, and potential treatments to alleviate the

adverse effects of antipsychotics. We conclude that there is

promising evidence to support the position that the

microbiota plays an important role in the immunological

pathophysiology of mental disorders with an emphasis on

psychotic disorders and mood disorders. However, more

research is needed to elucidate the mechanisms.

Keywords Mental disorder � Microbiota � Immunology �
Neurodevelopment

Introduction

Mental disorders, among which we mainly focus on

schizophrenia (SCZ), autism spectrum disorder, mood

disorders, and anxiety, rank among the top causes of years

lived with disability worldwide [1]. For SCZ alone, the

total cost estimates vary between countries, but are

estimated to be *$102 billion in the USA [2]. And

‘‘psychosis’’ is a common manifestation of several psychi-

atric disorders that range from major depressive disorder

with psychosis to bipolar disorder type I with psychosis and

SCZ [3]. Psychosis is defined by the presence of delusions,

hallucinations, disorganized thinking, grossly disorganized

or abnormal motor behavior, and negative symptoms such

as diminished emotional expression, avolition, and social

withdrawal [4].

Efforts toward defining clear mechanisms that explain

the pathophysiology of mental disorders, biologically-

based diagnoses, and novel treatments are needed [5]. In

this context, much has been documented regarding the

possible role of inflammation in mental disorders [6]. In

parallel, many studies on the human microbiota have

accumulated to the point that the microbiota-gut-brain axis

is thought to play a role in neuropsychiatric illness [7–9].

As reviewed elsewhere [10], there are several pathways

through which the microbiota can modulate the microbiota-

gut-brain axis. These include endocrine pathways mediated
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4 Center for Behavioral Genomics, Department of Psychiatry,

Institute for Genomic Medicine, University of California San

Diego, La Jolla, CA 92093, USA

5 Harvard Institute of Psychiatric Epidemiology and Genetics,

Harvard School of Public Health, Boston, MA 02115, USA

123

Neurosci. Bull. September, 2020, 36(9):1071–1084 www.neurosci.cn

https://doi.org/10.1007/s12264-020-00535-1 www.springer.com/12264

https://doi.org/10.1007/s12264-020-00535-1
http://crossmark.crossref.org/dialog/?doi=10.1007/s12264-020-00535-1&amp;domain=pdf
https://doi.org/10.1007/s12264-020-00535-1
www.springer.com/12264


via cortisol, neural pathways where the vagus nerve and the

enteric nervous system are the main routes, metabolic

pathways whereby the microbiota produce neurotransmitter

precursors like tryptophan but also active substances like

short-chain fatty acids (SCFAs), and finally the immune

pathway. However, the immune response/inflammation

overlaps most with the above pathways, which makes it an

almost unavoidable pathway. In the present article, we

comprehensively review the reported influence of both the

immune system and the microbiota on mental disorders

with an emphasis on psychosis. We focus on the patho-

genesis of psychosis from a neurodevelopmental perspec-

tive, and finally provide perspectives on potential

therapeutic applications (Fig. 1).

Inflammation in Mental Disorders and Potential
Role of the Microbiota

In this section, we review the evidence, both clinical and

from basic science, supporting the existence of a link

between mental disorders and inflammation. To date, this

link has been explored more than the potential role of the

microbiota. We begin by highlighting the epidemiologic

data on associations between psychotic and immunologic

disorders as well as evidence from the effects of

immunomodulatory drugs. Subsequently, we address the

mechanisms driven by microorganisms that could alter the

immune response. This is followed by theories of the

effects of the immune response on neurodevelopment.

Evidence Linking Mental Disorders to Immunologi-

cal Disorders

Epidemiological Evidence. Epidemiological evidence links

autoimmune and atopic disorders with mental disorders

(Table 1). First, a nationwide Swedish study reported an

increased risk of affective, personality, and neurotic

disorders among individuals hospitalized for systemic

lupus erythematosus (SLE), rheumatoid arthritis (RA),

and ankylosing spondylitis (AS) [11]. They also found an

increased risk of psychosis among women with SLE, RA,

and AS but not among men [11]. Subsequently, a Danish

study based on the records of 7,704 people, found that

individuals with SCZ have a 50% lifetime prevalence of

autoimmune disorders and that conversely, given a history

of autoimmune disorders, the relative risk for SCZ

increases by 45% [12]. Associations have been found for

celiac disease, RA, autoimmune thyroiditis, type 1 diabetes

mellitus (T1DM), SLE, Guillain-Barré syndrome, psoria-

sis, multiple sclerosis (MS) and autoimmune hepatitis,

among others [13]. The case of celiac disease has been

studied more extensively. A higher prevalence among

patients with SCZ has been documented and immunolog-

ical markers for celiac disease or gluten intolerance are

present in SCZ patients [14]. Anti-gliadin, transglutami-

nase, and endomysium antibodies, which all participate in

gluten sensitivity, are increased in SCZ [14]. Beyond

autoimmune disorders, there is also evidence linking atopic

disorders in childhood to the development of psychosis in

adulthood [15].

Genetic Evidence. The co-occurrence of immunological

disorders and mental disorders might potentially be

attributed to common etiological factors. These may be

genetic or environmental. Genetic evidence supporting a

common link between mental disorders and the immune

system has been provided by genome-wide association

studies that have identified single-nucleotide polymor-

phisms associated with SCZ in the major histocompatibil-

ity complex on chromosome 6 [25]. Innate immunity has

also been mechanistically implicated in the appearance of

mental disorders [26]. The environmental evidence may be

more complicated, but among others, the microbiota can be

influenced by variations in both genetic and environmental

conditions [27, 28]. This is one of the reasons why we

consider that understanding its role in psychotic disorders

is pertinent.

Cross-sectional Evidence. Further evidence of inflam-

mation in mental disorders comes from studies during first-

episode psychosis. In these patients, an upregulated

inflammatory status has been documented by measuring

Fig. 1 Summary flowchart. The exact cause and mechanism that

explain psychosis remain unknown; however a disruption in neu-

rodevelopment has been documented and is regarded as a pre-stage of

psychosis. In parallel, a strong association between psychosis and

inflammation has been documented through many sources of

evidence. The hypothesis is that the microbiota, which is closely

associated with the immune system, may be a piece of the puzzle that

explains part of the cause and mechanism of psychosis.
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cytokines such as interleukins 1b and 6, and tumor necrosis

factor alpha. Also, adiponectin may play a unique pro-

inflammatory role in this patient population [29–32].

Variations seem to exist according to the stage of illness.

Specific inflammatory cytokines differ between first

episodes, psychotic states, and remission states [33]. In

the case of bipolar disorder, possible mechanisms have

been reviewed elegantly elsewhere [34].

Evidence from Immunomodulatory Drugs. Another

source of evidence is the efficacy of immunomodulatory

drugs such as minocycline, non-steroidal anti-inflammatory

drugs (NSAIDs), dehydroepiandrosterone, dehy-

droepiandrosterone sulfate, pregnenolone, polyunsaturated

fatty acids, N-acetylcysteine, or L-theanine in the treatment

of psychosis, which also suggests an underlying inflam-

matory process [35]. In addition, there is evidence of an

anti-inflammatory effect of antipsychotics in inhibiting

microglial activation [36].

Potential Role of the Microbiota

Evidence Linking Immunological Disorders and the Micro-

biota. In this section, we review evidence linking both

atopic and autoimmune disorders to changes in either the

normal microbiota or with exposure to infectious agents.

According to Okada et al. (2010) the ‘‘hygiene hypothesis’’

can be extended from atopic to autoimmune diseases. First,

there is epidemiological evidence such as the rise in

incidence in places where the sanitation is better, and

through migration and geographical distribution studies.

Also, a causal relationship has been demonstrated mostly in

animal models [37]. Apart from the explanation of T helper

1 (Th1) and Th2 deviation, Okada et al. (2010) proposed

other explanations such as antigenic competition and

bystander suppression by CD4?/CD5? forkhead box P3

regulatory T cells and mechanisms independent of anti-

genic stimulation such as the stimulation of Toll-like

receptors [37]. Alterations in the microbiota have been

documented in autoimmune disorders such as T1DM

[38, 39], MS [40], inflammatory bowel disease [41],

primary biliary cirrhosis [42], and connective tissue

diseases [43, 44] (Table 2).

Signals Driven by Microorganisms. One of the reasons

why we consider that the microbiota may play a significant

role in mental disorders through modulation of the immune

system is because microbial signals drive the balance

Table 1 Summary of studies that explore an association between immunological disorders and psychosis.

Reference Country Sample characteristics Associations found

Tiosano et al.
2017 [16]

Israel 5,018 SLE patients and 25,090 matched controls Independent association between SLE and

BD

Tiosano et al.
2017 [17]

Israel 5,018 SLE patients and 25,090 matched controls SCZ and SLE

Jackson et al.
2014 [18]

USA 100 people with SCZ and 100 matched controls SCZ and gluten antibodies

Khandaker et al.
2014 [15]

UK 6,785 adolescents with psychotic experiences Atopic disorders prior to psychosis

Benros et al. 2014

[13]

Denmark 3.83 million people; 39,364 with SCZ-like psychosis and

142,328 with autoimmune disease

Autoimmune disorders and psychosis

Kumar et al. 2013

[19]

India 50 patients with pemphigus, 30 with psoriasis, and 30 matched

controls

Psychosis with pemphigus and psoriasis

Kota et al. 2012

[20]

India 260 patients with T1DM Psychosis and T1DM

Sundquist et al.
2008 [11]

Sweden Entire Swedish population Psychosis and SLE or RA among women

Sturdy et al. 2002

[21]

UK 533 cases and 533 controls Psychosis as a risk factor for death certified

as caused by asthma

Gilvarry et al.
1996 [22]

UK 101 psychotic and 116 control patients Family history of psychosis and thyrotoxi-

cosis and T1DM

Nasr et al. 1981

[23]

USA 82 psychiatric patients Atopic disorders and affective disorders

Osterberg, 1978

[24]

Sweden 58 psychiatric cases SCZ and either RA or AS

SLE, systemic lupus erythematosus; BD, bipolar disorder; SCZ, schizophrenia; T1DM, type 1 diabetes mellitus; RA, rheumatoid arthritis; AS,

ankylosing spondylitis.
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between T helper and T regulatory cells [46, 47]. The

signals that drive this balance can be metabolites such as

tryptophan or SCFAs, microbial molecules that enhance

immune regulatory circuits through stimulation of DC-

SIGN (dendritic cell-specific intercellular adhesion mole-

cule-3-grabbing non-integrin) and the Lewis lipopolysac-

charide that also binds DC-SIGN, or helminthic molecules

such as fucose. These can originate (1) from commensal

microbiota, mainly Firmicutes, (2) from old infective

pathogens such as hepatitis A virus, Toxoplasma gondii,

Salmonella spp., helminths, nematodes, Mycobacterium

tuberculosis or Helicobacter pylori, and (3) from organ-

isms from the natural environment such as non-tuberculous

mycobacteria [45].

Leaky Gut. An altered, more permeable gut barrier has

been reported in several disorders such as irritable bowel

syndrome [48]. A possible explanation for this increased

permeability is a dysbiosis favoring a pro-inflammatory

state in the bowel. This allows the passage of inflammatory

molecules such as lipooligosaccharide and amino-acids

into the bloodstream, causing dysregulation of the immune

response and antigen recognition [49]. Thus, we consider

that alterations in the microbiota might be both a cause of

leaky gut and the leaky gut in turn may be a mechanism

through which dysbiosis exerts its effect on the immune

and nervous systems. Gut permeability is thus interesting

as a parameter to measure, such as by the presence of

Saccharomyces cerevisiae or Candida albicans antibodies.

Also, increased levels of these antibodies have been

documented in SCZ [50–52].

Inflammation during Prenatal Life and Neurodevelop-

ment. Finally, another perspective from which to view the

impact of the immune system on the brain is neurodevel-

opmental. There is evidence that pro-inflammatory states

during prenatal life, especially in the second trimester, are

associated with the development of SCZ [35]. These states

can be due to maternal exposure to infection or stressful

situations such as the loss of a partner, war, obstetric

complications, or starvation [35]. In their review, Suvisaari

et al. (2013) considered three theories: First, that cytokines

play a role in brain development in processes like

neurogenesis, gliogenesis, proliferation, axon pathfinding,

and microglial development. The second theory hypothe-

sizes that microglia are hyperactive in SCZ. The third

theory is based on the finding that auto-antibodies, such as

anti-brain and antinuclear antibodies, are elevated in SCZ,

and proposes that brain-reactive auto-antibodies participate

in the pathophysiology of SCZ [35].

Table 2 The hygiene hypothesis: articles on associations between autoimmune disorders and changes in the composition of microbiota.

Reference Title Sample

characteristics

Associations found

De Groot

et al.
2017 [38]

Distinct fecal and oral microbiota compo-

sition in human type 1 diabetes, an

observational study

53 patients with

T1DM and 50

matched controls

Decreased Christensenella and Subdoligranulum are cor-

related with glycemic control, inflammatory parameters,

and SCFAs

Knip et al.
2017 [39]

Modulation of type 1 diabetes risk by the

intestinal microbiome

Review Microbiome protects humans against T1DM

Wekerle,

2017 [40]

Nature, nurture, and microbes: The devel-

opment of multiple sclerosis

Review Microbiota may contribute to MS pathogenesis

Kim et al.
2017 [41]

The interplay between host immune cells

and gut microbiota in chronic inflamma-

tory diseases

Review Role of the microbiota in IBD, MS, allergic asthma, and

RA

Quigley,

2016 [42]

Primary biliary cirrhosis and the

microbiome

Review Role of a bacterium in the initiation of the autoimmune

process that leads to the development of primary biliary

cirrhosis

Talotta

et al.
2017 [43]

The microbiome in connective tissue dis-

eases and vasculitides: An updated narra-

tive review

Review The dysbiotic microbiome plays a role in the pathogenesis

of SLE, systemic sclerosis, Sjögren’s syndrome, and

Behçet’s disease

Yacoub

et al.
2018 [44]

Lupus: the microbiome angle Review Mechanisms by which the microbiota affects SLE

Lowry

et al.
2016 [45]

The microbiota, immunoregulation, and

mental health: Implications for public

health

Review Environmental microbes modify risk for inflammatory

disease, with a focus on neurodevelopmental and psy-

chiatric conditions

SCFAs, short-chain fatty acids; T1DM, type 1 diabetes mellitus; MS, multiple sclerosis; IBD, inflammatory bowel disease; RA, rheumatoid

arthritis; SLE, systemic lupus erythematosus.
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Direct Evidence of a Role of the Microbiota in Im-

munomodulation and Neuroimmunity

We have discussed evidence for a link between the immune

system and mental disorders and in parallel between the

microbiota and the immune system. The evidence that links

these three elements comes mostly from observational

studies which we treat in ‘‘Microbiota and Abnormal

Neurodevelopment’’ section. Jang et al. in 2018 reported

that exposure of mice to ampicillin causes anxiety and

colitis and changes in the microbiota composition [53].

Then they showed that these changes are accompanied by

increased blood corticosterone, interleukin-6, and

lipopolysaccharide levels. Also, inflammatory cells such

as monocytes and dendritic cells were recruited to the

hippocampus. Finally, they demonstrated reversal of the

changes and the symptoms following administration of

Lactobacillus reuteri [53]. In a mouse model, it has been

shown that altering the microbiome by means of antibiotics

diminishes plaque deposition in the brain [54]. Another

experiment, by Wilck et al., also demonstrated a link

between the microbiota, T-h17 lymphocytes, and neuro-

logical health by treating mice with salt, showing compo-

sitional changes in the microbiota and reduced aggravation

of induced encephalomyelitis, thus demonstrating the

existence of what they call a ‘‘gut-immune’’ axis [55].

The presence of this axis is further supported by experi-

ments in animal models of other brain conditions such as

stroke [56]. There are even animal models of depression

that are constructed by inducing inflammation [57]. It has

also been reported that the signaling of the inflammasome

associated with anxiety and depression affects the gut

microbiota, suggesting that the communication is bidirec-

tional [58].

Microbiota and Abnormal Neurodevelopment

Microbiota and Early Brain Development

The prenatal and postnatal periods are critical neurodevel-

opmental windows in mammals, and they overlap with the

original microbial colonization [59]. Several disruptions of

normal development have been described that contribute to

the pathogenesis of psychosis and could be mediated by

changes in the microbiota (Fig. 2).

Prenatal Period. Though several studies have supported

the notion that the mammalian fetus is not germ-free, as

once believed [60], the existence of a placental microbiome

is still a matter of debate as the positive findings are

thought to issue from contamination [61]. However, there

is abundant evidence supporting the influence of the

microbiota on neurodevelopment in humans and mice [62].

The most direct evidence comes from prenatal infection

and antibiotics studies, which include research on both

humans and rodents. Reported results from these assays

suggest that infections with Toxoplasma gondii, human

herpesvirus 2, and Chlamydophila have robust links to

psychosis in humans [63, 64]. Drawing conclusions about

the effects of antibiotics is, in contrast, more complicated

and controversial due to the frequent coexistence of

infection and the numerous types of antibiotic. Few studies

have addressed this in the particular case of psychosis.

However, a randomized controlled trial found that macro-

lide use in pregnant women is associated with an increased

risk of childhood cerebral palsy and epilepsy [65], whereas

another cohort study did not confirm this result [66].

In rodent studies, maternal exposure to antibiotics

increases behavioral abnormalities such as anxiety-like

and dissocial behavior in the offspring through perturba-

tions in the microbiota [67, 68].

As well as the above, other factors that have been

associated with dysbiotic microbiota and abnormal behav-

ior in the offspring include a high-fat diet [69], maternal

immune activation [70], prenatal stress [71, 72], peptido-

glycan [73], and propionic acid [74].

Time and Mode of Delivery. The microbiota composi-

tion has been shown to differ between preterm and term

infants [75]. Preterm infants have an increased risk of

psychiatric or behavioral problems later in life [76, 77].

Another aspect that has been studied is the mode of

delivery and the results are conflicting. One study reported

that cesarean delivery is associated with an increase in

psychosis among offspring [78] while another found no

significant difference [79]. However, it is known that

cesarean delivery is associated with colonization by

microbes from the skin instead of the vagina [80]. The

mechanisms by which the microbiota is involved in the

development of psychosis later in life are not yet fully

understood, however its potential involvement makes it

worthy of further study.

Postnatal Period. Under normal conditions, infants are

exposed to environmental and maternal microbes immedi-

ately after birth. As previously stated, the mechanisms by

which the microbiota interacts with neurodevelopment

remain elusive, the results of potential association studies

being very varied. For example, several studies on germ-

free animals have shown various abnormalities in behavior,

including reduced social behavior and memory deficits

[81, 82]; conversely, several studies have indicated that

germ-free mice have less anxiety-like behavior and more

motor activity than specific pathogen-free mice [9, 83]. In

addition, probiotic and antibiotic interventions have been

reported to alter neural responses in germ-free mice by

mediating the hypothalamic-pituitary-adrenal axis or brain-

derived neurotrophic factor [84–86]. Overall, a significant
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body of documentation supports the idea that the gut

microbiota affects neurodevelopment during the postnatal

period.

Specific Evidence of an Association between the Mi-

crobiota and Mental Disorders

Ultra-high Risk for Psychosis. Our recent study found that

the levels of Clostridiales, Lactobacillales, and Bac-

teroidales are higher in fecal samples from ultra-high risk

individuals than genetic high-risk subjects and healthy

controls [87]. Combining this with magnetic resonance

spectroscopy brain scans we hypothesized that composi-

tional changes of gut microbiota might activate microglia

in the brain through the elevation of SCFAs.

Schizophrenia. Unlike the ultra-high risk situation,

which only has one related study, there have been many

studies investigating the gut microbial composition in SCZ

cohorts. Among these are 3 longitudinal studies, with

treatments ranging from 6 weeks to 12 months. Two

studies found significant changes in the gut microbiota

after treatment [88, 89]. However, the other study showed

non-significant results, possibly because of the non-first-

episode subjects and the shortest intervention period – only

6 weeks [90]. Also, case-control studies have compared the

gut microbiome diversity between SCZ patients and

healthy controls [91–94]. Two studies found that SCZ is

associated with reduced richness of the gut microbial

composition [92, 93], but the other two failed to show

consistent results [91, 94]. What is more, the differences in

taxonomic composition between SCZ patients and healthy

controls are even more complicated and heterogeneous. For

example, the abundance of Clostridium was found to be

increased in SCZ patients from two studies [91, 93], but the

situation was just the opposite in another study [94]. All the

above cases reflect the dilemma of microbiome studies of

mental illness, which display high heterogeneity and

difficulties with replicability.

Separately, two oropharyngeal microbiome studies have

been conducted on the same population. One found that the

level of Lactobacillus phage phiadh was significantly

higher in SCZ patients than controls [95], and the other

showed that Ascomycota, Lactobacilli, and Bifidobac-

terium, which have been associated with chronic

Fig. 2 Role of the microbiota-gut-brain axis during neurodevelop-

ment. We focus on three main critical periods. First, in the postnatal

period, although there is consensus about the absence of placental

microbiota, microbial disturbance caused by prenatal infection or the

administration of antibiotics could impact brain development through

diverse pathways. Second, microbial colonization of the newborn

takes place differently depending on the mode and time of delivery

and this impacts general health. Finally, during the postnatal period or

even adulthood, the microbiota-gut-brain axis still functions through

neural, endocrine, and immunological pathways, a particular one

being the leaky gut. In the end, abnormal development of the brain

might lead to psychosis.
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inflammation, are more abundant in SCZ patients than

controls [96].

In addition, several serological studies indirectly support

the existence of differences in the microbiome of SCZ

patients [97–99]. Torrey et al. (2007) conducted a meta-

analysis and showed that antibodies to T. gondii are

increased in individuals with SCZ [97]. Severance et al.

(2012) detected an elevation of IgG antibodies to S.

cerevisiae in SCZ compared to controls in 2012, and in

2016 found that C. albicans seropositivity increases the

odds for SCZ in males [97, 98]. Houenou et al. found that

higher Cytomegalovirus serointensity is related to right

hippocampal volume in both SCZ and bipolar disorder

patients [99]. A recent systematic review by Nguyen et al.

(2018) found five microbiome studies and five transloca-

tion studies on SCZ, bipolar disorder, or other severe

mental illness. Although the authors pointed out limitations

in the literature reviewed, they found an association

between reduced microbial diversity and other global

community differences in patients with SCZ and bipolar

disorder [100].

Beyond human studies, Zhu et al. and Zheng et al.

transplanted fecal microbiota from SCZ patients into

specific pathogen-free mice and caused SCZ-like behaviors

[92, 101]. After that, they suggested that the abnormal

behaviors might be induced by subsequently dysregulated

kynurenine metabolism or a disrupted glutamate-glu-

tamine-GABA cycle from the morbid gut microbiota.

Autism Spectrum Disorders. At the genus level,

Clostridium [102–104], Lactobacillus [105–107], Sut-

terella [108–110], and Desulfovibrio [106, 111] have often

been identified in increased proportions in fecal samples

from autistic children. And Prevotella, Coprococcus, and

unclassified Veillonellaceae have been reported to occur in

low abundance in fecal samples from autistic individuals

[112]. However, some research data did not show differ-

ences in gut microbiota between autistic children and their

neurotypical siblings [113]. Like in human samples, the

mouse model of autism also showed consensus results that

the phyla Bacteroidetes and Firmicutes and the order

Desulfovibrionales are associated with autistic behaviors

[74, 114, 115]. And interestingly, treatment with L. reuteri

[116] and B. fragilis [114] can reverse some of the core

symptoms of autism, such as social deficits and stereotyped

behaviors. Also, Chen et al. found that deficiency of

KDM5 demethylase causes autistic behaviors in flies

through gut dysbiosis, and the administration of Lacto-

bacillus plantarum restores the behavioral impairments

[117]. Compared to adult psychosis, autism usually devel-

ops in early life and seems to have fewer psychological

factors. Hence, the gut-brain axis is expected to play a role

in the etiology and cure of this disabling disease.

Mood Disorders. The topic of gut microbiota and mood

disorders has been widely studied. The phylum Actinobac-

teria, the order Bacteroidales, and the genus Oscillibacter

have been consistently reported to be over-represented in

association with depression, in both patients and rodent

models [118–121]. Perhaps due to the difficulty of

establishing animal models of bipolar disorder (especially

mania), almost all evidence is from human studies. And

increased Bacteroidetes and Clostridiales and decreased

Faecalibacterium have been repeatedly reported in indi-

viduals with bipolar disorder [122–126]. Furthermore, Hu

et al. considered that the decreased Faecalibacterium and

other butyrate-producing bacteria might contribute to

bipolar depression, and treatment with Quetiapine could

change the microbial composition [123].

Anxiety and Stress-related Disorders. That stressor

exposure alters the gut microbiota in rodents and humans

has been well studied. The results have shown a decrease of

Lactobacillus and an increase of Lachnospiraceae after

stress [81, 127–129]. The fact that both parasite-infected

mice and those on an altered diet show anxiety-like

behavior strengthens the hypothesis that the microbiota

plays a role in anxiety and stress-related disorders

[84, 130]. Also, an exploratory study demonstrated that

decreased total abundance of Actinobacteria, Len-

tisphaerae, and Verrucomicrobia is associated with more

severe symptoms of post-traumatic stress disorder [131].

Whether germ-free rodents show increased or reduced

anxiety-like behavior has not yet been consistently estab-

lished [9, 132]. The influence of the gut microbiota on

anxiety and stress-related disorders warrants further

investigation.

Overall, most of the specific evidence either points to

the regulation of the immune system or neurotransmitters.

And because of all the limitations of animal studies and the

conclusions drawn from them, translational studies are

critically needed in this field. A summary of studies that

explored microbial influence during neurodevelopmental

windows and subsequent mental disorders is detailed in the

supplementary material (Table S1).

Prospective Therapeutic Applications in Mental
Disorders

Probiotic Studies

A probiotic is a live organism that, when ingested in

adequate amounts, exerts a health benefit. Their use in

mental illness has been reviewed more extensively else-

where [133]. Several members of the microbiota are known

to produce neurotransmitters such as dopamine, gamma-

aminobutyric acid (GABA), norepinephrine, serotonin (5-
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HT), acetylcholine, and endocannabinoids [134]. The fact

that the intestinal microbiota produces neuroactive com-

pounds is one of the reasons why it is pertinent to study and

test its therapeutic potential. Dinan et al. (2013) define a

psychobiotic as such a substance that produces a health

benefit in patients suffering from psychiatric illness [134].

It has been reported that 5-HT plasma levels are signifi-

cantly higher in normal mice than in germ-free mice [135].

This, together with the finding that ingestion of Bifidobac-

terium infantis in rats increases the levels of tryptophan

[136], supports the hypothesis that the microbiota plays a

role in the modulation of neurotransmitter levels and

possibly also mood. Furthermore, the gut microbiota has

been shown to affect the levels of brain-derived neu-

rotrophic factor in the brain [84]. It has even been

postulated that the microbial colonization of the newborn

and infant participates in modulating the development of

the hypothalamic-pituitary-adrenal axis [86]. It has also

been demonstrated that the regulation of mood by the gut

microbiota is mediated by the vagus nerve as it disappears

when the vagus is sectioned [137]. The gut microbiota has

also been implicated in anxiety regulation in animal models

[83, 138].

The use of psychobiotics has been studied in humans in

terms of stress [128, 133, 139–142], anxiety

[133, 142–145], and mood [133, 142–145]. However, there

is little evidence to support the clinical use of psychobiotics

and their efficacy. In a systematic review, Romijin et al.

[146] studied the evidence behind the use of psychobiotics

in humans. Their search led to a preselection of ten studies

of various mental disorders, none of which showed a

statistically significant difference after the administration

of probiotics. They selected only one study concerning

SCZ in which Dickerson et al. (2014) found that repeated-

measures analysis of variance showed no significant

differences in the total score on the Positive and Negative

Symptom Scale (PANSS) between probiotic and placebo

supplementation [147]. Romijin et al. (2015) concluded

that there is little supporting evidence for the use of

psychobiotics in humans, and recommended that further

research be conducted in affected populations while taking

into consideration the duration of the intervention period

and the probiotic strain [146]. Nonetheless, a more recent

study by Dickerson et al. has shown fewer re-hospitaliza-

tions after mania with psychobiotic administration [148].

Anti-inflammatory or Immunomodulatory Drugs

and Dietary Modifications as Add-on Therapy

in Mental Disorders

NSAIDs, aspirin, omega-3 fatty acids, and minocycline

have been tested on the symptoms of SCZ, and there is

evidence that they are modestly effective [149, 150]. The

second-generation tetracycline minocycline has been tested

in humans for the treatment of SCZ. In a systematic review

and meta-analysis of six randomized controlled trials by

Solmi et al. (2017), it was found that minocycline has

significant beneficial effects, particularly on improving the

negative symptoms. In the PANSS the standardized median

difference (SMD) was – 0.59 with a confidence interval of

[–0.88, –0.00] and a P = 0.04. A difference in negative

symptoms was also documented (SMD = –0.76, CI = [–

1.21, –0.31], P = 0.001). It also has positive effects on

cognitive symptoms such as attention and vigilance as well

as executive functioning. More trials are necessary to study

the effect on positive symptoms [151]. Whether it acts

through modification of the microbiota, immunomodula-

tion, or another mechanism remains to be determined

[152].

Finally, according to a revision by Kalaydjian et al.

(2006) there is evidence from ecological studies, preva-

lence studies, clinical trials that include dietary recom-

mendations, and immunological and genetic findings, that

supports the view that SCZ and celiac disease may be

heterogeneous presentations of a similar cause and that

individuals with SCZ could benefit from dietary modifica-

tions [153].

Adjuvant Therapy to Counteract Antipsychotic

Side-effects

Antipsychotic medication is known to cause long-term

metabolic side-effects such as metabolic syndrome, dys-

lipidemia, weight gain, insulin resistance, T2MD, and

cardiovascular disease [154–160]. In an attempt to assess

the mechanisms underlying these adverse effects, Davey

et al. (2012) studied the consequences of olanzapine

administration in rats. Olanzapine-treated rats had an

increase in Firmicutes and a decrease in Bacteroidetes

[161] which coincided with the microbiome changes

already documented for obesity in humans [162]. To

investigate whether the microbiota is directly involved in

the metabolic effects of olanzapine, in a second study,

Davey et al. [163] administered broad-spectrum antibiotics

to rats and found that they attenuated the side-effects of

olanzapine. Moreover, they found that when antibiotics

were administered along with olanzapine the increase in

Firmicutes and decrease in Bacteroidetes no longer

occurred. This was later confirmed with risperidone when

Bahr et al. [164] demonstrated that one of the mechanisms

by which risperidone causes weight gain is a decrease in

energy expenditure. Interestingly, when they transplanted

into naı̈ve mice feces from mice that had suffered weight

gain after risperidone administration, these naı̈ve mice also

experienced weight gain, demonstrating that changes in the

microbiota alone are sufficient to cause weight gain. The
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same group also documented changes in the microbiota

coherent with those described in obesity among children

taking risperidone chronically [165].

It has recently been reported that *24% of prescription

drugs inhibit bacterial growth in vitro, and, despite their

chemical variability, antipsychotics are one of the groups

most notorious for their inhibition of bacterial growth, and

it has been proposed that this may be involved in the

mechanism of action of these drugs [166].

Although causality and mechanism cannot yet be

established, the manipulation of the microbiota by the

use of prebiotics, probiotics, dietary modifications, or even

antibiotics is a promising tool when it comes to palliating

the adverse effects of antipsychotics on energy metabolism.

Furthermore, changes in the microbiota may be involved in

the mechanism of action of antipsychotics.

Conclusions

Psychotic disorders are highly disabling, hence efforts to

understand their pathophysiology are of the utmost impor-

tance. It has been extensively documented that inflamma-

tion plays a role in these phenomena, as shown by the

association between mental disorders and immunological

alterations in epidemiological studies.

We have reviewed studies that show an association

between prenatal infection and antibiotic use during the

windows of development (prenatal, during delivery, and

during the postnatal period) that affect the maternal

microbiota and might impact brain development. The

major drawback of the included studies is that most of them

are descriptive of associations and fail to provide insight

into the causality and mechanisms of the observed

phenomena. Other limitations included small sample sizes

and the diversity of differences in the microbiotas of cases

and controls. Therefore, there is a clear need for more

reports that elucidate the mechanisms by which distur-

bances in the microbiota cause changes in the gut and the

immune system and how these translate into brain pathol-

ogy. We can still conclude that there is enough evidence to

suggest a role for the microbiota and the immune system in

the pathophysiology of mental disorders. And further

exploration of how suspect microbiota affect the existing

psycho-immunology pathway might be a short-cut in this

field. In short, investigation of the microbiota-immune-

brain axis is a promising field for future study as it may

both shed light on one of the mechanisms underlying

mental disorders as well as be a source of therapeutic

interventions and diagnostic tools such as potential

biomarkers. We hope that soon the collective effort in

microbiome research will translate into bench interventions

and public health recommendations.
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38. de Groot PF, Belzer C, Aydin Ö, Levin E, Levels JH, Aalvink S,

et al. Distinct fecal and oral microbiota composition in human

type 1 diabetes, an observational study. PLoS One 2017, 12:

e0188475.

39. Knip M, Honkanen J. Modulation of type 1 diabetes risk by the

intestinal microbiome. Curr Diab Rep 2017, 17: 105.

40. Wekerle H. Nature, nurture, and microbes: The development of

multiple sclerosis. Acta Neurol Scand 2017, 136 Suppl 201:

22–25.
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71. Jašarević E, Howerton CL, Howard CD, Bale TL. Alterations in

the vaginal microbiome by maternal stress are associated with

metabolic reprogramming of the offspring gut and brain.

Endocrinology 2015, 156: 3265–3276.

72. Gur TL, Palkar AV, Rajasekera T, Allen J, Niraula A, Godbout

J, et al. Prenatal stress disrupts social behavior, cortical
neurobiology and commensal microbes in adult male offspring.

Behav Brain Res 2019, 359: 886–894.

73. Humann J, Mann B, Gao G, Moresco P, Ramahi J, Loh LN,

et al. Bacterial peptidoglycan traverses the placenta to induce

fetal neuroproliferation and aberrant postnatal behavior. Cell

Host Microbe 2016, 19: 388–399.

74. Foley KA, Ossenkopp KP, Kavaliers M, Macfabe DF. Pre- and

neonatal exposure to lipopolysaccharide or the enteric metabo-

lite, propionic acid, alters development and behavior in adoles-

cent rats in a sexually dimorphic manner. PLoS One 2014, 9:

e87072.

75. Barrett E, Guinane CM, Ryan CA, Dempsey EM, Murphy BP,

O’Toole PW, et al. Microbiota diversity and stability of the

preterm neonatal ileum and colon of two infants. Microbiolo-

gyopen 2013, 2: 215–225.

76. Nosarti C, Reichenberg A, Murray RM, Cnattingius S, Lambe

MP, Yin L, et al. Preterm birth and psychiatric disorders in

young adult life. Arch Gen Psychiatry 2012, 69: E1-8.

77. Quigley MA, Hockley C, Carson C, Kelly Y, Renfrew MJ,

Sacker A. Breastfeeding is associated with improved child

cognitive development: a population-based cohort study. J Pedi-

atr 2012, 160: 25–32.

78. O’Neill SM, Curran EA, Dalman C, Kenny LC, Kearney PM,

Clarke G, et al. Birth by caesarean section and the risk of adult

psychosis: a population-based cohort study. Schizophr Bull

2016, 42: 633–641.

79. Fond G, Bulzacka E, Boyer L, Llorca PM, Godin O, Brunel L,

et al. Birth by cesarean section and schizophrenia: results from

the multicenter FACE-SZ data-set. Eur Arch Psychiatry Clin

Neurosci 2017, 267: 587–594.

80. Dominguez-Bello MG, Costello EK, Contreras M, Magris M,

Hidalgo G, Fierer N, et al. Delivery mode shapes the acquisition

and structure of the initial microbiota across multiple body

habitats in newborns. Proc Natl Acad Sci U S A 2010, 107:

11971–11975.

81. Gareau MG, Wine E, Rodrigues DM, Cho JH, Whary MT,

Philpott DJ, et al. Bacterial infection causes stress-induced

memory dysfunction in mice. Gut 2011, 60: 307–317.

82. Desbonnet L, Clarke G, Shanahan F, Dinan TG, Cryan JF.

Microbiota is essential for social development in the mouse. Mol

Psychiatry 2014, 19: 146–148.

83. Neufeld KM, Kang N, Bienenstock J, Foster JA. Reduced

anxiety-like behavior and central neurochemical change in

germ-free mice. Neurogastroenterol Motil 2011, 23: 255–264,

e119.

84. Bercik P, Denou E, Collins J, Jackson W, Lu J, Jury J, et al. The

intestinal microbiota affect central levels of brain-derived

neurotropic factor and behavior in mice. Gastroenterology

2011, 141: 599–609, 609.e1–3.

123

S. Ouabbou et al.: Inflammation in Mental Disorders: Is the Microbiota the Missing Link? 1081



85. Desbonnet L, Clarke G, Traplin A, O’Sullivan O, Crispie F,

Moloney RD, et al. Gut microbiota depletion from early

adolescence in mice: Implications for brain and behaviour.

Brain Behav Immun 2015, 48: 165–173.

86. Sudo N, Chida Y, Aiba Y, Sonoda J, Oyama N, Yu XN, et al.
Postnatal microbial colonization programs the hypothalamic-

pituitary-adrenal system for stress response in mice. J Physiol

(Lond) 2004, 558: 263–275.

87. He Y, Kosciolek T, Tang J, Zhou Y, Li Z, Ma X, et al. Gut

microbiome and magnetic resonance spectroscopy study of

subjects at ultra-high risk for psychosis may support the

membrane hypothesis. Eur Psychiatry 2018, 53: 37–45.

88. Schwarz E, Maukonen J, Hyytiäinen T, Kieseppä T, Orešič M,
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Microglia are the main immune cells of the central nervous

system that maintain normal neuronal functions. Microglial

cells are also linked with major diseases in humans

including neurodegenerative disorders such as Alzheimer’s

disease, stroke, epilepsy, and psychiatric diseases such as

schizophrenia [1]. Microglia perform surveillance of the

brain microenvironment through their motile processes.

Currently, there has been increased attention on the

interaction between microglial processes and synaptic

elements. At least part of the dynamic motility of resting

microglial processes in vivo is directed toward neuronal

synapses. Resting microglial processes have brief and

direct contact with synapses lasting *5 min and this

occurs at a frequency of about once per hour in a neuronal

activity-dependent manner. Under the conditions of cere-

bral ischemia, the duration of these microglia-synapse

contacts is significantly prolonged to about an hour, and

this is followed by the disappearance of the presynaptic

bouton, suggesting that microglia contribute to the subse-

quent increased turnover of synaptic connections [2].

However, the molecular mechanisms of microglia-neuron

communication are not well understood.

Microglial cells are involved in the formation and

maintenance of synapses in the brain [3] during develop-

ment and synaptic plasticity. Researchers have demon-

strated that microglial processes interact with axonal

terminals and dendritic spines in the visual cortex in a

neuronal activity-dependent manner, and for a long time,

these were believed to be the main forms of interaction

between microglia and neurons [2, 4, 5]. Moreover, the

interactions between microglia and synaptic elements,

including both axonal boutons and dendritic spines, have

also received increased attention. Neuronal cell bodies are

relatively stable in most conditions, while the synaptic

structures are highly dynamic. The microglial processes

actively monitor the surrounding neural parenchyma and

respond promptly to brain injury [6]. The interactions

between microglia and synapses do not elucidate how

microglia monitor and affect neuronal activity spatiotem-

porally. Therefore, the mechanisms of effective communi-

cation between microglia and neuronal somata require

investigation. Recently, Cserép and colleagues identified a

novel communication site between microglial processes

and neuronal cell bodies in both mice and humans. This

was based on in vivo two-photon imaging, high-resolution

light and electron microscopy combined with advanced

3D-analysis. Interestingly, they found that microglia form

junctions with most neuronal somata regardless of their cell

type in a P2Y12 receptor (P2Y12R)- and neuronal

mitochondrial activity-dependent manner. In addition, the

study highlighted that microglial junctions are essential for

microglia-neuron communication, and for the neuroprotec-

tive effects of microglia after acute brain injury [7]

(Fig. 1).

Unlike the previous studies showing that the interactions

between microglial processes and synaptic elements of

neurons are the main configuration [4], this study reported
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that only a small proportion of glutamatergic or GABAer-

gic synapses are associated with microglial processes. In

addition,[90% of cortical pyramidal cells, vGluT3? cells,

and [80% of PV? interneurons are involved in the

formation of somatic microglial junctions in mice. Similar

results were reported in the human neocortex as well.

Furthermore, microglia contact neuronal somatic mem-

branes mainly at sites of Kv2.1 clustering, which have been

reported to be mainly expressed in neurons [8], in both

mice and humans. Extracellular ATP released by neurons

Fig. 1 Schematic of somatic microglial junctions under physiolog-

ical and pathological conditions. A Under physiological conditions,

microglia form junctions with most neuronal somata, but not with

synaptic elements of neurons, regardless of cell type, in a P2Y12R-

dependent manner. Somatic microglial junctions are the main

communication sites between neurons and microglia in both mice

and humans. They possess a unique nano-architecture within the

neuronal somata consisting of Kv2.1 clusters (orange), which are

mainly expressed in neurons and are the contact sites of microglia and

neurons, TOM20 (sky blue), the main element of the transport protein

complex on the outer mitochondrial membrane, and vNUT (brown),

an important molecule for the vesicular release of mitochondria-

derived ATP from neurons. B Under stroke conditions, potentially

viable neurons are activated, inducing the release of ATP (red) from

the mitochondria (dark blue), and with the help of vNUT, ATP is

released from the neurons. The released extracellular ATP regulates

microglial branch dynamics via the purinoceptor P2Y12R (green),

expressed specifically in microglia. The microglial processes are

recruited to form new microglial-somatic junctions and to protect

viable neurons. Somatic microglial junctions are robustly increased in

both mice and human post-mortem brain after stroke. In addition, the

disintegration of somatic microglial junctions after stroke induces an

increase of microglial process coverage in the cell bodies of viable

neurons in a P2Y12R- and mitochondrial signaling-dependent

manner. This leads to the initiation of protective microglial responses

that minimize brain injury. P2Y12R, purinergic receptor P2Y12;

TOM20, translocase of outer mitochondrial membrane 20; vNUT,

vesicular nucleotide transporter.
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regulates microglial branch dynamics via the purinoceptor

P2Y12R. P2Y12Rs are expressed specifically in microglia

and their activation is required in response to neuronal

injury in the brain [9]. Indeed, dense P2Y12R clusters on

microglial processes at somatic junction sites were found to

directly face neuronal Kv2.1 clusters in pyramidal cells and

interneurons (Fig. 1A). Consistent with these results, an

in vivo imaging study using zebrafish reported that

microglia preferentially contact the cell bodies of neurons

with higher spontaneous activity, and this results in the

reduction of visually-evoked neuronal activity [10]. Given

that most studies have shown that the junctions mainly

form between microglia and synaptic elements, the under-

lying mechanisms can be more complex and involve a

number of molecules in addition to P2Y12Rs, which

requires further investigation. Therefore, understanding the

microglial P2Y12R signaling pathway will provide novel

candidates for therapeutic interventions in pathologies

involving microglial P2Y12Rs such as stroke.

What are the components of somatic microglia-neuron

junctions? By using transmission electron microscopy and

high-resolution electron tomography with 3D reconstruc-

tion, somatic microglial junctions were found to possess

unique nano-architecture within the neuronal somata, and

the junctions are composed of closely apposed mitochon-

dria, reticular membrane structures, intracellular tethers,

and associated vesicle-like membrane structures. However,

these features were not observed in perisomatic boutons

contacted by microglia. The Kv2.1 clusters were closely

associated with the neuronal structures within the junc-

tions. Furthermore, TOM20 (the main element of the

transport protein complex in the outer mitochondrial

membrane) and vesicular nucleotide transporter (vNUT,

an important molecule for vesicular release of mitochon-

dria-derived ATP from neurons) were also reported to be

remarkably higher at somatic junctions than adjacent areas

(Fig. 1A).

As noted above, mitochondria were close to the

junctions, which has been reported to be essential for

neuroglial crosstalk [11], so it is important to investigate

whether microglial process recruitment to somatic junc-

tions is functionally linked with the activity of mitochon-

dria in neurons. In vivo two-photon imaging revealed that

the number of mitochondria significantly increases and is

accompanied by the formation of somatic microglial

junctions in wild-type but not in P2Y12R-/- tissue. This

suggests that microglial process recruitment to somatic

junctions is linked to neuronal mitochondrial activity and

occurs in a P2Y12R-dependent manner. Moreover, neu-

ronal activation induced the release of ATP from the

mitochondria, which was inhibited by a vNUT blocker but

not a synaptic calcium channel blocker (Fig. 1A). The

findings demonstrated that microglia dynamically monitor

neuronal activity at somatic microglia-neuron junctions in

a P2Y12R-dependent manner, leading to a rapid increase of

somatic coverage by microglial processes. This suggests an

interesting possibility that microglia and neurons engage in

dynamic communication essential for nervous system

health and homeostasis.

The authors examined the interaction between microglia

and neurons in the healthy brain. Currently, findings on the

roles of microglia in pathological conditions such as stroke

are inconsistent across studies [12]. Several studies have

explored the contribution of microglia in synaptic func-

tions. In this paper, the somatic microglial junctions were

reported to have robustly increased after stroke in both

mice and human post-mortem brain tissue (Fig. 1B).

Microglial process coverage around the somatic junctions

was completely abolished after the administration of a

P2Y12R inhibitor or a mitochondrial ATP-sensitive potas-

sium (KATP) channel opener (KATP can prevent mito-

chondrial injury), which also decreased neuron viability.

Stroke-induced disintegration of somatic microglial junc-

tions increased the microglial process coverage of cell

bodies in a P2Y12R- and mitochondrial signaling-depen-

dent manner. This led to protective microglial responses

hence minimizing brain injury. However, given the limi-

tations of the imaging approach, other methods such as

pharmacological and genetic approaches to inactivating or

eliminating microglia are needed to further investigate the

role of microglia after stroke.

In summary, Cserép and colleagues reported a novel

form of interaction between microglia and neurons. Unlike

previous results [4], they found that somatic microglial

junctions are the main communication sites in both mice

and humans under physiological conditions and can

respond to brain injury rapidly to protect viable neurons.

The injured neurons release ATP which recruits microglial

processes to the neuronal somata and protects them in a

P2Y12R-dependent manner. However, a number of unan-

swered questions require further investigations into the

mechanism of neuronal protection by microglia. In addi-

tion, it is important to investigate whether microglia

possess the ability to release certain molecular signals that

can alter neuronal behavior following the formation of

somatic microglial junctions. Another question to investi-

gate is whether other cell types are involved in neuronal

protection such as astrocytes activated through microglia

and ATP release in injured tissue. Are there other related

molecules important in the formation of microglial somata

junctions? Using an epilepsy model, Eyo and colleagues

performed in vitro and in vivo studies and reported that

global glutamate sharply increases the numbers of micro-

glial processes. These are involved in the activation of

neuronal NMDA receptors, calcium influx, and subsequent

ATP release in both a microglial P2Y12R-dependent and
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an NMDA receptor activation-dependent manner.

P2Y12R-KO mice exhibit reduced seizure-induced

increases in microglial process numbers and worsen seizure

behaviors [13]. This suggests that both NMDA receptors

and P2Y12Rs are key components for junction formation,

and P2Y12Rs play an important role in disease. Indeed, a

more recent study has shown that microglial P2Y12Rs

modulate neuronal excitability and innate fear behaviors in

both developing and adult mice [14].

Brain microglial cells display complex phenotypes and

roles, and their functions vary based on diverse sites on

neurons. Further, they play a vital role in development,

learning, and memory in synaptic sites while they play a

protective role in stroke. In addition, microglial processes

can form junctions with both neuronal somata and

synapses, for example in Alzheimer’s disease and Parkin-

son’s disease. The communication between microglia and

neurons is bidirectional, involving several important fac-

tors and signaling axes including P2Y12Rs, ATP, vNUT,

and other molecules. Therefore, it is essential to determine

the roles of microglia in various neuronal sites. These

findings provide novel insights for deep exploration of the

crosstalk between microglia and neurons, further advanc-

ing knowledge of the mechanisms of brain function.
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It is generally believed that the visual pathways from each

eye do not integrate to form binocular vision until they

reach the primary visual cortex (V1), and individual

neurons in the visual thalamus (dorsal lateral geniculate

nucleus, dLGN) are thought to receive retinal inputs from

either the contralateral or the ipsilateral eye [1]. But

recently, many lines of anatomical and functional evidence

in mice and marmosets have reported that dLGN neurons

have binocular responses and binocularly-modulated

responses [2]. It is also generally accepted that monocular

deprivation (MD) leads to a series of anatomical and

functional changes in V1 during the critical period of

development, so the question is whether these changes also

occur in the dLGN. Recent studies have reported that MD

leads to anatomical changes in thalamocortical projections

and impairments of specific dLGN cell types and synapses

[3]. A rapid ocular dominance shift in the mouse dLGN has

been demonstrated after short-term (6–8 days) MD in both

young and adult mice, similar to that reported in V1 long

ago [4]. However, using long-term MD, researchers failed

to detect changes in the visual responses of dLGN neurons

similar to those of V1 [5].

Recently, a report by Huh et al. published in the Journal of

Neuroscience addressed this question [6]. They focused on two

points: whether dLGN neuronal properties are chronically

altered after long-term MD during the critical period, and

whether the long-lasting deficits attributed to MD during the

critical period, in V1 originate in the thalamus.

To determine which functional properties of dLGN

neurons are changed after long-termMD, the authors injected

Cre-dependent GCaMP6s virus (AAV1.Syn.Flex.GCaMP6s

virus) into the dLGN of VGLUT2-Cre mice (Vglut2-ires-

cre) which restricted GCaMP6s expression specifically to

dLGN neurons. After MD for 14 days during the critical

period, they tested the changes in visual functions of dLGN

boutons projecting to V1 through in vivo two-photon

calcium imaging. Interestingly, in addition to ocular

dominance plasticity, the number and fraction of binocular

dLGN boutons were significantly reduced. In other words,

the binocular thalamocortical inputs underwent a profound

loss after long-term MD. While MD had no evident impact

on the overall preferred spatial frequency of dLGN

boutons, other visual properties of these boutons, such as

binocular matching and binocular modulation, were also

evidently changed. Following long-term MD during the

critical period, binocular thalamocortical inputs were

mismatched in multiple visual response properties, such

as the response amplitude, preferred spatial frequency, and

preferred orientation. And binocular modulation also

underwent substantial impairment. One type of ‘remaining

responsive’ bouton, which was visually responsive during

monocular and binocular viewing, was also significantly

reduced. Binocular facilitation was impaired at the level of

both binocular and monocular individual dLGN inputs. In

conclusion, long-term MD during the juvenile critical

period disrupts binocular integration in mouse visual

thalamus.

It is unknown whether these disruptions in the visual

thalamus affect the visual properties of V1, the downstream

visual pathway. The mouse dLGN can be divided into shell

and core regions based on the functional and organizational

properties of neurons. The shell region receives inputs from

direction-selective retinal ganglion cells and projects to the
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superficial layers (I and II/III) in V1, while the core region

receives inputs from non-direction-selective ganglion cells

and projects to the middle layer (IV) in V1 [7]. The authors

tested the visual properties of layers II/III and layer IV

neurons in V1, respectively, using two-photon calcium

imaging in two transgenic mouse lines (see below) after

long-term critical-period MD. For layers II/III excitatory

neuron imaging, a Camk2a-tTa driver line was crossed

with a line expressing GCaMP6s under the control of the

tetracycline-responsive regulatory element (tetO) to pro-

duce CaMK2a-tTA;tetO-GCaMP6s mice. For layer IV

excitatory neuron imaging, Scnn1a-Cre mice were bred

with GCaMP6f reporter mice (Ai93) to create Scnn1a-Ai93

mice. The authors found that in layers II/III, the numbers

and spatial frequency of binocular-responsive neurons were

significantly reduced. While in layer IV, although long-

term MD led to a reduction in the number of binocular

cells, the spatial frequency processing was intact, similar to

dLGN boutons. Taken together, these findings indicate that

the reduction of binocular responses at the level of V1 may

originate from the dLGN. On the contrary, the processing

for spatial frequency may first appear in V1 layers II/III.

Furthermore, the authors found that after long-term critical-

period MD, there was no structural loss of thalamocortical

connections.

However, the exact location and neuronal mechanisms

underlying the loss of binocular-responsive dLGN inputs

after critical-period MD remain unclear. Because of the

disruption of binocular responses in both the dLGN and

V1, and the structural integrity of thalamocortical

Fig. 1 Schematic model of the visual pathway for binocular inte-

gration following long-term critical-period monocular deprivation

(MD). In normal mice, besides monocular dLGN neurons, the dLGN

also has a few binocular cells which provide inputs to V1. And these

neurons display binocular matching similar to V1. Binocular facil-

itation, larger binocular responses than monocular, also occurs in the

dLGN. On the other hand, in MD mice the number of binocular

dLGN inputs is reduced, and this may originate from retinogeniculate

synapses. And the disappearance of binocular facilitation after MD

may be caused by V1 feedback. Part of the image was adopted from

Huh et al., J Neurosci (2020) [6].
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synapses, the site that contributes to the loss of binocular

responses may originate from upstream of the dLGN, i.e. at

retinogeniculate synapses. Interestingly, a recent study

revealed that retinogeniculate synapses were integrated and

fine-tuned quite late during development [8]. Furthermore,

other properties of binocular integration may have different

visual processing pathways. For example, binocular mis-

matching has been reported in dLGN boutons after MD,

similar to the results previously reported in V1, thus the

dLGN may help to shape binocular matching in V1

neurons during development [9]. However, it has also been

reported that all ipsilateral components of facilitated cell

responses disappear after cortical inactivation, so binocular

facilitation may originate from V1 feedback [10]. These

findings suggest that the different visual processing path-

ways may have distinct mechanisms at different levels.

The findings by Huh et al. (Fig. 1) also leave some

questions that are worth in-depth consideration. First, the

timing of monocular deprivation used here is the critical

period of V1, rather than that of the dLGN, which may lead

to an underestimation of dLGN plasticity. Second, the

dLGN boutons’ responses by in vivo two-photon calcium

imaging in the superficial layers of V1 only indirectly

reflect a small fraction of all dLGN neurons, so it is

uncertain whether the other dLGN neurons that do not

project to superficial binocular V1 undergo similar

response changes. Last but not least, since the authors

did not inactivate V1 feedback to isolate the dLGN

responses, the reported results of disrupted binocular

integration may be caused by V1 feedback rather than

changes in individual dLGN neurons.

To summarize, it is important to determine the visual

pathways and mechanisms for binocular integration, espe-

cially for amblyopia, a disease due to unbalanced binocular

inputs. The current study by Huh et al. may provide a novel

idea on the experience-dependent maturation of binocular

visual circuits, which may shed light on the clinical

treatment of amblyopia.
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Fig. 6 Activation of the ACC-to-MDL projection decreases vicarious

freezing behavior. A Diagram showing optogenetic manipulation.

B Tracing of projection from the ACC to the MDL. Left panel, AAV-

hSyn-EGFP virus injection target in the ACC. Cg1, 2, cingulate

cortex 1 and 2; right panel, projection terminals and optical fiber

position in the MDL. C Left panel, AAV-hSyn-hChR2-EGFP virus

injection target in the ACC; right panel, projection terminals and

optical fiber position in the MDL. Nuclei stained with DAPI. D Light

pulse-induced response of ChR2-expressing (upper and middle, 10

mW, 1 Hz and 5 Hz, respectively) and EGFP-expressing (lower, 10

mW, 1 Hz) ACC neurons in brain slice. E, F Freezing (E) and

huddling (F) times of OSs in AAV-hSyn-EGFP (blue) or AAV-hSyn-

ChR2 (red) groups. G Percentage freezing time of OSs in AAV-hSyn-

EGFP- and AAV-hSyn-ChR2-injected groups in the retrieval period

after fear conditioning. H Locomotor velocity of OSs in AAV-hSyn-

EGFP (blue) and AAV-hSyn-ChR2 (red) groups, before and after

light stimulation. Data are presented as the mean ± SEM;

**P\ 0.01, non-parametric rank-sum test, n.s., not significant.
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