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Nerve agents are among the deadliest poisons known to man. In this issue, 
Wang et al. demonstrate the “dual-switch” function of TRPV4 in the treatment 
of nerve agent intoxication. TRPV4 is a key target of soman poisoning due 
to its modulation of NMDA-mediated excitotoxicity in the early stage of 
poisoning and NLRP3-medicated neuroinflammation in the late stage. As 
shown in this cover image, the brain is attacked by the nerve agent soman, and 
a defensive line formed by blocking TRPV4 and its downstream NMDAR and 
NLRP3 pathways can effectively protects the brain against the nerve agent. See 
pages 905–920. (Cover image designed by Shuai Wang).

About the Cover

Volume 37 Number 7
July 2021

  Original Articles
905  TRPV4 Regulates Soman-Induced Status Epilepticus and Secondary 

Brain Injury via NMDA Receptor and NLRP3 Infl ammasome
Shuai Wang · Huanhuan He · Jianhai Long · Xin Sui · Jun Yang · 
Guodong Lin · Qian Wang · Yongan Wang · Yuan Luo

921  CCL2/CCR2 Contributes to the Altered Excitatory-inhibitory 
Synaptic Balance in the Nucleus Accumbens Shell Following 
Peripheral Nerve Injury-induced Neuropathic Pain
Xiao-Bo Wu · Qian Zhu · Yong-Jing Gao

934  Lateral Hypothalamic Area Glutamatergic Neurons and Their 
Projections to the Lateral Habenula Modulate the Anesthetic 
Potency of Isofl urane in Mice
Shiyi Zhao · Rui Li · Huiming Li · Sa Wang · Xinxin Zhang · 
Dan Wang · Juan Guo · Huihui Li · Ao Li · Tingting Tong · 
Haixing Zhong · Qianzi Yang · Hailong Dong

947  Rac1 Signaling in Amygdala Astrocytes Regulates Fear Memory 
Acquisition and Retrieval
Xiao-Cen Fan · Chao-Nan Ma · Jia-Chen Song · Zhao-Hui Liao · 
Nan Huang · Xing Liu · Lan Ma

959  Distinct Characteristics of Odor-evoked Calcium and Electro-
physiological Signals in Mitral/Tufted Cells in the Mouse Olfactory 
Bulb
Han Xu · Chi Geng · Xinzhong Hua · Penglai Liu · Jinshan Xu · Anan Li

p 943

p 963



www.neurosci.cn CONTENTS
 973  Dysregulated CRMP Mediates Circadian Defi cits in a Drosophila 

Model of Fragile X Syndrome
Juan Zhao · Jin Xue · Tengfei Zhu · Hua He · Huaixing Kang · 
Xuan Jiang · Wen Huang · Ranhui Duan

 985  Homeobox Gene Six3 is Required for the Differentiation 
of D2-Type Medium Spiny Neurons
Xiaolei Song · Haotian Chen · Zicong Shang · Heng Du · 
Zhenmeiyu Li · Yan Wen · Guoping Liu · Dashi Qi · Yan You · 
Zhengang Yang · Zhuangzhi Zhang · Zhejun Xu

   Letters to the Editor
 999  CRH Neurons in the Laterodorsal Tegmentum Mediate Acute 

Stress-induced Anxiety
Wenqi Tang · Danqing Zhou · Siyu Wang · Sijia Hao · Xiaomeng Wang · 
Mohamed Helmy · Junming Zhu · Hao Wang

1005  Restricted Feeding Resets Endogenous Circadian Rhythm 
in Female Mice Under Constant Darkness
Yue Mei · Huajing Teng · Zhigang Li · Cheng Zeng · Yuanyuan Li · 
Wei Song · Kaifan Zhang · Zhong Sheng Sun · Yan Wang

   Reviews
1010  Recent Progress in Non-motor Features of Parkinson’s Disease 

with a Focus on Circadian Rhythm Dysregulation
Yufei Liu · Long Niu · Xinyao Liu · Cheng Cheng · Weidong Le

1025  Comprehensive Management of Daily Living Activities, 
behavioral and Psychological Symptoms, and Cognitive Function 
in Patients with Alzheimer's Disease: A Chinese Consensus 
on the Comprehensive Management of Alzheimer's Disease
Jianjun Jia · Jun Xu · Jun Liu · Yongjun Wang · Yanjiang Wang · 
Yunpeng Cao · Qihao Guo · Qiuming Qu · Cuibai Wei · Wenshi Wei · 
Junjian Zhang · Enyan Yu

1039  Oligodendroglial GABAergic Signaling: More Than Inhibition!
Xianshu Bai · Frank Kirchhoff · Anja Scheller

1051  Structural, Functional, and Molecular Imaging of Autism Spectrum 
Disorder
Xiaoyi Li · Kai Zhang · Xiao He · Jinyun Zhou · Chentao Jin · 
Lesang Shen · Yuanxue Gao · Mei Tian · Hong Zhang

p 1040

p 1017



   Research Highlights
1072  Activated Natural Killer Cells Hit Neurogenesis in the Aging Brain

Angelica Cuapio · Hans-Gustaf Ljunggren

1075  STING-ing Pain: How Can Pro-infl ammatory Signaling Attenuate 
Pain?
Wolfgang Liedtke

1079  The Parabrachial Nucleus as a Key Regulator of Neuropathic Pain
Zilong Wang · Zhen-Zhong Xu

1082  Combination of Biomedical Techniques and Paradigms to Improve 
Prognostications for Disorders of Consciousness
Ming Song · Jianghong He · Yi Yang · Tianzi Jiang

1085  Autologous Transplantation for Parkinson's Disease Patients: 
Feasibility and Challenge
Qi Zhang · Yanlin Wang · Yukai Wang · Han Liu · Huifang Sun · 
Zhuoya Wang · Changhe Shi · Jing Yang · Yuming Xu

1087  Breakthrough in Structural and Functional Dissection 
of the Hypothalamo-Neurohypophysial System
Ying Wang · Huamin Xu · Xia Zhang

Neuroscience BulletinCONTENTS

p 1073

p 1088



ORIGINAL ARTICLE

TRPV4 Regulates Soman-Induced Status Epilepticus
and Secondary Brain Injury via NMDA Receptor and NLRP3
Inflammasome

Shuai Wang1 • Huanhuan He1 • Jianhai Long1 • Xin Sui1 • Jun Yang1 •

Guodong Lin1 • Qian Wang1 • Yongan Wang1 • Yuan Luo1

Received: 14 June 2020 / Accepted: 6 December 2020 / Published online: 24 March 2021

� Center for Excellence in Brain Science and Intelligence Technology, CAS 2021

Abstract Nerve agents are used in civil wars and terrorist

attacks, posing a threat to public safety. Acute exposure to

nerve agents such as soman (GD) causes serious brain

damage, leading to death due to intense seizures induced

by acetylcholinesterase inhibition and neuronal injury

resulting from increased excitatory amino-acid levels and

neuroinflammation. However, data on the anticonvulsant

and neuroprotective efficacies of currently-used counter-

measures are limited. Here, we evaluated the potential

effects of transient receptor vanilloid 4 (TRPV4) in the

treatment of soman-induced status epilepticus (SE) and

secondary brain injury. We demonstrated that TRPV4

expression was markedly up-regulated in rat hippocampus

after soman-induced seizures. Administration of the

TRPV4 antagonist GSK2193874 prior to soman exposure

significantly decreased the mortality rate in rats and

reduced SE intensity. TRPV4-knockout mice also showed

lower incidence of seizures and higher survival rates than

wild-type mice following soman exposure. Further in vivo

and in vitro experiments demonstrated that blocking

TRPV4 prevented NMDA receptor-mediated glutamate

excitotoxicity. The protein levels of the NLRP3 inflamma-

some complex and its downstream cytokines IL-1b and IL-

18 increased in soman-exposed rat hippocampus. However,

TRPV4 inhibition or deletion markedly reversed the

activation of the NLRP3 inflammasome pathway. In

conclusion, our study suggests that the blockade of TRPV4

protects against soman exposure and reduces brain injury

following SE by decreasing NMDA receptor-mediated

excitotoxicity and NLRP3-mediated neuroinflammation.

To our knowledge, this is the first study regarding the

‘‘dual-switch’’ function of TRPV4 in the treatment of

soman intoxication.

Keywords Nerve agents � Soman � TRPV4 � NMDA

receptor � NLRP3 inflammasome

Introduction

With the disturbing effects of sarin attacks against civilians

in Syria in August 2013, important questions regarding the

level of preparedness and the adequacy of existing medical

responses against exposure to such nerve agents have been

raised [1]. The appearance of Novichok, or ‘‘newcomer’’,

which was used in the attack on a Russian dissident and his

daughter in 2018 highlights the importance of protection

against the potentially lethal effects of nerve agents [2].

The primary effect of exposure to organophosphorus nerve

agents is a decrease in acetylcholinesterase (AChE) activity

and a concurrent rise in acetylcholine (ACh) levels, which

are considered to be the decisive events that initiate

epileptiform activity. The over-elevation of ACh levels

mainly activates muscarinic receptors, and, in the cholin-

ergic phase, the administration of receptor antagonists can

halt the development of seizures and status epilepticus

(SE), but only when they are administered as pretreatments

or shortly after the onset of seizures (within 5 min). The
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anticonvulsant potential of most anticholinergics, such as

atropine, is gradually lost when the administration is

delayed beyond 20 min, and they completely lose their

anticonvulsant potential when administered 40 min after

seizure onset [3]. These narrow time windows limit their

application. Nevertheless, some anticholinergics such as

biperiden and procyclidine can exert anticonvulsant activ-

ity even with a 40-min delay in treatment; this is because

they have anti-NMDA (N-methyl-D-aspartate) properties

to some extent [4], suggesting that seizures are sustained

and reinforced by glutamatergic rather than cholinergic

hyperexcitation [5, 6]. As seizure activity progresses, non-

cholinergic excitatory activity gradually takes control over

the seizure independent of the initiating cholinergic drive

[3]. This phenomenon is critical for the development of

drugs that target the non-cholinergic phase. Several studies

have demonstrated that in the case of nerve agent seizures,

intense activation of NMDA receptors (NMDARs) would

allow additional entry of Ca2? into neurons, leading to

neurotoxicity and subsequent neuropathology [7, 8]. Brait-

man and Sparenborg (1989) first reported that pretreatment

with the NMDA antagonist MK-801 terminates nerve

agent-induced SE. Meanwhile, after a period of epilepti-

form activity, a lower dose of MK-801 is still able to

terminate SE [9]. All this evidence indicates that the

NMDAR has predominant control over nerve agent-

induced seizure activity at the later stages [10–12].

Several studies have reported that exposure to nerve

agents is associated with a cellular inflammatory response

in the form of astrocytic and microglial activation [13].

Neuroinflammatory genes, such as IL-1b, TNF-a, and IL-6,

are widely described to be implicated in nerve agent-

induced seizures [14–17]. Unfortunately, since most stud-

ies are limited to the downstream factors of the inflamma-

tory response, the biochemical processes remain unclear

and the inflammatory mechanism induced by nerve agents

needs to be further clarified. Here we attempted, at least to

some extent, to identify the intracellular signaling mech-

anisms of inflammatory responses following soman-in-

duced seizures and key factors in the process.

Transient receptor potential vanilloid 4 (TRPV4), a

member of the TRPV ion channel family, is sensitive to

various types of stimuli, including hypotonic environments,

mechanical forces, arachidonic acid metabolites, and

exogenous chemical ligands [18, 19]. Activation of TRPV4

induces Ca2? influx, thus increasing the intracellular free

Ca2? concentration ([Ca2?]i). It has been reported that

TRPV4 plays a pivotal role in central nervous system

disorders and injuries such as Alzheimer’s disease [20],

ischemic stroke [21], traumatic brain injury [22], and

seizures [23]. An interesting finding is that the activation of

TRPV4 during cerebral ischemia injury increases NMDAR

function, which indicates that closing TRPV4 may be

neuroprotective against NMDAR-mediated glutamate exci-

totoxicity [24]. Furthermore, a study on febrile seizures

suggests that TRPV4 channels and NMDARs both play a

role in hyperthermia-induced seizures [25]; these results

indicate that there may be an association between TRPV4

and NMDARs during epilepsy, and this is supported by a

study showing that the activation of TRPV4 depolarizes the

resting membrane potential of cultured hippocampal neu-

rons and relieves the blockade of NMDARs by Mg2? [26].

Recent research has pointed out that the TRPV4 agonist

GSK1016790A increases the expression levels of inflam-

masome components of the NLRP3 pathway and down-

stream pro-inflammatory cytokines. The increased protein

levels of NLRP3-related pro-inflammatory cytokines are

blocked by the use of a TRPV4 antagonist, which markedly

increases the number of surviving cells in a pilocarpine

model of temporal lobe epilepsy in mice [27]. Furthermore,

in a previous study, we conducted preliminary assessment

of the expression changes of various TRP subtypes

(TRPM2, TRPV1, TRPV4, TRPM7, TRPC3, and TRPC6)

in a variety of models organophosphorus compound

poisoning (including soman), and found that the expression

of TRPV4 was significantly increased in all of them.

Taking into account the involvement of NMDAR-

mediated excitotoxicity and neuroinflammation in soman-

induced seizures and secondary neuronal injury, with the

possible triggering of NMDAR function by TRPV4

activation, we hypothesized that TRPV4 could be a key

target involved in the seizures and neuronal injury caused

by soman exposure. Here, we used a wide range of

methods to determine the effects of soman on the function

of TRPV4 channels. This included behavioral studies in

rats and corresponding histopathology, as well as

immunofluorescence, biochemistry, electrophysiological

recordings, and Ca2? imaging in vitro.

Materials and Methods

Chemicals and Agents

Soman (pinacolyl methylphosphonofluoridate) was

obtained from the Institute of Nuclear, Biological, and

Chemical Defence (Beijing, China), and was only used for

the purposes of the current study. Soman was diluted in

cold saline. HI-6 was synthesized by the Institute of

Pharmacology and Toxicology, Academy of Military

Medical Science (Beijing, China) and was dissolved in

saline. GSK2193874 (GSK) was from Selleck Chemicals

(S8367, Houston, USA). GSK2193874 was dissolved in

DMSO (Sinopharm, Shanghai, China), then diluted with

Neurobasal medium immediately prior to use in cells
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(0.05% DMSO) or with sterilized water for use in rats (1%

DMSO).

Animals and Experimental Groups

Adult male Sprague-Dawley rats (7–8 weeks old, 180–220

g) and adult male C57BL/6J mice (6–8 weeks old, 18–20 g)

were from Vital River Laboratory Animal Technology Co.,

Ltd (Beijing, China). TRPV4-knockout (TRPV4-KO) mice

were bred in-house from heterozygous breeding pairs

originally derived from a colony generated by GemPhar-

matech Co., Ltd (Nanjing, China). All animals were treated

humanely and maintained in a temperature-controlled room

(22 ± 2�C) with a 12-h light/dark cycle (lights on at 07:00

and off at 19:00), with food and water available ad libitum.

All animal experiments were conducted in accordance with

national legislation and approved by the Institutional

Animal Care and Use Committee (IACUC number:

IACUC-2018-075, IACUC-2018-098, National Beijing

Center for Animal Drug Safety Evaluation and Research,

Beijing, China).

Soman was diluted in cold saline and administered via a

single subcutaneous injection (160 lg/kg, 1.4 9 LD50). To

block peripheral effects and increase the survival rate of

rats, the oxime HI-6 (125 mg/kg, i.p.) was administered 30

min prior to soman exposure. HI-6 is a bispyridinium

oxime that reactivates inhibited AChE primarily in the

periphery to control the peripheral effects of soman and

prevent death from respiratory suppression [3, 28]. Also,

HI-6 does not prevent the brain injury caused by soman

poisoning because it is unable to cross the blood-brain

barrier [29]. The rats were randomly divided into three

groups: (1) Control: (HI-6 125 mg/kg, i.p., 1% DMSO, i.v.,

n = 10); (2) Soman: HI-6 (125 mg/kg, i.p.) and solvent (1%

DMSO, i.v.) administered 30 min prior to soman (160 lg/
kg, s.c.), n = 42; (3) GSK2193874 ? soman: TRPV4

antagonist GSK2193874 (1 mg/kg, i.v.) and HI-6 (125 mg/

kg, i.p.), administered 30 min prior to soman (160 lg/kg,
s.c.), n = 39. To evaluate TRPV4-KO intervention, the

mice were divided into three groups (n = 10 per group): (1)

WT (wild-type): WT mice treated with HI-6 (125 mg/kg,

i.p.); (2) WT ? soman: WT mice treated with HI-6 (125

mg/kg, i.p.) 30 min prior to soman (125 lg/kg, s.c.); (3)
TRPV4-KO ? soman: TRPV4-KO mice treated with HI-6

(125 mg/kg, i.p.) 30 min prior to soman (125 lg/kg, s.c.).
The mortality rate was calculated as the number of

deceased rats or mice (24 h after soman exposure) divided

by the total number of rats or mice.

NMDA was diluted in cold 0.9% NaCl and administered

via a single intraperitoneal injection (100 mg/kg). Meman-

tine, an NMDA antagonist, was used as a positive control.

The rats were divided randomly into three groups (n = 20

per group): (1) NMDA: rats treated with solvent (1%

DMSO) 30 min before NMDA (100 mg/kg, i.p.); (2)

Memantine ? NMDA: rats treated with memantine (20

mg/kg, i.p.) and solvent (1% DMSO) 30 min before

NMDA (100 mg/kg, i.p.); (3) GSK2193874 ? NMDA: rats

treated with the TRPV4 antagonist GSK2193874 (1 mg/kg,

i.v.) 30 min before NMDA (100 mg/kg, i.p.). The mortality

rate was calculated as the number of deceased rats (24 h

after NMDA exposure) divided by the total number of rats.

Behavioral Assessment

Seizures were classified according to the Racine scale with

the following minor modifications: stage 0, no abnormality;

stage 1, facial movements, chewing; stage 2, rhythmic head

nodding; stage 3, forelimb clonus plus Straub tail, without

rearing; stage 4, forelimb clonus, bilateral forelimb clonus

plus rearing; stage 5, rearing and falling [30–33].

Histopathological Examination

Rats and mice were anesthetized with chloral hydrate, and

then 0.9% NaCl (4�C) was perfused, followed by a fixative

solution made up of 4% formaldehyde in 0.1% mol/L

phosphate-buffered saline (PBS, pH 7.4). After cervical

dislocation, the brain was removed and fixed for 24 h at

4�C (4% formaldehyde in PBS), processed, and embedded

in paraffin. The coronal sections of the CA1 hippocampal

area were selected and processed for hematoxylin-eosin

(H&E) staining. Three sections from each brain were

visualized on an inverted microscope (IX71, Olympus,

Japan).

Immunofluorescence Analysis

For immunofluorescence staining, paraffin-embedded sec-

tions were microwaved in 0.01 mol/L citrate buffer and

washed three times with 0.01 mol/L PBS for 15 min each,

and subsequently blocked by 5% bovine serum albumin

(BSA) in 0.01 mol/L PBS for 30 min at room temperature

(22 ± 2�C). Then the sections were incubated with anti-

TRPV4 antibody (1:200) at 4�C overnight. After washing

three times with PBS for 15 min each, Texas Red-

conjugated secondary antibodies (1:1000, ZSGB-BIO)

were added and incubated for 60 min in the dark. After

washing three times with PBS, sections were treated with

Hoechst 33342 (1:2000, H3570, Invitrogen) for 5 min. The

positive rate was calculated by dividing the number of

positive cells (TRPV4?/Hoechst?) by the total number of

cells (Hoechst?).

Primary hippocampal neurons were washed three times

in PBS following the appropriate treatment, fixed with 4%

paraformaldehyde for 15 min and then washed three times

with PBS. The cells were permeated with 0.5% Triton
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X-100 (solvent in goat serum working reagent) for 10 min

on ice and blocked with 1% goat serum working reagent

for 1 h. Cells were incubated at room temperature for 5 min

with propidium iodide (PI) (1 lg/mL, ab14083, Abcam).

After washing three times with PBS, cells were treated with

Hoechst 33342 (1:2000, H3570, Invitrogen) for 5 min. The

death rate was calculated by dividing the number of dead

cells (PI?/Hoechst?) by the total number of cells

(Hoechst?).

The positive cells were measured using ImageXpress

Micro Confocal (Molecular Devices) and calculated using

MetaXpress software (Molecular Devices).

Western Blotting Analysis

Hippocampal tissue was lysed using a membrane protein

and cytoplasmic protein extraction kit together with

protease and phosphatase inhibitors (KeyGEN Biotech

Co., Ltd), and proteins were isolated according to the

manufacturer’s instructions. Membrane protein and cyto-

plasmic protein were quantified using a BCA protein

reagent kit (KeyGEN Biotech Co., Ltd). The proteins were

separated by 8% or 10% SDS-PAGE and transferred to 0.2

lm PVDF membranes (Bio-Rad). Membranes were

blocked with 5% BSA in Tris-buffered saline (TBS) with

0.1% Tween-20 for 2 h at 22 ± 2�C and then incubated at

4�C overnight with the following antibodies: anti-TRPV4

(1:400, PA5-41066, Thermo Fisher), anti-NMDAR2B

(1:500, MA1-2014, Thermo Fisher), anti-p-NMDAR2B

(1472) (1:500, ab3856, Abcam), anti-NLRP3 (1:400,

A14223, Abclonal), anti-ASC (1:500, YT0365, Immuno-

Way), anti-caspase-1 (1:400, ab179515, Abcam), anti-IL-

1b (1:1000, A16288, Abclonal), and anti-IL-18 (1:500,

A16737, Abclonal). After washing with TBS containing

0.1% Tween-20, blots were incubated in horseradish

peroxidase-conjugated secondary antibody (1:2000,

ZSGB-BIO) for 1 h at 22 ± 2�C. Bands of proteins bound
to antibodies were detected using a chemiluminescence

detection system (Pro-light HRP Chemiluminescent Kit,

TianGen Biotech). Densitometric analysis was performed

using Quantity One software (Bio-Rad). These analyses

were normalized to b-actin (1:1000, 4970S, CST).

Cell Culture and Treatment

All experimental protocols were approved by the Institu-

tional Animal Care and Use Committee (IACUC number:

IACUC-2018-107, National Beijing Center for Drug Safety

Evaluation and Research, Beijing, China). Primary cultures

of rat hippocampal neurons were aseptically obtained from

the hippocampus of E17–E18 Wistar rat embryos. The

hippocampi were treated with 0.25% trypsin in Ca2?- and

Mg2?-free Hank’s balanced salt solution for 15 min in a

CO2 incubator, and then washed with 10% fetal bovine

serum in Dulbecco’s modified Eagle’s medium to stop

trypsin activity. The samples were then transferred to

Neurobasal medium (Thermo Fisher) supplemented with

B27 (1:50 dilution, Thermo Fisher) and GlutaMAXTM-1

(1:100, Thermo Fisher). The neurons were plated at 4.0–6.0

9 105 cells/well in 96 or 6-well plates, which were

pretreated with poly-D-lysine (0.1 mg/mL). The cultures

were maintained in a humidified incubator under 5% CO2

at 37�C. Hippocampal neurons were grown for 7 days in

culture plates before being used for experiments. First, they

were treated with different concentrations of NMDA

(50–500 lmol/L) to determine an appropriate dose

(Fig. S1). To explore the protective effect of the TRPV4

antagonist GSK2193874 on primary hippocampal neurons

against NMDA-induced cytotoxicity, three comparison

groups were studied: the control group, in which neurons

were treated with solvent (0.01% DMSO); the NMDA

group, in which neurons were treated with NMDA (50–500

lmol/L) for 24 h; and the GSK group, in which neurons

were treated with GSK2193874 (50–500 nmol/L) for 24 h

before NMDA exposure.

Electrophysiological Recording

Whole-cell patch-clamp recording was performed at

22–24�C. Hippocampal neurons were visualized on an

inverted microscope (IX71, Olympus, Japan). Inward

current (INMDA) was recorded using an EPC-10 amplifier

(HEKA Elektronik, Lambrecht/Pfalz, Germany). Neurons

were continuously perfused with an external solution of the

following composition (in mmol/L): NaCl 140, KCl 4.0,

CaCl2 2.0, HEPES 10, and D-glucose 5. The pH was

adjusted to 7.4 with NaOH. Glass pipettes (resistance 4–5

MX) were pulled from borosilicate glass capillaries on a

micropipette puller (P97, Sutter Instruments, USA) and

filled with an internal solution of the following composi-

tion (in mmol/L): NaCl 10, CsMes 110, MgCl2 2, HEPES

10, EGTA 10, Na2-ATP 2, and Na2-GTP 0.2. The pH was

adjusted to 7.2 with CsOH.

When recording INMDA, hippocampal neurons were held

at -70 mV. First, NMDA (100 lmol/L) and glycine (10

lmol/L) were applied by local pressure perfusion, followed

by NMDA, glycine, and GSK2193874 (0.3 and 3 lmol/L).

Strychnine (1 lmol/L), bicuculline (10 lmol/L), NBQX

(10 lmol/L), and QX314 (10 mmol/L) were added to the

solution to block glycine receptors, GABAA receptors,

AMPA receptors, and voltage-gated Na? channels, respec-

tively. Data were collected by PatchMaster software

(HEKA Elektronik) and analyzed with IGOR-Pro

(WaveMetrics Inc.).
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Cell Viability Assay

Cells were seeded in 96-well plates at 4.0 9 105 cells/mL.

NMDA at 100 lmol/L was chosen as the appropriate dose

for experiments, based on its toxicity to cells and to ensure

a certain cell survival rate. After treatment, 20 lL 3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide

(MTT) (KeyGEN Biotech Co., Ltd) was added to each

well, and the cells were incubated for 4 h at 22–24�C. After
incubation, MTT was removed and 200 lL DMSO was

added to solubilize the formazan crystals that formed in the

intact cells. Absorbance was measured at 470 nm with

SpectraMax (Molecular Devices). Each group included 8

wells. The results are expressed as the percentage of MTT

reduction in the treated cells, assuming taking the

absorbance of the control cells as 100%. Cell viability

was calculated as OD470 (treatment)/OD470 (control).

Lactate Dehydrogenase Release Assay

Cell death or cytotoxicity is classically evaluated by the

quantification of plasma membrane damage. Lactate dehy-

drogenase (LDH) is a marker of membrane integrity and

the amount released into the culture medium was measured

using a diagnostic kit (BioVision), according to the

manufacturer’s instructions. NMDA at 100 lmol/L was

used. Each group included 10 wells.

RNA Silencing

Rat primary hippocampal neurons were transfected with a

negative control (NC) siRNA (4390843, Thermo Fisher) or

TRPV4-siRNA (s134883, Thermo Fisher) using the Lipo-

fectamine RNAiMAX kit (1295300, Thermo Fisher),

following the manufacturer’s instructions. The siRNA

duplex was diluted in Opti-MEM I medium without serum

and gently mixed with Lipofectamine RNAiMAX. Then,

they were mixed in a 1:1 ratio to form the siRNA duplex/

Lipofectamine RNAiMAX complexes. The complexes

were incubated for 15 min at 22–24�C. The complexes

were then added to the wells at 4 9 105 cells/well to a final

siRNA concentration of 10 nmol/L. The contents were

mixed gently and cells were incubated for 24 h at 37�C in a

CO2 incubator.

Calcium Imaging

[Ca2?]i was measured with Fluo-4/AM Direct Calcium

Assay kits (Invitrogen). A total of 50 lL of the 2 9 Fluo-4

Direct Ca2? reagent loading solution per well was added to

a 96-well plate, 1:1 with Neurobasal medium. The plates

were incubated at 37�C for 60 min and then treated with

Hoechst 33342. Each group included 6 wells. Fluorescein

isothiocyanate and DAPI fluorescence were measured

using the ImageXpress Micro Confocal system (Molecular

Devices). The mean of the average cell intensity was

calculated using MetaXpress software (Molecular

Devices).

Statistical Analysis

Data are expressed as the mean ± SD. Fisher’s exact test

was used to compare the survival rates between groups.

Comparisons among more than two groups were performed

using one-way ANOVA followed by Dunnett’s multiple

comparisons test. The differences between two treatments

for the same sample were compared using the paired t-test.

The criterion for statistical significance was P \0.05.

Results were analyzed using SPSS 20.0 software (SPSS

Inc., Chicago, IL, USA).

Results

Effect of GSK2193874 on Soman-Induced Seizures

and Histopathological Lesions in Rats

Sprague-Dawley rats were challenged with soman (160 lg/
kg, s.c., 1.4 9 LD50). To increase the survival rate, all

animals were administered HI-6 (125 mg/kg, i.p.) 30 min

before soman exposure to block peripheral effects [3] such

as respiratory depression. A behavioral seizure score of

stage 4 was reached within 30–60 min in the soman group,

and SE stopped spontaneously within 6–8 h, while

behavioral seizures were significantly suppressed by the

TRPV4 antagonist GSK2193874 within 60–90 min

(Fig. 1A, P\0.05). The mortality rate in the soman-treated

rats was 61.9% (42 in total, 26 deaths), while the

administration of GSK2193874 markedly decreased this

to 25.6% (39 in total, 10 deaths).

Hippocampal tissue was collected from rats for H&E

staining 24 h after soman exposure. Histological examina-

tion indicated that the CA1 hippocampal neurons of control

rats showed structural integrity with distinct and well-

characterized round nucleoli (Fig. 1B-I). Compared with

the control group, soman exposure caused severe damage

in the rat hippocampi, manifested as loose structure,

neuronal loss, and nuclear pyknosis (Fig. 1B-II).

GSK2193874 significantly reduced the histopathologic

lesions caused by soman exposure (Fig. 1B-III).

Effect of GSK2193874 on TRPV4 Expression in Rat

Hippocampus after Soman Exposure

To investigate the effect of soman exposure (160 lg/kg,
s.c.) on the expression levels of TRPV4 in the
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hippocampus, Western blot (WB) (Fig. 2A) and

immunofluorescence analyses (Fig. 2B) were performed.

WB analysis showed that the expression of TRPV4 was up-

regulated after soman exposure compared to that in the

control group (Fig. 2A, P\0.001); however, GSK2193874

treatment abrogated the TRPV4 expression (Fig. 2A,

P \0.05). Immunofluorescence analysis showed that the

percentage of TRPV4-positive cells markedly increased

from 4.83 ± 1.03% to 28.18 ± 3.03% after soman

exposure (Fig. 2B, P \0.001); however, GSK2193874

treatment significantly decreased the ratio from 28.18 ±

3.03% to 13.1 ± 2.09% (Fig. 2B, P\0.05). These results

indicate that TRPV4 expression in the rat hippocampus is

significantly increased after soman exposure and this is

reversed by GSK2193874.

Effect of GSK2193874 on NMDA Receptor Function

To explore the molecular mechanisms by which the

TRPV4 channel might be involved in soman-induced

excitotoxicity, we tested the effect of a TRPV4 antagonist

on the phosphorylation of the NMDAR 2B subunit (NR2B)

protein, a key factor in excitotoxicity [34]. WB analysis

showed that NR2B phosphorylation was significantly

increased in rat hippocampus after soman exposure com-

pared with the control group, and the phosphorylation was

remarkably reversed by GSK2193874 (Fig. 3A, P\0.001).

Patch clamp was used to further explore whether

TRPV4 inhibition modulates NMDAR function. After

application of NMDA (100 lmol/L) and glycine (10

lmol/L) to primary cultured rat hippocampal neurons, an

inward current (INMDA) was recorded. According to the

results, the current was blocked by the specific NMDAR

antagonist D-AP5 (100 lmol/L), confirming its mediation

by the NMDAR (Fig. 3B). The NMDA-activated current

was markedly decreased by 11.13 ± 2.67% from -619.7 ±

68.15 pA to -557 ± 80.76 pA after application of 0.3

lmol/L GSK2193874 (Fig. 3B, n = 6, paired t-test,

P\0.01), and decreased by 19.11 ± 2.24% from -619.7

± 68.15 pA to -457.7 ± 89.36 pA after application of 3

lmol/L GSK2193874 (Fig. 3B, n = 6, paired t-test,

Fig. 1 GSK2193874 inhibits behavioral seizures and the develop-

ment of histopathologic lesions induced by soman. Soman group (n =

14): rats were treated with HI-6 (125 mg/kg i.p.) before soman

injection (160 lg/kg, s.c.); GSK2193874 (GSK) group (n = 12): rats

were additionally treated with the TRPV4 antagonist GSK2193874 (1

mg/kg, i.v.) immediately after HI-6 injection and before soman

injection. A Maximum Racine scale scores (means ± SD; *P\0.05

vs soman group, one-way ANOVA). B Development of soman-

induced histopathological lesions in the CA1 hippocampal area is

attenuated by GSK2193874 (9 200, original magnification, scale

bars, 50 lm). B-I Control group retains the typical appearance of

normal neurons with a clear edge and uniform size. B-II Soman

exposure decreases the volume of neurons and leads to nuclear

pyknosis (white arrow) and loss of neurons (black arrow). B-III
GSK2193874 reduces the histopathologic lesions caused by soman

exposure.
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P \0.001). These results imply that blocking TRPV4

inhibits NMDAR function.

Action of GSK2193874 Against NMDA-Induced

Excitotoxicity In Vitro and In Vivo

To determine whether TRPV4 is involved in NMDA-

mediated excitotoxicity, we further explored the effect of

GSK2193874 (1 mg/kg, i.v.) against NMDA-induced (100

mg/kg, i.p.) seizures and death in rats. Memantine, an

NMDAR antagonist, was used as a positive control. As

shown in Table 1, memantine (20 mg/kg, i.p.) delayed the

onset of seizures and completely prevented rat death

(Table 1, P \0.05, \0.001), but had no effect on tonic-

clonic seizure control. Meanwhile, pretreatment with

GSK2193874 delayed the onset of seizures and reduced

the tonic-clonic seizures and mortality induced by NMDA

(Table 1, P\0.05,\0.001).

To confirm the neuroprotective properties of

GSK2193874 on NMDA-induced excitotoxicity in vitro,

its effects on cytotoxicity induced by NMDA in primary

cultured rat hippocampal neurons were evaluated by the

MTT and LDH release assays. Cells were pretreated with

GSK2193874 for 24 h, then exposed to NMDA (100 lmol/

L) for a further 24 h (Fig. 4A). GSK2193874 (50, 100, 200,

and 500 nmol/L) increased the cell viability from 61.41%

to 90.05%, 84.18%, 91.04%, and 89.81%, respectively,

compared with the GSK 0 nmol/L group (Fig. 4A, P\0.05)

while reducing the LDH release from 10.58% to 6.33%,

6.13%, 4.74%, and 4.86%, respectively (Fig. 4B,

P\0.001).

Cell death was also assessed using Hoechst/PI dual

staining. This showed that the rate of cell death increased

from 19.3% to 27. 9% after NMDA exposure (100 lmol/L)

for 24 h (Fig. 4C, P \0.05), whereas pretreatment with

GSK2193874 (200 nmol/L) for 24 h reduced the death rate

to 16% (Fig. 4C, P \0.001), compared with the NMDA

group.

To assess the effect of GSK2193874 on the [Ca2?]i after

NMDA exposure, cytoplasmic Ca2? levels were measured

by Ca2?-sensitive Fluo-4/AM staining (Fig. 4D). NMDA

treatment (100 lmol/L) increased the [Ca2?]i compared

with that of the control group (Fig. 4D, P \0.05).

Pretreatment with GSK2193874 (200 nmol/L) for 24 h

attenuated the NMDA-induced Ca2? accumulation com-

pared with that of the NMDA-treated group (Fig. 4D,

P \0.05). The above results demonstrated that TRPV4

inhibition attenuates the excitotoxicity induced by NMDA

in vitro and in vivo.

Fig. 2 GSK2193874 inhibits

TRPV4 expression in the hip-

pocampus of rats exposed to

soman. Protein expression of

TRPV4 was assessed by

(A) Western blotting and (B)
immunofluorescence (red,

TRPV4; blue, Hoechst; 9200,

original magnification; scale

bars, 50 lm). TRPV4?/

Hoechst? cells are TRPV4-pos-

itive cells, and Hoechst? cells

are total cells. Soman group:

rats were treated with HI-6 (125

mg/kg i.p.) before soman injec-

tion (160 lg/kg, s.c.);
GSK2193874 (GSK) group: rats

were additionally treated with

the TRPV4 antagonist

GSK2193874 (1 mg/kg, i.v.)

immediately after HI-6 injection

and before soman injection;

Control group: rats received HI-

6 and solvent instead of antag-

onist and soman (mean ± SD,

n = 6; ***P\0.001 vs control
group, #P\0.05 vs soman

group, one-way ANOVA and

Dunnett’s multiple comparison

test).
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Effect of TRPV4 siRNA on Rat Primary Neuron

Viability and Intracellular Ca21 Accumulation

in NMDA-Induced Excitotoxicity

TRPV4 was knocked down using a specific siRNA (10

nmol/L) and transfected cells were cultured for 24 h with or

without NMDA. Cell viability was reduced after NMDA

treatment (100, 200, and 400 lmol/L) compared with that

of the NC siRNA group, while TRPV4 siRNA reversed the

decrease in cell viability after NMDA exposure (200 and

400 lmol/L) (Fig. 5A, P\0.05), similar to the effects of

GSK2193874.

Fig. 3 GSK2193874 inhibits NMDA receptor function.

A GSK2193874 inhibits NR2B phosphorylation in the hippocampus

of rats exposed to soman. Soman group: rats were treated with HI-6

(125 mg/kg i.p.) before soman injection (160 lg/kg, s.c.);

GSK2193874 (GSK) group: rats were additionally treated with the

TRPV4 antagonist GSK2193874 (1 mg/kg, i.v.) immediately after HI-

6 injection and before soman injection; Control group: rats received

HI-6 and solvent instead of the antagonist and soman (mean ± SD,

n = 6; ***P\0.001 vs control group, ###P\0.001 vs soman group,

one-way ANOVA and Dunnett’s multiple comparison test).

B GSK2193874 inhibits INMDA in primary cultured rat hippocampal

neurons. In the presence of 0.3 lmol/L and 3 lmol/L GSK2193874,

INMDA decreases by 11.13 ± 2.67% and 19.11 ± 2.24%, respectively

(n = 6; **P\0.01, ***P\0.001 vs NMDA 100 lmol/L group, paired

t-test).
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Table 1 Effect of GSK2193874

against NMDA-induced sei-

zures and death in rats

Tonic-clonic seizures Latency for

seizure onset (s)

Mortality

NMDA 95% (19/20) 363.5 ± 173.8 45% (9/20)

Memantine ? NMDA 90% (18/20) 627.4 ± 224.1 * 0% (0/20) ***

GSK2193874 ? NMDA 65% (13/20) *# 1096.9 ± 558.9 *# 10% (2/20) ***

Data are shown as the mean ± SD, *P\0.05, ***P\0.001 vs NMDA group; #P\0.05 vs Memantine ?

NMDA group.

Fig. 4 NMDA-induced cytotoxicity is prevented by GSK2193874.

Effect of GSK2193874 against NMDA-induced cytotoxicity assessed

by MTT (A, n = 8) and LDH release (B, n = 10) assays. Neurons were

pretreated with GSK2193874 (50, 100, 200, and 500 nmol/L) for 24 h,

and then exposed to NMDA (100 lmol/L) for 24 h [means ± SD;
#P\0.05 vs control group, *P\0.05, ***P\0.001 vs GSK2193874
(0 nmol/L) group]. C PI?/Hoechst? cells are dead cells, and the

number of Hoechst? cells indicates the total number of cells (green,

PI; blue, Hoechst; original magnification 9200; scale bars, 50 lm;

mean ± SD, n = 25; *P \0.05 vs control group, ###P \0.001 vs
NMDA group. D Intracellular Ca2? concentrations measured with

Fluo-4 Direct Calcium Assay kits (green, Fluo-4; blue, Hoechst;

original magnification 9200; scale bars, 50 lm; mean ± SD, n = 8;

*P \0.05 vs control group, #P \0.05 vs NMDA group, one-way

ANOVA and Dunnett’s multiple comparison test).
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Fig. 5 Knock-down of TRPV4 with siRNA-attenuated NMDA-

induced cytotoxicity and calcium accumulation in primary cultured

hippocampal neurons. Neurons were pretreated with TRPV4 siRNA

(10 nmol/L) for 24 h, and then exposed to NMDA (100 lmol/L) for

24 h. A Cell viability evaluated by MTT assays (mean ± SD, n = 6;

*P\0.05 vs NC siRNA group, #P\0.05 vs NMDA 0 lmol/L group.

B, C Intracellular Ca2? concentrations measured using Fluo-4 Direct

Calcium Assay kits (green, Fluo-4; blue, Hoechst; original magnifi-

cation 9200; scale bars, 50 lm; mean ± SD, n = 7; *P \0.05 vs
negative siRNA group, #P \0.05 vs NMDA group, ANOVA and

Dunnett’s multiple comparison test).

Fig. 6 Activation of astrocytes and microglial cells by soman is

attenuated by GSK2193874. Soman group: rats were treated with HI-

6 (125 mg/kg i.p.) before soman injection (160 lg/kg, s.c.);

GSK2193874 (GSK) group: rats were additionally treated with the

TRPV4 antagonist GSK2193874 (1 mg/kg, i.v.) immediately after HI-

6 injection and before soman injection; Control group: rats received

HI-6 and solvent instead of the antagonist and soman. Iba-1 and

GFAP reflect the activation state of microglial cells and astrocytes,

respectively. A, B Protein levels of Iba-1 (A) and GFAP (B) (mean ±

SD, n = 3; *P\0.05 vs control group, #P\0.05 vs soman group, one-

way ANOVA and Dunnett’s multiple comparison test).
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Moreover, NMDA treatment (100 lmol/L) increased the

[Ca2?]i compared with that in the NC siRNA group,

whereas TRPV4 siRNA attenuated the NMDA-induced

Ca2? accumulation (Fig. 5B, C; P\0.05).

Effect of GSK2193874 on Microglia and Astrocyte

Activation in Rat Hippocampus after Soman

Exposure

Glial cells are vital for the initiation of neuroinflammatory

responses. In the present study, we explored the effects of a

TRPV4 antagonist on soman-induced microglial cell and

astrocyte activation. Iba-1 was used as a marker for

microglial cells and GFAP (glial fibrillary acidic protein)

for astrocytes. The expression level of Iba-1 protein was

increased in the rat hippocampus after soman exposure,

whereas GSK2193874 abrogated the effects of soman

exposure on Iba-1 (Fig. 6A, P\0.05). The expression of

GFAP was markedly increased after soman exposure

Fig. 7 GSK2193874 inhibits

NLRP3 inflammasome expres-

sion and pro-inflammatory

cytokine production in rat hip-

pocampus after soman expo-

sure. Soman group: rats were

treated with HI-6 (125 mg/kg

i.p.) before soman injection

(160 lg/kg, s.c.); GSK2193874
(GSK) group: rats were addi-

tionally treated with the TRPV4

antagonist GSK2193874 (1 mg/

kg, i.v.) immediately after HI-6

injection and before soman

injection; Control group: rats

received HI-6 and solvent

instead of the antagonist and

soman. (A–F) Western blots

(A) and analysis of NLRP3 (B),
ASC (C), caspase-1 (D), IL-1b
(E), IL-18 (F), and b-actin pro-

tein levels (mean ± SD, n = 3;

*P\0.05, ***P\0.001 vs con-
trol group, #P\0.05,
###P\0.001 vs soman group,

one-way ANOVA and Dun-

nett’s multiple comparison test).

Table 2 Incidence and latency of seizures in WT and TRPV4-KO

mice after soman exposure

Incidence of seizures Latency for seizure onset (s)

WT 100% (10/10) 419.7 ± 111.5

TRPV4-KO 70% (7/10)* 603.7 ± 212.3*

Data are shown as the mean ± SD, *P\0.05, vs WT.
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(Fig. 6B, P\0.05) and attenuated by GSK2193874. These

results indicated that soman exposure leads to the activa-

tion of microglia cells and astrocytes, while GSK2193874

inhibits it.

Effect of GSK2193874 on NLRP3 Inflammasome

Activation and Downstream Pro-inflammatory

Cytokine Production in Rat Hippocampus after So-

man Exposure

The protein expression levels of NLRP3, ASC, and

caspase-1 (Fig. 7A–D) were increased in rat hippocampus

after soman exposure compared with the control group (P

\ 0.05, P \ 0.001). Inflammatory cytokines IL-1b
(Fig. 7A, E) and IL-18 (Fig. 7A, F) were also markedly

increased after soman exposure (P \ 0.05). However,

pretreatment with GSK2193874 reversed the effect of

soman exposure on NLRP3 inflammasome activation and

IL-1b and IL-18 cytokine expression (Fig. 7A–F, P \
0.05). These results indicated that soman promotes NLRP3

inflammasome activation and neuroinflammation, and this

is reversed by TRPV4 inhibition.

TRPV4-knockout Protects Against Soman-induced

Neurotoxicity by Suppressing NMDAR and NLRP3

To confirm the role of the TRPV4 channel in soman-

induced neurotoxicity, we used TRPV4 knockout mice.

Wild-type (WT) and TRPV4-KO mice were administered

HI-6 (125 mg/kg i.p.) 30 min prior to soman exposure to

block peripheral effects, and then were challenged with

soman (125 lg/kg, s.c.). The results showed that, compared

with the WT mice, TRPV4-KO mice had fewer seizures, a

prolonged seizure latency (Table 2, P\0.05), and a higher

survival rate (Fig. 8A, P \0.05). The H&E staining

assessment of hippocampal tissue indicated that the

neurons of WT control mice were structurally intact with

distinct and well-characterized round nucleoli. Soman

exposure, however, caused severe pathological injury in

the hippocampus of WT mice, with neuronal loss and

nuclear pyknosis. Interestingly, assessment of the hip-

pocampal neurons of the TRPV4-KO mice showed reduced

histopathological lesions after soman exposure compared

with WT mice (Fig. 8B)

To confirm the impact of TRPV4 on soman-induced

hyperfunction of NMDARs, NR2B phosphorylation was

measured in WT and TRPV4-KO mice by western blot.

The results showed that NR2B phosphorylation was higher

in the hippocampus of WT mice after soman exposure than

in the WT control group, and the phosphorylation was

remarkably reversed in the TRPV4-KO group (Fig. 8C, P

\0.05).

Then we explored the effects of TRPV4 deletion on

soman-induced microglial and astrocyte activation. The

protein levels of both Iba-1 and GFAP were increased in

WT mice hippocampus after soman exposure, while

knocking out TRPV4 abrogated the effects of soman

exposure on the activation of microglia and astrocytes

(Fig. 8D–F, P\0.05).

The effects of the deletion of TRPV4 on the activation

of the NLRP3 inflammasome and the production of

downstream pro-inflammatory cytokines in mouse hip-

pocampus after soman exposure were measured by western

blot. The expression levels of NLRP3, ASC, and caspase-1

protein were increased in WT hippocampus after soman

exposure compared the WT control group (P \0.05)

(Fig. 8G–J). Meanwhile, IL-1b and IL-18 were also clearly

increased after soman exposure (P\0.05) (Fig. 8G, K, L).

However, the soman-induced NLRP3 inflammasome acti-

vation and IL-1b and IL-18 production were abrogated in

the TRPV4-KO mice (Fig. 8G–L, P\0.05). These results

indicated that soman promotes NLRP3 inflammasome

activation and neuroinflammation, which can be reversed

by deleting TRPV4.

Discussion

Several studies have focused on the role of TRPV4 in

modulating nervous system functions due to its widespread

expression and Ca2? permeability. Reports have demon-

strated that the neurotoxicity caused by TRPV4 over-

activation is an important factor in intracerebral

cFig. 8 TRPV4-KO mice are protected against soman exposure. WT

mice and TRPV4-KO mice were treated with HI-6 (125 mg/kg i.p.)

before soman injection (125 lg/kg, s.c.). A Survival rates calculated

as the number of living mice (24 h after soman exposure) divided by

the total number of mice (n = 10; *P\0.05 vs WT ? soman group.

B Histological assessment showing severe injury, neuron loss, and

nuclear pyknosis in the WT ? soman group; TRPV4-KO reduces the

histopathologic lesions in the hippocampus of mice caused by soman

exposure (9 200, original magnification, scale bars, 50 lm).

C TRPV4-KO inhibits NR2B phosphorylation in the hippocampus

of mice exposed to soman, compared to the WT ? soman group

(mean ± SD, n = 3; *P\0.05 vsWT group, #P\0.05 vsWT ? soman

group. D, E Iba-1 reflects the activation state of microglial cells.

Activation of astrocytes and microglial cells induced by soman is

attenuated by TRPV4-KO (mean ± SD, n = 3; *P \0.05 vs WT

group, #P \0.05 vs WT ? soman group). D, F GFAP reflects the

activation of astrocytes. Activation of astrocytes induced by soman is

attenuated by TRPV4-KO (mean ± SD, n = 3; *P \0.05 vs WT

group, #P\0.05 vs WT ? soman group). G–L Western blots (G) and

analysis of expression of the NLRP3 inflammasome complex proteins

NLRP3 (H), ASC (I), caspase-1 (J), and downstream inflammatory

cytokines IL-1b (K), IL-18 (L), and b-actin (mean ± SD, n = 3;

*P\0.05 vs WT group, #P\0.05 vs WT ? soman group, one-way

ANOVA and Dunnett’s multiple comparison test).
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hemorrhage and cerebral ischemic injury [35, 36]. Seizure-

related neural activity triggered by an increase in brain

temperature is blocked by a TRPV4 antagonist in larval

zebrafish [25]. Furthermore, TRPV4 expression is signif-

icantly increased in cortical tubers of the tuberous sclerosis

complex, a known form of therapy-refractory epilepsy [37].

Taken together, these data imply that TRPV4 is involved in

the pathogenesis of epilepsy. In this study, we demon-

strated that TRPV4 blockade or deletion was protective

against soman-induced SE and neuroinflammation. Its

mechanisms of action included a decrease in NMDAR-

mediated excitotoxicity and suppression of the NLRP3-

mediated neuroinflammatory response.

Our data showed that exposure to soman led to an

increase of TRPV4 protein levels in rat hippocampal cells,

while treatment with the TRPV4 antagonist GSK2193874

protected the cells against soman poisoning, as reflected by

improved survival rates and suppressed behavioral sei-

zures. Unlike anticholinergics, GSK2193874 did not block

the onset of soman-induced seizures in rats, but did relieve

and terminate seizures, similar to the effect of NMDA

antagonists [10]. The reason for this phenomenon is that

the seizures after soman exposure are initiated by an

increase in ACh levels following the irreversible inhibition

of brain AChE by soman. Once initiated, non-cholinergic

neurotransmitter systems, especially the NMDARs of the

glutamatergic excitatory amino-acid system, are rapidly

perturbed by the excitatory activity of the seizure itself, and

as it progresses, non-cholinergic excitatory activity grad-

ually gains control over the seizure independent of the

initiating cholinergic drive [3]. Activation of NMDARs

sustains seizure activity and increases the excessive levels

of [Ca2?]i, which launches biochemical reactions that lead

to neuronal death. Previous studies have suggested that the

NR2B subunit of NMDARs is the major factor in

excitotoxicity, with the phosphorylation of tyrosine 1472

(Tyr1472) site of NR2B considered as the vital pathway for

excitotoxicity [34, 38]. In our study, soman exposure led to

NMDAR activation via up-regulation of NR2B phospho-

rylation (Tyr1472) in the rat hippocampus, which was

reversed by GSK2193874 or TRPV4-KO. Moreover, our

in vitro experiments showed that NMDA-induced INMDA

was markedly attenuated by a TRPV4 antagonist indicating

that TRPV4 inhibition impedes activation of NMDARs and

their mediated INMDA. Furthermore, NMDA-induced neu-

rotoxicity was significantly increased in rat primary

cultured hippocampal neurons, and pretreatment with

GSK2193874 or TRPV4 siRNA reduced the cytotoxicity

after NMDA exposure, as reflected in increased cell

viability and reduced LDH release. Furthermore, NMDA-

induced Ca2? accumulation was also inhibited by

GSK2193874 or TRPV4 siRNA. Therefore, our findings

strongly suggest that TRPV4 activation induces NMDAR-

mediated excitotoxicity, resulting in seizures and sec-

ondary brain injury after soman exposure. This is supported

by a previous study using a cerebral ischemia model, which

indicated that activation of TRPV4 facilitates and prolongs

the glutamate excitotoxicity by potentiating the NMDAR

response [24]. In addition, there are limitations in the

clinical applications of NMDA antagonists due to their

side-effects [39–42]; blocking the TRP channel appears to

inhibit NMDAR function by diminishing membrane depo-

larization and not by directly blocking NMDARs [43, 44],

suggesting that TRPV4 is a promising novel target for

treatment. However, more evidence is required, and the

specific mechanisms of action need to be elucidated in

future work.

TRPV4 is strongly expressed in rat hippocampal astro-

cytes and microglial cells that have been reported to be

involved in neuronal injury induced by neuroinflammation.

More specifically, TRPV4 is responsible for amyloid b-
induced neuronal and astrocytic damage [20] and, in its

closed state, inhibits the influx of Ca2?i and decreases the

levels of IL-1b and TNF-a in lipopolysaccharide-activated

microglial cells [45]. A recent study showed that the

TRPV4 agonist GSK1016790A initiates the NLRP3-re-

lated inflammatory process by activating astrocytes and

microglia [27]. The NLRP3 inflammasome, an integral part

of the innate immune system, is a cytoplasmic complex in

which NLRP3 interacts with the adaptor protein ASC to

enable the recruitment and activation of caspase-1, leading

to the maturation of IL-1b and IL-18. In our study,

astrocytes and microglial cells were activated in the

hippocampus of rats and mice after soman exposure and

were attenuated by GSK2193874. Furthermore, blocking or

deletion of TRPV4 inhibited the up-regulation of NLRP3,

ASC, caspase-1, and the downstream IL-1b and IL-18

protein levels induced by soman. Our results suggest that

TRPV4 is involved in the activation of astrocytes and

microglia induced by soman and we provide the first

evidence that NLRP3 is involved in the inflammatory

response after soman exposure, which may be regulated by

the TRPV4 channel.

In conclusion, we demonstrated that the ‘‘dual-switch’’

function of TRPV4 mediating Ca2? influx causes changes

in downstream pathways, leading to seizures and secondary

brain injury when exposed to soman. Once we turned off

the switch by blocking or deleting the TRPV4 channel, a

marked protective effect against soman-induced SE and

neuroinflammation occurred, via decreased NMDAR-me-

diated excitotoxicity and reduction in the NLRP3-mediated

neuroinflammatory response. The present study provides

useful data for future research, particularly for the treat-

ment of casualties caused by exposure to nerve agents or

organophosphorus pesticides.
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Abstract The medium spiny neurons (MSNs) in the

nucleus accumbens (NAc) integrate excitatory and inhibi-

tory synaptic inputs and gate motivational and emotional

behavior output. Here we report that the relative intensity

of excitatory and inhibitory synaptic inputs to MSNs of the

NAc shell was decreased in mice with neuropathic pain

induced by spinal nerve ligation (SNL). SNL increased the

frequency, but not the amplitude of spontaneous inhibitory

postsynaptic currents (sIPSCs), and decreased both the

frequency and amplitude of spontaneous excitatory post-

synaptic currents (sEPSCs) in the MSNs. SNL also

decreased the paired-pulse ratio (PPR) of evoked IPSCs

but increased the PPR of evoked EPSCs. Moreover, acute

bath application of C–C motif chemokine ligand 2 (CCL2)

increased the frequency and amplitude of sIPSCs and

sEPSCs in the MSNs, and especially strengthened the

amplitude of N-methyl-D-aspartate receptor (NMDAR)-

mediated miniature EPSCs. Further Ccl2 overexpression in

the NAc in vivo decreased the peak amplitude of the

sEPSC/sIPSC ratio. Finally, Ccr2 knock-down improved

the impaired induction of NMDAR-dependent long-term

depression (LTD) in the NAc after SNL. These results

suggest that CCL2/CCR2 signaling plays a role in the

integration of excitatory/inhibitory synaptic transmission

and leads to an increase of the LTD induction threshold at

the synapses of MSNs during neuropathic pain.

Keywords E/I balance � Synaptic transmission � LTD �
CCL2 � CCR2 � Nucleus accumbens � Neuropathic pain

Introduction

The nucleus accumbens (NAc) plays a critical role in

mediating reward, motivation, depression, and chronic

pain. Medium spiny neurons (MSNs), the main projection

neurons in the NAc, are involved in a decrease of

motivation under chronic pain conditions [1], as well as

an increase of pain sensitivity and the induction of

depression after nerve injury [2, 3]. Interrupting the

activity of the MSNs in the medial shell of the NAc

relieves peripheral nerve injury-induced neuropathic pain

in rats [4]. Electrophysiological studies have shown that

nerve injury changes the excitatory glutamatergic trans-

mission at synapses of MSNs in the NAc [1, 2], manifested

as a decreased ratio of a-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid receptor (AMPAR)- to N-methyl-

D-aspartate receptor (NMDAR)-mediated currents [1] and

changes in the function of specific AMPAR and NMDAR

subunits [1, 5]. Accordingly, the expression levels of the

GluA1 subunit of the AMPAR and the GluN2B subunit of

the NMDAR are increased on the postsynaptic membrane

surface in MSNs of the NAc under neuropathic pain

conditions [1, 5–7]. Although chronic pain-induced neural

adaptations at excitatory glutamatergic synapses have been

investigated, little is known about how inhibitory synaptic

input to MSNs of the NAc is affected during neuropathic

pain.
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The MSNs integrate GABAergic inhibitory synaptic

inputs from intrinsic and extrinsic sources [8, 9]. Finely-

tuned excitatory and inhibitory synaptic transmission to a

neuron regulates the functional state for action potential

discharge and gates synaptic plasticity [10–12]. It has been

demonstrated that impaired excitatory/inhibitory (E/I)

balance in the spinal cord contributes to central sensitiza-

tion and chronic pain [12]. In the brain, disruption of the

E/I balance in the somatosensory cortex is linked to large-

scale neuronal plasticity and pain sensitivity in mice with

multiple sclerosis [13]. More recent evidence has shown

that nerve injury attenuates the overall E/I balance of

basolateral amygdala inputs to prefrontal cortex neurons

[14]. The NAc shell plays an important role in mediating

neuropathic pain [2, 15]. Whether the E/I synaptic balance

in the MSNs of NAc shell is altered under neuropathic pain

condition deserves investigation.

Chemokine CCL2 (also called monocyte chemoattrac-

tant protein 1) and its receptor CCR2 are involved in the

pathogenesis of neuropathic pain via increasing gluta-

matergic synaptic transmission in the spinal cord [16]. In

addition, our recent study showed that peripheral nerve

injury increases the expression of CCL2 and CCR2 in the

MSNs of the NAc shell. Importantly, inhibition of CCR2 in

the NAc shell by shRNA or an antagonist attenuates spinal

nerve ligation (SNL)-induced neuropathic pain and the

associated depressive behaviors in mice [3]. Consistent

with this, overexpression of CCL2 in the NAc induces pain

hypersensitivity and depression-like behaviors [3]. In

addition, CCL2/CCR2 increases NMDAR-mediated cur-

rents in the cells via activating extracellular signaling-

regulated kinase (ERK) [3, 17]. It has been reported that

the enhanced function of NMDARs modulates the magni-

tude of long-term depression (LTD) induced by low-

frequency stimulation (LFS) at MSN synapses in the NAc

[18, 19]. Moreover, nerve injury- or inflammation-induced

chronic pain attenuates and even impairs the induction of

LTD in the anterior cingulate cortex [20, 21]. Whether

CCL2/CCR2 signaling in the NAc shell regulates neuro-

pathic pain and depression [3] via modulation of the E/I

balance and NMDAR-mediated LTD remains unknown.

In the current study, we first assessed the impact of SNL

on the excitatory-inhibitory current ratio at MSN synapses

in the NAc shell and confirmed that the E/I balance was

disrupted under SNL-induced neuropathic pain conditions.

We also found that the increased CCL2/CCR2 in the NAc

after SNL contributed to the disrupted E/I balance and

NMDAR-mediated LTD in the NAc shell.

Materials and Methods

Animals and Surgery

Male ICR mice (8–12 weeks) were purchased from the

Experimental Animal Center of Nantong University and

housed in the Animal Facility of Nantong University. The

SNL model was created as previously described [22].

Briefly, mice were anesthetized with 2% isoflurane and the

bilateral L5 spinal nerves were exposed and ligated. For

sham operation, the L5 spinal nerves were exposed but not

ligated. All the procedures were approved by the Animal

Care and Use Committee of Nantong University and

performed in accordance with the institutional guidelines

for the International Association for the Study of Pain.

Lentiviral Vector Construction and Intra-NAc

Injection

The Ccl2-overexpression lentivirus (LV-Ccl2) and nega-

tive control lentivirus (LV-NC) were generated as

described in our previous study [3]. In brief, recombinant

lentivirus expressing Ccl2 vector was designed by using the

pGV365 lentiviral expression vector to generate pLV-Ubi-

Ccl2-3FLAG-CMVEGFP (LV-Ccl2). A lentiviral vector

that expressed GFP alone (LV-NC) was produced as

control. In addition, shRNAs targeting the mice Ccr2 and

negative control (NC) were also designed as described

previously [3]. The recombinant lentivirus shRNA-ex-

pressing vectors containing NC (LV-NC, scramble-

shRNA) or Ccr2 (LV-Ccr2 shRNA, 5’-TGC ATT AAT

CCT GTC ATT T-3’) were constructed using pGCSIL-

GFP vector by Shanghai GeneChem. To inject the

lentivirus, mice were anesthetized using isoflurane. The

head was fixed in a stereotaxic apparatus. Two holes were

drilled on the skull (anteroposterior: bregma ?1.53 mm,

lateral: ±0.8 mm, depth: 4.82 mm). The lentivirus (0.25 lL

per side) was injected into the NAc through a 32G needle

(Hamilton) within 10 min. After the injection, the needle

remained in the position for 5–6 min, and the scalp was

sutured.

NAc Slice Preparation

NAc slices were prepared and patch-clamp recordings were

made as previously described [3]. Briefly, each mouse was

deeply anesthetized with 5% isoflurane and sacrificed 14 to

21 days after SNL or sham operation. The brain was

quickly removed, and sagittal slices (300 lm) containing

the NAc and prefrontal cortex were cut on a Vibratome

(VT1000S; Leica, Germany) in sucrose-rich ice-cold

artificial cerebrospinal fluid (aCSF) containing (in mmol/
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L): 235 sucrose, 25 NaHCO3, 2.5 KCl, 1.2 CaCl2, 1.25

NaH2PO4, 2.5 MgCl2, and 10 glucose (pH 7.2–7.4 when

bubbled with 95% O2 and 5% CO2). Slices were incubated

in normal aCSF (oxygenated with 95% O2 and 5% CO2)

containing (in mmol/L): 125 NaCl, 1.25 NaH2PO4, 3 KCl,

1.2 MgCl2, 2.4 CaCl2, 26 NaHCO3, and 11 glucose for 30

min at 34�C and subsequently kept at room temperature

until transfer to the recording chamber.

Patch-clamp Recording from NAc Shell Slices

MSNs within the NAc shell were visualized under a

BX51WI infrared-differential interference contrast micro-

scope (Olympus, Japan). Patch-clamp recordings of

inhibitory or excitatory postsynaptic currents (IPSC/EPSC)

at synapses of NAc shell neurons were conducted with a

patch-clamp amplifier (Multiclamp 700B; Axon Instru-

ments, Burlingame, CA). Currents were filtered at 2 kHz

and sampled at 10 kHz with a digitizer (DigiData 1440A;

Axon Instruments). All recordings were analyzed using

Clampfit 10.4 software (Molecular Devices, Sunnyvale,

CA). MSNs in the NAc slice were identified by their small

size (\ 20 lm) and hyperpolarized resting membrane

potential (– 75 to – 85 mV). The tip of the electrode was

4–8 MX when filled with patch pipette internal solution

containing (in mmol/L): 120 CsMeSO3, 2 NaCl, 20

HEPES, 5 tetraethylammonium-Cl, 2.5 Na2ATP, 0.4

EGTA 0.3 GTP-Tris, and 2.5 mmol/L QX-314 (pH

7.2–7.4, adjusted with CsOH). A concentric bipolar

electrode was placed at the border between the prefrontal

cortex (PFC) and NAc, which mainly stimulated the PFC-

synaptic transmission input to the MSNs [23]. Synaptic

afferents were stimulated at 0.1 Hz (100-ls pulses) by a

programmable stimulator (Master-8, A.M.P.I., Jerusalem,

Israel). The stimulation intensity that evoked a half-

maximum synaptic response was used in the experiments.

Input resistance was monitored online with a depolarizing

step voltage (? 5 mV, 200 ms) following each afferent

stimulus, and the data were discarded if the resistance

changed by[ 25%. Total evoked postsynaptic currents of

NAc shell MSNs containing AMPAR-mediated EPSCs and

GABAA-receptor-mediated IPSCs were recorded at a

holding voltage of – 70 mV in normal aCSF. After

recording a stable total postsynaptic current baseline, the

AMPAR-mediated EPSC was isolated by perfusing with

the GABAA receptor antagonist picrotoxin (PTX, 100

lmol/L), and digital subtraction of the AMPAR-mediated

EPSC from the total postsynaptic current in the same

neuron yielded the GABAA-receptor-mediated IPSC. For

sEPSC recording, the membrane voltage was held at – 70

mV and the cells were perfused by aCSF with 100 lmol/L

PTX and 1 lmol/L strychnine. The sIPSCs were recorded

with the voltage held at 0 mV (because the reversal

potential for EPSCs was near 0 mV), and 1 lmol/L

strychnine was added to the aCSF to block glycine

receptor-mediated IPSCs. To calculate ratios of sEPSC/

sIPSC peak amplitude and frequency, the sIPSCs and

sEPSCs were recorded from the same neuron. Traces for

the analyzed ratios were averaged from 80–100 consecu-

tive sIPSCs or sEPSCs. To determine the paired-pulse ratio

(PPR), which reflects the transmitter release probability at

presynaptic sites, two IPSCs or EPSCs were evoked at an

inter-stimulus-interval of 50 ms or 200 ms. The PPR value

was calculated by dividing the amplitude of the second

event by that of the first event. LTD was induced by low-

frequency stimulation (LFS, pulse duration 100 ls, 1 Hz,

900 pulses). The stimulating electrode was positioned at

the same location as that in the evoked EPSCs and IPSCs

recording.

The total spontaneous miniature EPSCs (mEPSCs) that

contain both NMDAR- and AMPAR-mediated components

were recorded in the presence of tetrodotoxin (1 lmol/L)

and PTX (100 lmol/L) and patch-clamped at –60 mV with

Mg2?-free aCSF perfusion. The AMPAR- and NMDAR-

mediated mEPSCs were isolated by perfusing with the

NMDAR antagonist AP–V (50 lmol/L). AMPAR- and

NMDAR-mEPSC components were analyzed as previously

described [23]. NMDA-induced currents were recorded by

puff application of NMDA (20 lmol/L; Sigma-Aldrich) at

a holding potential of –45 mV.

Data Analysis and Statistics

Results are expressed as the mean ± SEM. Each data set to

be tested statistically was first tested for normality by the

Shapiro-Wilk test. If data were not normally distributed,

we used the non-parametric Mann-Whitney test. Other-

wise, the data were analyzed via Student’s t-test, one-way

or two-way ANOVA with repeated-measures (RM) or

regular ANOVA measures, followed by the LSD post hoc

test. The inter-event intervals and amplitudes for the

distribution of sIPSCs or sEPSCs were measured with

Kolmogorov–Smirnov (K–S) analysis and the unpaired

Student’s t-test. The criterion of statistical significance was

set at P\ 0.05.

Results

SNL Decreases the E/I Ratio in MSNs of the NAc

Shell

Our previous study has shown that SNL induces persistent

pain hypersensitivity and depression-like behaviors [3]. To

understand the synaptic mechanism underlying the behav-

ioral changes after SNL, we performed whole-cell patch-
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clamp recordings of EPSCs and IPSCs from the same

MSNs in the NAc shell. The stimulating electrode was

positioned at the border of the PFC and NAc within the

brain slice to elicit a compound postsynaptic current, which

contains both EPSCs and IPSCs. After recording a

stable total current, we perfused the slice with PTX to

selectively inhibit IPSCs, then subtracted the PTX-insen-

sitive current to get the IPSC component (Fig. 1A). We

found that the EPSC/IPSC ratio was markedly reduced in

mice with SNL (P\0.01, Student’s t-test, Fig. 1B, C). To

identify the effect of SNL on the strength of the excitatory

and inhibitory synaptic transmission, we examined the

input-output (I–O) curves from the glutamatergic and the

GABAergic synapse-mediated currents. Compared with the

sham group, SNL significantly suppressed the amplitude of

the evoked EPSCs (F1,30 = 8.065, P \0.01, two-way

ANOVA with repeated-measures, Fig. 1D), and markedly

increased the amplitude of the evoked IPSCs in MSNs

(F1,20 = 8.179, P\0.05, two-way ANOVA with repeated-

measures, Fig. 1E). These data suggest that the E/I balance

in MSNs of the NAc shell is disrupted after SNL.

Fig. 1 SNL disrupts the excitatory/inhibitory (E/I) balance at MSN

synapses in the NAc shell. A Sample traces showing total current, an

EPSC, and an IPSC in the same MSN. B Sample traces showing

EPSCs (black traces) and IPSCs (grey traces) in the same MSN from

sham- and SNL-operated mice. C The mean EPSC/IPSC ratio is

decreased in SNL-operated mice (**P \ 0.01, Student’s t-test).

D Upper panel, sample traces of EPSCs evoked by stimulation

intensity from 20 lA to 120 lA. Each trace is averaged from 6–10

EPSCs at the same stimulus intensity. Lower panel, summary data

showing that SNL decreases the input–output response of eEPSCs

(15–17 neurons from 4–5 mice, **P\ 0.01, two-way ANOVA with

repeated-measures). E Upper panel, sample traces of GABAergic

receptor-mediated IPSCs evoked by stimulation intensity from 20 lA

to 120 lA from sham- and SNL-operated mice. Each trace is averaged

from 6–10 IPSCs at the same stimulus intensity. SNL increases the

input–output response of eIPSCs in NAc shell MSNs (10–12 neurons

from 4–5 mice, *P \ 0.05, two-way ANOVA with repeated-

measures). Both EPSCs and IPSCs are shown at the peak of the

current responses.
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SNL Increases Inhibitory Synaptic Transmission

in MSNs

To study the detailed changes of inhibitory and excitatory

synaptic transmission in MSNs of the NAc shell after SNL,

we first examined the inhibitory synaptic component. The

sIPSCs were recorded in MSNs from the sham- or SNL-

operated mice by holding the membrane potential at 0 mV

(Fig. 2A). We analyzed the cumulative probability distri-

butions of inter-event intervals of sIPSCs and found that

the cumulative fraction was significantly shifted to the left

in SNL mice compared with sham-operated mice

(P \ 0.01, K–S test, Fig. 2B). The mean frequency of

sIPSCs was significantly increased in SNL animals

(P \ 0.01, Mann-Whitney test, Fig. 2C). There was no

significant difference in the amplitude of sIPSCs between

sham and SNL-operated mice (P [ 0.05, Mann-Whitney

test, Fig. 2D, E).

SNL Decreases Excitatory Synaptic Transmission

in MSNs

To determine whether the disrupted balance was affected

by excitatory synaptic transmission in SNL animals, we

directly measured the sEPSCs by holding the membrane

potential at – 70 mV in MSNs of NAc slices from sham- or

SNL-operated mice in the presence of PTX (100 lmol/L)

and strychnine (1 lmol/L) to exclude GABAA receptor-

and glycine receptor-mediated inhibitory synaptic inputs

(Fig. 3A). The cumulative probability distribution of inter-

event intervals of sEPSCs shifted to the right after SNL

(P \ 0.01, K–S test, Fig. 3B). The mean frequency of

Fig. 2 SNL enhances the sIPSC

frequency in MSNs in the NAc

shell. A Sample traces of

sIPSCs recorded from MSNs in

sham- and SNL-operated mice.

B Cumulative probability dis-

tribution of sIPSC inter-event

intervals is shifted to the left

after SNL (P\ 0.01, K–S test).

C The mean sIPSCs frequency

is increased in MSNs after SNL

(**P\ 0.01, Mann-Whitney

test). D Cumulative probability

distribution for sIPSC amplitude

is not significantly different in

sham- and SNL-operated ani-

mals (P[ 0.05, K–S test).

E The mean sIPSC amplitude is

comparable in the two groups

(P[ 0.05, n.s., not significant,

Mann-Whitney test).
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sEPSCs was significantly decreased in SNL-operated

animals (P \ 0.001, Student’s t-test, Fig. 3C). The

distribution of sEPSCs amplitudes shifted to the left after

SNL (P\ 0.05, K–S test, Fig. 3D). The mean amplitude of

sEPSCs was decreased in SNL-operated animals (P\ 0.01,

Mann-Whitney test, Fig. 3E).

SNL Leads to Different Changes in the PPR

of eIPSCs and eEPSCs in MSNs

To further determine the change of presynaptic GABA and

glutamate release, we compared the paired-pulse ratio

(PPR) in NAc slices from sham- and SNL-operated mice.

The PPR of eIPSCs was elicited by two pulses at 50-ms or

200-ms inter-pulse intervals in the presence of the AMPAR

antagonist DNQX and the NMDAR antagonist AP-V. The

PPR of eIPSCs was significantly lower in SNL mice than in

sham-operated mice with the 50-ms inter-pulse interval,

but no such change was found with the 200-ms inter-pulse

interval (50 ms, P\0.01; 200 ms, P[0.05. Student’s t-test,

Fig. 4A, B). The same was found in the eEPSC PPR, which

was elicited in the presence of the GABAA receptor

antagonist PTX and the glycine receptor antagonist strych-

nine. In contrast, the PPR of eEPSCs was significantly

higher in the SNL group than in the sham group at the

50-ms inter-pulse interval; no difference was found at the

200-ms inter-pulse interval (50 ms, P \0.01; 200 ms,

P[0.05, Student’s t-test, Fig. 4C, D).

Fig. 3 SNL suppresses the

sEPSC frequency and amplitude

in MSNs in the NAc shell.

A Sample traces of sEPSCs

recorded from NAc shell MSNs

in sham- and SNL-operated

mice. B Cumulative probability

distribution of sEPSC inter-

event intervals is shifted to the

right after SNL (P\ 0.01, K–S

test). C The mean sEPSC fre-

quency is decreased in MSNs

after SNL (***P\ 0.001, Stu-

dent’s t-test). D Cumulative

probability distribution for

sEPSC amplitude in MSNs from

SNL-operated mice is shifted to

the left relative to the sham-

treated group (P\ 0.01, K–S

test). E Mean sEPSC amplitude

is decreased in MSNs after SNL

(**P\ 0.01, Mann-Whitney

test).
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CCL2/CCR2 Signaling Regulates Inhibitory

and Excitatory Synaptic Inputs in MSNs of the NAc

Shell

To explore the molecular mechanisms underlying the

disruption of E/I balance after SNL, we tested the role of

CCL2/CCR2 in synaptic transmission in MSNs, as CCL2

and CCR2 are markedly increased in the NAc shell after

SNL [3]. We first determined whether CCL2 affects

inhibitory GABAergic synaptic transmission and found

that the frequency and amplitude of sIPSCs were signif-

icantly increased by acute CCL2 perfusion compared with

baseline (frequency, 149.9% ± 13.7%, P \ 0.05; ampli-

tude, 134.5% ± 9.9%, P \ 0.05, paired Student’s t-test,

Fig. 5A and B). Similarly, bath application of CCL2 also

increased the frequency and amplitude of sEPSCs (fre-

quency, 144.3% ± 8.1%, P\ 0.001; amplitude, 110.5% ±

4.2%, P \ 0.05, paired Student’s t-test, Fig. 5C, D). As

SNL persistently increased CCL2 expression in the NAc

shell [3], we further investigated how chronic activation of

CCL2/CCR2 signaling regulates E/I input to NAc shell

MSNs. The Ccl2-overexpressing lentivirus (LV-Ccl2) or

LV-NC was microinjected into the NAc shell. Ten days

later, we recorded the sEPSCs and sIPSCs from the same

MSN, and then calculated their mean peak amplitudes.

Compared with the LV-NC-treated mice, LV-Ccl2 moder-

ately weakened the sEPSC/sIPSC frequency ratio and

significantly decreased the peak amplitude ratio in NAc

shell MSNs (P\ 0.05, Student’s t-test, Fig. 5G), similar to

the results from SNL-operated mice.

Fig. 4 SNL differentially changes the PPR of eIPSCs and eEPSCs in

MSNs in the NAc shell. A Sample traces of IPSCs evoked by paired-

pulse stimulation with inter-pulse intervals of 50 ms (left) and 200 ms

(right) in MSNs from sham- and SNL-operated mice. B The mean

PPR of eIPSCs is decreased after SNL at inter-pulse intervals of 50

ms (**P\ 0.01, Student’s t-test), but not at inter-pulse intervals of

200 ms. C Sample traces of EPSCs evoked by paired-pulse

stimulation with inter-pulse intervals of 50 ms (left) and 200 ms

(right) in MSNs from sham- and SNL-operated mice. D The mean

PPR of eEPSCs is increased after SNL at inter-pulse intervals of 50

ms (** P\ 0.01, n.s., not significant, Student’s t-test), but not at 200

ms.

123

X.-B. Wu et al.: CCL2/CCR2, E/I Balance, and Neuropathic Pain 927



Acute CCR2 Activation Strengthens NMDAR

Function in MSNs

Our previous study showed that SNL increases the

NMDAR currents in MSNs, and that they are reduced by

Ccr2 shRNA or a CCR2 antagonist [3]. We further

assessed the effect of acute activation of CCR2 by CCL2

on NMDAR-mediated EPSCs in the MSNs. The

amplitudes of NMDAR- and AMPAR-mEPSCs were

compared in the presence or absence of CCL2 (Fig. 6A,

B). The amplitude of NMDAR-mEPSCs was larger in

CCL2-incubated neurons than that in vehicle control

(P \ 0.05, paired Student’s t-test, Fig. 6C), but no

statistical difference was found in the mean amplitude of

AMPAR-mEPSCs between the two conditions (P[ 0.05,

paired Student’s t-test, Fig. 6C). In addition, the amplitude

Fig. 5 Effects of CCR2 activation on the sIPSC/sEPSC ratio in

MSNs in the NAc shell. A Sample traces of sIPSCs from NAc shell

MSNs in naive mice after CCL2 (100 nmol/L) application. a1, a2
Expanded traces of sIPSCs recorded in the absence (a1) and presence

(a2) of CCL2. B sIPSC frequency and amplitude is increased by

CCL2 application (*P \ 0.05, paired Student’s t-test). C Sample

traces of sEPSCs from NAc shell MSNs in naive mice after CCL2

(100 nmol/L) bath application. a1, a2 Expanded sEPSC traces

recorded in the absence (a1) and presence (a2) of CCL2. D sEPSC

frequency and amplitude are increased by CCL2 application

(*P\ 0.05, ***P\ 0.001, paired Student’s t-test). E Sample traces

of sIPSCs (held at 0 mV) and sEPSCs (held at – 70 mV) from the

same MSN in naı̈ve mice pretreated with LV-NC or LV-Ccl2.
F Representative averaged traces of sIPSCs and sEPSCs from NAc

shell MSNs (data from E). G Histograms of ratios of EPSC/IPSC

frequency and amplitude from mice pretreated with LV-NC or LV-
Ccl2. (LV-NC vs LV-Ccl2: frequency: P [ 0.05; amplitude:

*P\ 0.05, Student’s t-test)
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of inward current evoked by 20 lmol/L NMDA was

markedly increased by CCL2 application, and this effect

was prevented by the CCR2 antagonist RS504393

(P\ 0.05, paired Student’s t-test, Fig. 6D, E). These data

suggest that CCL2/CCR2 contributes to the imbalance of

inhibitory and excitatory synaptic transmission on MSNs

via regulating NMDAR function after SNL.

CCR2 Knock-down Improves the Impaired

NMDAR-dependent LTD Induction in the NAc Shell

after SNL

To determine whether LTD occurs in vivo at MSN

glutamatergic synapses after SNL, we used LFS (1 Hz,

900 pulses) to evoke LTD in NAc slices. Robust LTD was

evoked (45.8% ± 4.8% of baseline, P\ 0.001 vs baseline,

Student’s t-test) at MSN synapses in the naive mice. This

LTD was attenuated by the GluN2B-containing NMDAR-

selective antagonist Ro 25-6981 (85.2% ± 7.3% of

baseline), but was unaffected by the GluN2A-containing

NMDAR-selective antagonist TCN-201 (55.5% ± 10.3%

of baseline, P \ 0.05 vs baseline, Student’s t-test). The

magnitude of LTD was different in the control and Ro

25-6981-treated groups (F2,19 = 9.66, P\ 0.01, one-way

ANOVA followed by LSD test, Fig. 7A, B). We then

examined the LTD induction in the sham and SNL-

operated groups. The magnitude of LTD was lower in the

SNL group (73.3% ± 6.4 % of baseline, P \ 0.01 vs

baseline, Student’s t-test) than that in the sham group

(47.9% ± 3.2% of baseline, P\ 0.001 vs baseline; Sham

vs SNL, P \ 0.01, Student’s t-test, Fig. 7C, D). To

determine whether CCR2 in the NAc was involved in the

impairment of NMDAR-dependent LTD induction after

SNL, we injected Ccr2 shRNA lentivirus (LV-Ccr2

shRNA) into the NAc shell 7 days before SNL. Compared

with control lentivirus treatment, LV-Ccr2 shRNA pre-

vented the decrease in the magnitude of NMDAR-depen-

dent LTD induction after SNL (LV-NC-SNL: 79.9% ±

8.9% of baseline; LV-Ccr2-SNL: 59.8% ± 4.1% of

baseline, P\ 0.01 vs baseline, LV-NC vs LV-Ccr2-SNL,

P = 0.06, Student’s t-test, Fig. 7E, F). These results indicate

that the reduction of the magnitude of NMDAR-dependent

LTD in the NAc was rescued by the knock-down of Ccr2

in SNL animals.

Fig. 6 Activation of CCL2/CCR2 signaling strengthens NMDAR-

mediated EPSCs in NAc shell MSNs. A Sample traces of mEPSCs

from NAc shell MSNs patch-clamped at –60 mV in Mg2?-free aCSF.

Total mEPSCs (left) include both NMDAR- and AMPAR-mediated

components. AMPAR-mediated mEPSCs (right) were isolated by

perfusing with the NMDAR antagonist AP-V (50 lmol/L) in the

absence and presence of CCL2. B Average traces of total mEPSCs,

AMPAR-mEPSCs, and NMDAR-mEPSCs from MSNs in the absence

and presence of CCL2. C Histograms of AMPAR- and NMDAR-

mEPSC amplitude in the absence (vehicle) and presence of CCL2 in

aCSF (*P \ 0.05, Student’s t-test). D Sample trace of NMDA (20

lmol/L, 30 s)-induced current recorded in Mg2?-free aCSF solution;

this is enhanced in the presence of CCL2 and prevented by RS504393

(10 lmol/L), a selective antagonist of CCR2. E Histograms of the

amplitude of NMDA-induced currents with or without CCL2

incubation and pre-incubation with RS504393 in the aCSF

(*P\ 0.05, paired Student’s t-test).
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Fig. 7 CCR2 knock-down improves the attenuated NMDAR-depen-

dent LTD in MSNs of the NAc shell after SNL. A Left panel,

normalized values of evoked EPSCs amplitude showing long-term

synaptic plasticity [grey band, LFS duration (1 Hz; 900 pulses)]. LFS

decreases eEPSC amplitude in the NAc shell under control condition.

LTD induction is impaired by Ro 25-6981 (3 lmol/L), but is not

changed by TCN-201 (1 lmol/L). Right panel, sample eEPSCs before

and 30 min after LTD induction in control and Ro 25-6981- or TCN-

201-treated slices. B Normalized mean magnitude of LTD measured

30 min after LFS stimulation in control, Ro 25-6981-perfused, or

TCN-201-perfused slices (*P \ 0.05, ***P \ 0.001, vs baseline,

Student’s t-test. ### P \ 0.001, vs control, one-way ANOVA

followed by LSD test). C Left panel, LFS induced-LTD is reduced in

SNL-operated mice. Right panel, sample eEPSCs before and 30 min

after LTD induction in sham- and SNL-operated mice. D Normalized

mean magnitude of LTD measured 30 min after LFS stimulation in

sham and SNL mice (**P\ 0.01, *** P\0.001, vs baseline. ## P\
0.01, vs. sham. Student’s t-test). E SNL leads to impaired NMDAR-

LTD in LV-NC-injected mice, and this is rescued by LV-Ccr2-

shRNA injection. Right panel, sample traces before and 30 min after

LTD induction in SNL mice. F Normalized mean magnitude of LTD

measured 30 min after LFS stimulation in LV-NC or LV-Ccr2-

shRNA injected mice (**P\ 0.01, vs baseline. Student’s t-test).
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Discussion

In the current study, we for the first time showed that

CCL2/CCR2 contributed to the altered excitatory and

inhibitory balance in the MSNs of NAc shell. The NAc

plays a crucial role in the transition from acute to chronic

pain [24, 25], and is involved in the affective component

during a chronic pain state [15]. As an important area in

pain regulation, the output dynamics of the NAc depends

on the intrinsic neuronal excitability and overall balance of

excitatory and inhibitory synaptic inputs. Recent work has

indicated that peripheral nerve injury increases the intrinsic

excitability of NAc shell MSNs [2]. Furthermore, inacti-

vating these cells reverses the pain sensitivity, and exciting

these cells exacerbates tactile allodynia [2]. Blocking

NMDARs in the NAc alleviates nociceptive behaviors and

the related affect [3]. Here we found that the EPSC/IPSC

ratio was decreased in the SNL-induced neuropathic pain

model, and this was partly caused by reduced excitatory

synaptic strength. Consistent with this, a previous study

showed that the AMPAR/NMDAR current ratio, which

reflects basal synaptic transmission strength [23], is

decreased in the NAc MSNs of mice with spinal nerve

injury [1]. NAc neurons mainly receive excitatory gluta-

matergic synaptic inputs from the PFC, ventral hippocam-

pus, and basal lateral amygdala [26], and integrate

inhibitory GABAergic synaptic inputs from local neurons

and the PFC [27, 28]. Spinal nerve injury strengthens the

AMPAR/NMDAR current ratio at ventral hippocampus-

NAc synapses in dopamine D2 receptor-positive MSNs,

but decreases this ratio at PFC-NAc synapses in these

MSNs [2]. Similarly, we found a significant reduction in

the I-O curves of PFC-NAc excitatory glutamatergic

synaptic inputs after SNL. In addition, the reduced

EPSC/IPSC ratio may also be caused by increased

inhibitory synaptic strength. We also found that SNL

increased the I-O curves of inhibitory GABAergic synaptic

inputs to the MSNs. In the NAc, synaptic inhibition is

mainly mediated by local GABAergic interneurons, which

also express parvalbumin or somatostatin [29]. MSNs, as

GABAergic projection neurons, can regulate local circuitry

by lateral inhibition [28, 29]. Thus, the origin of the

changed synaptic inputs to MSNs needs further study.

Our data also showed that the frequency of sIPSCs in

NAc MSNs was significantly increased, while the sIPSCs

amplitude was not changed, suggesting enhanced presy-

naptic GABAergic transmitter release at the synapses of

NAc MSNs after SNL. Scaling of GABAergic transmission

can be triggered by postsynaptic NMDAR-mediated cal-

cium increase, which subsequently enhances GABA

release through retrograde activation of the presynaptic

NMDARs of interneurons [30]. It has been reported that

brain-derived neurotrophic factor (BDNF) increases inhi-

bitory GABAergic synaptic efficacy in the hippocampus

and cortex [31, 32]. BDNF is increased in the NAc during

neuropathic pain [33, 34]. Thus, BDNF in the NAc might

play a role in regulating inhibitory GABAergic synaptic

efficacy on MSNs through presynaptic TrkB signaling in

the GABAergic interneurons [35, 36]. In contrast to the

inhibitory synapse, we found a reduction of excitatory

synaptic inputs which may be caused by decreased

presynaptic glutamate release or a decrease in the activity

of postsynaptic glutamatergic receptors after SNL. It has

been reported that the decreased postsynaptic AMPAR-

mediated currents after SNL may contribute to the

attenuation of glutamatergic synaptic transmission in

neuropathic pain [1, 2]. SNL also led to differential

changes in the PPR of eIPSCs and eEPSCs, further

indicating that a presynaptic mechanism plays a role in

the disruption of E/I balance in NAc MSNs, which may

contribute to neuropathic pain and depression.

Our recent study showed that the expression of CCL2

and CCR2 are persistently increased in the NAc shell after

SNL, and CCL2/CCR2 signaling is involved in the

regulation of SNL-induced neuropathic pain and depres-

sive-like behaviors [3]. Bath application of CCL2 increased

the frequency and amplitude of sIPSCs in NAc shell

MSNs, suggesting that CCL2/CCR2 signaling increases the

presynaptic transmitter release from GABAergic synapses

and increases the activity of GABAA receptors. However,

previous studies have reported that the frequency, not the

amplitude of sEPSCs is increased in dorsal horn neurons

[37] and hippocampus neurons [17] after CCR2 activation,

suggesting that CCL2/CCR2 signaling has a presynaptic

site of action in the spinal cord and hippocampus. We also

found that bath application of CCL2 caused an increase of

sEPSCs, suggesting that acute activation of CCR2 poten-

tially leads to transient homeostatic synaptic plasticity to

maintain the balance of excitatory and inhibitory inputs to

the MSNs [38]. In contrast, persistent activation of CCR2

by LV-Ccl2 decreased the E/I ratio in the MSNs in the

NAc, similar to the changes after SNL, suggesting that

persistent CCL2/CCR2 upregulation contributes to reset-

ting of E/I ratio under chronic pain conditions. It has been

reported that resetting the E/I balance may increase

NMDAR activation and further regulate the long-term

form of glutamatergic synaptic plasticity [38]. Indeed,

SNL-induced CCR2 activation amplifies the NMDAR-

mediated currents in NAc MSNs [3]. We found that the

amplitude of NMDAR-mEPSCs, but not of AMPAR-

mEPSCs was increased after CCR2 activation. Direct

perfusion of the NAc slice with CCL2 increased the

NMDA-induced inward current in MSNs, and this was

suppressed in the presence of the CCR2 antagonist

RS504393. Similarly, bath application of CCL2 enhances
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both NR2A- and NR2B-subunit-containing NMDAR

EPSCs in hippocampal neurons [17]. Moreover, overex-

pression of CCL2 by intra-NAc injection of Ccl2-express-

ing lentivirus increased the protein level of phosphorylated

NR2B via the mitogen-activated protein kinase signaling

pathway in the NAc [3]. Overall, these results suggest that

CCR2 may regulate the strength of synaptic transmission

via both presynaptic and postsynaptic effects in the NAc.

Abnormalities of excitatory synaptic function in chronic

pain include changes in the frequency and amplitude of

sEPSC and the input-output of evoked EPSCs, as well as

impairments in the threshold for LTD/LTP induction [39].

Here, LTD was induced at synapses of NAc MSNs with

LFS [40, 41]; it was blocked by the selective GluN2B

antagonist Ro 25-6981, but was not affected by the

GluN2A-containing NMDAR antagonist TCN-201. The

enhancement of GluN2B-containing NMDAR at postsy-

naptic sites might be required for the synaptic depression

[42]. Recent investigation indicated that spinal nerve injury

induces a significant increase in NMDAR-mediated cur-

rents, and impairs LFS-induced LTD at synapses on NAc

dopamine D2-positive MSNs [1]. Here, knockdown of

Ccr2 rescued the impaired LTD induction after SNL. In

addition, knockdown of Ccr2 expression in the NAc

relieved SNL-induced neuropathic pain and depression via

suppressing NMDAR function [3]. Thus, CCL2 and CCR2

may contribute to the disruption of E/I input to the MSNs,

which further caused the damage of LTD induction in SNL.

The forms of synaptic transmission abnormalities may be

different in different brain regions and cell types, or under

different experiment conditions, and these abnormalities

may contribute to the sensory and affective behavior

adaptations during chronic pain [43, 44].

In summary, the current study showed that SNL

disrupted the E-I balance at the synapses of NAc shell

MSNs. This maladaptation was related to changes in both

excitatory glutamatergic synaptic transmission and inhibi-

tory GABAergic inhibitory synaptic transmission. The

enhancement of inhibitory synaptic inputs may be due to an

increase of presynaptic GABAergic transmitter and the

suppression of excitatory glutamatergic synaptic inputs.

CCL2/CCR2 signaling may contribute to the excitatory and

inhibitory synaptic adaptations which potentially modulate

LTD induction at the synapses of NAc MSNs during

chronic pain.
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Abstract The importance of astrocytes in behavior control

is increasingly appreciated, but little is known about the

effects of their dynamic activity in regulating learning and

memory. In the present study, we constructed AAVs of

photoactivatable and photoinactivatable Ras-related C3

botulinum toxin substrate 1 (Rac1) under the mGFAP

promoter, which enabled the manipulation of Rac1 activity

in astrocytes by optical stimulation in free-moving mice.

We found that both up-regulation and down-regulation of

astrocytic Rac1 activity in the basolateral amygdala (BLA)

attenuated memory acquisition in a fear conditioning

mouse model. Meanwhile, neuronal activation in the

BLA induced by memory acquisition was inhibited under

both the up- and down-regulation of astrocytic Rac1

activity during training. In terms of the impact on fear

memory retrieval, we found both up- and down-regulation

of BLA astrocytic Rac1 activity impaired memory retrieval

of fear conditioning and memory retrieval-induced neu-

ronal activation. Notably, the effect of astrocytic Rac1 on

memory retrieval was reversible. Our results demonstrate

that the normal activity of astrocytic Rac1 is necessary for

the activation of neurons and memory formation. Both

activation and inactivation of astrocytic Rac1 activity in

the BLA reduced the excitability of neurons, and thereby

impaired fear memory acquisition and retrieval.

Keywords Rac1 � Astrocyte � Neuron � BLA � Fear

memory

Introduction

Astrocytes are the most numerous glial cells, occupying

25%–50% of brain volume [1]. As believed conventionally,

astrocytes are considered to provide structural support for

the brain, form the blood-brain barrier, and supply energy

for neurons [2]. With the proposal of the ‘tripartite

synapse’ theory, many studies focused on their roles in

synaptic plasticity, such as secreting signaling molecules to

mediate the occurrence, maturation, and deletion of

synapses, to maintain their structural plasticity [3, 4].

Besides, astrocytes secrete a variety of glial transmitters,

such as glutamate, ATP, and GABA, to regulate the long-

term potentiation or depression of synapses and participate

in regulating their functional plasticity [5–9]. Furthermore,

astrocytes maintain the ion and transmitter homeostasis in

synaptic clefts of neurons by recycling potassium ions and

glutamate, thus affecting neuronal activity and synaptic

plasticity [10]. It has been suggested that the activity of

astrocytes is vital for the normal function of neurons and

the maintenance of brain homeostasis.

The amygdala is a key area in the control of fear

memory, mainly including the basolateral amygdala (BLA)

and the central amygdala (CeA) [11]. It is generally

believed that the BLA is responsible for receiving infor-

mation from the cortex, hippocampus, and other brain

areas, integrating and then transferring the dominant

information to the CeA [11, 12]. The neuronal activity in
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the BLA is essentially involved in the process of learning

and memory. Lesions or functional inhibition of the BLA

disrupt the formation and expression of conditional fear

memory [13, 14]. Astrocytes play important roles in

regulating synaptic plasticity, which is considered to be

the basis of learning and memory [15]. Most of the current

research is focused on the energy metabolism of astrocytes,

the glutamate cycle, and the glial transmitters in learning

and memory [16]. The traditional interventions in astrocyte

activity are usually irreversible, which may trigger com-

pensatory responses [17, 18]. However, the role of

astrocytes in associative learning and memory, such as

fear conditioning, is unclear. Whether the real-time struc-

tural changes of astrocytes in the BLA regulate fear

memory acquisition and expression remains unknown.

Ras-related C3 botulinum toxin substrate 1 (Rac1), is a

critical small Rho GTPase for cytoskeletal remodeling

[19]. Thus, Rac1 is an important molecule in shaping the

morphology of astrocytes. It has been shown that activation

of Rac1 in vitro induces astrocytosis, while Rac1 knockout

or inhibition of Rac1 activity shrinks astrocytes [20]. Other

studies have shown that the skeletal structure of astrocytes

changes dynamically during the formation of fear memory,

as a result in changes of the activity of Rac1 [21, 22].

Above all, we hypothesized that the activity of BLA

astrocytic Rac1 regulates conditioned fear memory forma-

tion and retrieval by modulating BLA neuronal functions.

To test this hypothesis, we constructed associated aden-

ovirus (AAV) of photoactivatable Rac1 (Rac1-PA) and

photoinactivatable Rac1 (Rac1-DN/PA) under the mGFAP

promoter to manipulate the structure of astrocytes in real

time, to avoid compensatory reactions [23]. By this means,

we found that the temporary changes of astrocytic Rac1

activity decreased neuronal activation and impaired fear

memory acquisition and retrieval.

Materials and Methods

Animals

Adult C57BL/6 male mice were purchased from Shanghai

Laboratory Animal Center, Chinese Academy of Sciences.

Animals were housed 4 per cage under a 12-h alternating

light/dark cycle, with food and water available ad libitum.

Two- to three-month-old mice were used for the experi-

ments. All procedures were approved by the Animal Care

and Use Committee of the Shanghai Medical College of

Fudan University and were performed according to the

National Institutes of Health Guide for the Care and Use of

Laboratory Animals.

Preparation of AAVs

The plasmids of Rac1-PA, Rac1-DN/PA, photoinsensitive

Rac1 (Rac1-C450A), and pAAV-mGFAP-HA-rM3D(Gs)-

IRES-mCherry were from Addgene (Plasmid #22027,

#22029, #22028, and #50472). Rac1-PA, Rac1-DN/PA, or

Rac1-C450A was inserted into AAV-mGFAP-mCherry as

previously described [21]. AAV2/9-mGFAP-Rac1-PA-

mCherry, AAV2/9-mGFAP-Rac1-DN/PA-mCherry, and

AAV2/9-mGFAP-Rac1-C450A-mCherry were packaged

by Obio Technology (Shanghai, China). AAVs at a titer

of 2 9 1012 viral genomes/mL were used for the following

experiments.

Stereotaxic Surgery

To perform virus injection and optical fiber implantation,

mice were anesthetized with 1.5%–2% isoflurane and

positioned in a stereotaxic frame (RWD, Shenzhen, China)

[24]. AAVs were bilaterally injected into the BLA in a 0.5

lL volume at 0.1 lL/min. The coordinates of the BLA

were AP, -1.5 mm; ML, ±3.3 mm; DV, -4.8 mm,

referenced to bregma. The needle was left for 5 min after

injection and pulled out very slowly to avoid leakage.

Ceramic optical fiber cannulas (diameter, 200 lm; numer-

ical aperture, 0.37; Anilab Software & Instruments,

Ningbo, China) were bilaterally implanted in the BLA at

AP, -1.5 mm; ML, ±3.3 mm; DV, -4.6 mm, referenced

to bregma. Dental cement was used to fix the optical fibers

on the skull. After surgery, the mice were allowed 3 weeks

to recover. The locations of virus expression and the

cannulas were checked after behavioral tests. Mice with

inaccurate virus expression or fiber implantation were

excluded.

Conditioned Fear Memory

For fear conditioning, the mice received 5 trials with

conditioned (CS) and unconditioned stimulus (US) pairing

in the conditioning chamber (MED Associates, VT, USA).

One CS (tone, 2800 Hz, 85 dB, 30 s) was paired with one

US (footshock, 0.5 mA, 1 s) and the footshock was

delivered at the end of the 30-s tone. There was a 2-min

interval between each trial. The contextual and cued

memory-retention tests were performed 24 h and 48 h after

conditioning, respectively. In the contextual memory-

retention test, we placed each mouse in the conditioning

chamber for 3 min. In the cued memory-retention test, we

placed each mouse in a novel chamber (defined as Pre-

cue), with a 3-min tone delivered later (defined as Cue).

The freezing percentage was scored manually and double-

blinded. To measure memory acquisition, the freezing

levels were calculated during each tone period. For the
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contextual and cued memory-retention tests, the freezing

levels were calculated during context and cue presentation.

In Vivo Photostimulation

We connected a 473-nm laser (Shanghai Dream Lasers

Technology, Shanghai, China) to a patch cord through a

specific omni-directional wheel (Doric Lenses, Quebec,

Canada), allowing the fiber to rotate freely. The patch cord

was then connected to the implanted ceramic fiber optic

cannulas [25]. Sustained 15-mW laser light was delivered.

The photostimulation was delivered 5 min before and

throughout the conditioning, or 15 min before and during

the memory retention tests.

Western Blotting

After 15-min of laser (473 nm) stimulation, mice were

anesthetized with 1% pentobarbital sodium. The bilateral

BLAs were dissected and the proteins were extracted by

RIPA (P0013B, Beyotime Biotechnology, Shanghai,

China). The proteins were separated on 12% SDS-PAGE

gels and transferred onto nitrocellulose membranes. The

membranes were incubated with rabbit anti-cofilin (1:1000,

5175, Cell Signaling Technology, Boston, USA), anti-p-

cofilin (1:500, 3313, Cell Signaling Technology), or anti-

GAPDH (1:2000, 2118, Cell Signaling Technology) at 4�C
for 12 h, and then with anti-rabbit IRDye 800CW

secondary antibody (Rockland, PA, USA) at room tem-

perature for 90 min. The Western blot results were

analyzed with ImageJ software.

Immunofluorescence

Mice were anesthetized and transcardially perfused with

saline followed by 4% paraformaldehyde (PFA, in 0.1 mol/

L PB, pH 7.4) [26]. We immersed the brain in 4% PFA at

4�C for 12 h for post-fixation. The brain was then

dehydrated in 20% and 30% sucrose. The BLA was cut

into 30-lm coronal sections on a cryostat microtome

(Leica Instrument Co., Ltd., Germany). We washed the

sections in phosphate-buffered saline (0.01 mol/L PBS),

and then blocked them with 5% donkey serum (in 0.01

mol/L PBST) at room temperature for 90 min. The sections

were incubated with rabbit anti-c-Fos antibody (1:1000, sc-

52, Santa Cruz), or mouse anti-NeuN antibody (1:1000,

ab104224, Abcam, Cambridge, UK) at 4�C for 24 h. After

washing in PBST, the sections were incubated with the

secondary antibody Alexa Fluor 488 goat anti-rabbit IgG

(1:1000, 111-545-144, Jackson ImmunoResearch, PA,

USA), or Alexa Fluor 488 goat anti-mouse IgG (1:1000,

111-545-166, Jackson ImmunoResearch) at room temper-

ature for 90 min. For further imaging and preservation, the

sections were mounted with an anti-quenching mounting

medium (Thermo Fisher Scientific). Images were captured

under a confocal microscope (Nikon A1, Japan).

Cell Counting

To characterize the activation of cells in the BLA induced

by fear memory acquisition and retrieval, mice were

transcardially perfused 90 min after fear conditioning or

the context test [24]. The number of c-Fos? or NeuN?

neurons in the BLA was calculated automatically by

Image-Pro Plus 6.0 software. A threshold for background

fluorescence was applied for cell counting. An average

number of 3 sections per mouse was calculated to avoid

errors. The counting process was performed double-

blinded.

Statistical Analyses

Data are presented as the mean ± SEM and plotted by

GraphPad Prism v.7 software. Student’s t-test was used to

compare two groups. One-way ANOVA, followed by post

hoc Bonferroni’s test was used to compare multiple groups.

Two-way ANOVA was used to compare two groups at

different time points. The differences were calculated with

SPSS and the statistical significance was defined as P \
0.05.

Results

Manipulating Rac1 Activity in BLA Astrocytes

Suppresses Fear Memory Acquisition

To determine whether the Rac1 activity in BLA astrocytes

regulates conditioned fear memory acquisition and retrie-

val, we constructed AAV-mGFAP-Rac1-PA and AAV-

mGFAP-Rac1-DN/PA to test the effects of astrocytic Rac1

activity on behaviors at precise times. Previous studies

usually overexpressed or knocked out Rac1, which may

cause a compensatory reaction. Here, we connected Rac1-

PA or Rac1-DN/PA to the mGFAP promoter to optically

up-regulate or down-regulate the activity of Rac1 specif-

ically in astrocytes. In detail, Rac1-PA or Rac1-DN/PA are

composed of a constitutively active mutant (Q61L) of Rac1

(Rac1-CA) or a dominant-negative mutant (T17N) of Rac1

(Rac1-DN) and a light oxygen voltage (LOV)-Ja sequence

[23]. The compact conformation of the LOV-Ja domain

can precludes the combination of effectors with Rac1.

Stimulation with 473 nm light unwinds the helix linking

LOV to Rac1, which allows the interaction between Rac1

and effectors (Fig. 1A, B). A light-insensitive LOV

mutation (C450A) binding to Rac1 (Rac1-C450A) was
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used as a photo-insensitive control (Fig. 1C). Three weeks

after viral injection, we found that only a small proportion

(2.49% ± 0.26%) of neurons (NeuN? cells) were co-

labeled with mCherry (Fig. 2A, B), showing that the

expression of LOV-Rac1 was restricted to astrocytes. In

order to verify the efficiency of the photostimulation of

Rac1, we tested the expression levels of phosphorylated

cofilin (p-cofilin), a downstream effector of Rac1, and

found that, compared to the Rac1-C450A group, photo-

stimulation of Rac1-PA up-regulated p-cofilin, whereas

photostimulation of Rac1-DN/PA down-regulated p-cofilin

(Fig. 2C, D; F(2,12) = 13.16, P \ 0.05). As a result, we

succeed in up-regulating (Rac1-PA) or down-regulating

(Rac1-DN/PA) the Rac1-activity under 473 nm light

stimulation in real-time.

We bilaterally microinjected AAVs encoding Rac1-PA,

Rac1-DN/PA, or Rac1-C450A driven by the mGFAP

promotor into the BLA (Fig. 2A). After 3 weeks for

recovery, each mouse was introduced into the conditioning

chamber for 5 min without tone or footshock and the basal

freezing level in the conditioning context were acquired.

One day later, the mice received 5 CS-US pairing trials

accompanied by laser stimulation (473 nm) in the bilateral

BLA (Fig. 3A). The results showed that, compared to the

Fig. 1 Constructing recombinant AAVs of Rac1-PA, Rac1-DN/PA,

and Rac1-C450A under the mGFAP promoter. A Cartoon of AAV-

mGFAP-Rac1-PA-mCherry design. The photoreactive LOV-Ja
domain blocks the binding of effectors to Rac1-Q61L, and laser

stimulation (473 nm) causes the unwinding of the LOV-Ja helix,

which releases the steric inhibition, and leads to Rac1 and effector

activation. B Cartoon of AAV-mGFAP-Rac1-DN/PA-mCherry

design. Similar to the above, laser stimulation leads to releasing the

steric inhibition of Rac1-T17N, and results in Rac1 and effector

inactivation. C Cartoon of AAV-mGFAP-Rac1-C450A-mCherry

design. The amino acid substitution in the LOV domain (C450A)

leads to the insensitivity to laser stimulation. hv, irradiation.
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Rac1-C450A control group, both photoactivation and

photoinactivation of astrocytic Rac1 activity during condi-

tioning attenuated the freezing levels during cue presenta-

tion (Fig. 3B; group effect: F(2,57) = 14.15, P\0.001; time

effect: F(4,228) = 21.13, P\ 0.001; interaction: F(8,228) =

2.14, P \ 0.05). After conditioning, the contextual and

cued memory retention tests were performed in the

following days without laser stimulation. The data showed

that up-regulation or down-regulation of Rac1 activity in

the BLA significantly decreased the freezing levels in both

Fig. 2 Efficiency tests for

Rac1-PA, Rac1-DN/PA, and

Rac1-C450A. A Schematic of

laser stimulation of the bilateral

BLA (left) and representative

images of Rac1-C450A-

mCherry, Rac1-PA-mCherry,

and Rac1-DN/PA-mCherry

expression in the BLA (right)

(dotted lines, location of the

BLA; scale bars, 100 lm).

B Representative immunofluo-

rescence images showing that

few (2.49% ± 0.26%) neurons

(NeuN?, green) are co-labeled

with AAV-GFAP-mCherry,

indicating that the expression of

LOV-Rac1 is restricted to

astrocytes (scale bars, 100 lm).

C Diagram of the experiment

timeline. Three weeks after

virus injection, the mice

received 15-min laser (473 nm)

stimulation and were anes-

thetized immediately for Wes-

tern blotting. D Laser

stimulation of Rac1-PA

increases the expression levels

of p-cofilin, while laser stimu-

lation of Rac1-DN/PA

decreases its levels (Rac1-

C450A: n = 5, Rac1-PA: n = 5,

Rac1-DN/PA: n = 5; *P\0.05,

C450A vs PA, C450A vs DN/

PA, one-way ANOVA).
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contextual and cued memory retention tests (Fig. 3C;

context test: F(2,33) = 4.31, P\0.05; cue test: F(2,33) = 3.85,

P\ 0.05). The results above suggest that either activation

or inhibition of astrocytic Rac1 activity impairs fear

memory learning, indicating that the normal activity of

astrocytes in BLA is necessary for fear memory

acquisition.

Disturbance of Astrocytic Rac1 Activity Decreases

Neuronal Activity in the BLA During Fear Memory

Acquisition

To explore the interaction between astrocytes and neurons,

we tested the activation of BLA neurons after fear

conditioning with and without optical stimulation of

Fig. 3 Increasing or decreasing astrocytic Rac1 activity in the BLA

impairs fear memory acquisition. A Diagram of the experiment

timeline. The AAV was injected 3 weeks before the behavioral tests.

The laser stimulation (473 nm) was delivered 5 min before and during

the 5 trials of CS-US pairing conditioning, then contextual and cued

memory retention were tested 1 and 2 days later. B Compared to the

Rac1-C450A group, laser activation of Rac1-PA and Rac1-DN/PA

both attenuate the fear memory acquisition (Rac1-C450A: n = 20,

Rac1-PA: n = 20, Rac1-DN/PA: n = 20; *P \ 0.05, **P \ 0.01,

***P\ 0.001, C450A vs PA, #P\ 0.05, ##P\ 0.01, ###P\ 0.001,

C450A vs DN/PA, ANOVA with repeated measures and Bonferroni’s

post hoc test). C Similarly, compared to the Rac1-C450A group, laser

activation of Rac1-PA and Rac1-DN/PA both impaired contextual

and cued fear memory (Rac1-C450A: n = 11, Rac1-PA: n = 13, Rac1-

DN/PA: n = 12; *P\0.05, C450A vs PA, C450A vs DN/PA, one-way

ANOVA).
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astrocytic Rac1 using c-Fos immunostaining (Fig. 4D).

Immunofluorescence results showed that fear conditioning

increased the c-Fos? cell counts in the BLA (Fig. 4A–C,

t(9) = 5.68, P \ 0.001), consistent with previous reports.

But after interfering with astrocytic Rac1 activity, the

number of c-Fos? neurons in the BLA decreased (Fig. 4E,

F; F(2,12) = 27.15, P\ 0.001). These results indicate that

the activity of astrocytic Rac1 is involved in the acquisition

of fear memory through the regulation of neuronal activity

in the BLA. The abnormal activity of astrocytic Rac1

disrupts the well-balanced function of astrocytes and then

impairs neuronal activity and memory acquisition in fear

conditioning.

Fig. 4 Optical stimulation of BLA astrocytic Rac1 decreases the

neuronal activation induced by fear conditioning. A Diagram of the

experiment timeline. Mice were put into the behavioral chamber,

underwent footshock or not, and were perfused 90 min later.

B Representative immunofluorescence images of BLA c-Fos?

neurons in mice with and without footshock (scale bars, 100 lm).

C Quantitative analysis showing that footshock significantly increases

c-Fos expression in the BLA (Control: n = 5, Footshock: n = 6;

***P \ 0.001, Control vs Footshock, t-test). D Diagram of the

experiment timeline. Three weeks after virus injection, the mice

underwent 5 trials of CS-US paired conditioning with laser stimu-

lation (473 nm) and were perfused 90 min later. E Representative

immunofluorescence images showing c-Fos? neurons in the BLA of

mice in the Rac1-C450A, Rac1-PA, and Rac1-DN/PA groups (scale

bars, 100 lm). F Quantitative analysis showing that laser stimulation

of Rac1-PA and Rac1-DN/PA both significantly decrease c-Fos

expression in the BLA (n = 5 in each group; ***P\0.001, C450A vs
PA, C450A vs DN/PA, one-way ANOVA).
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Astrocytic Rac1 Activity in the BLA Regulates Fear

Memory Retrieval

To determine whether the Rac1 activity of astrocytes in the

BLA regulates fear memory retrieval, we bilaterally

microinjected AAV-mGFAP-Rac1-PA-mCherry, AAV-

mGFAP-Rac1-DN/PA-mCherry, or AAV-mGFAP-Rac1-

C450A-mCherry into the BLA. After 3 weeks of recovery,

each mouse underwent a 5-min pre-test and 5 CS-US

paired conditioning without laser stimulation. For the

contextual and cued memory retention tests, each mouse

received 473-nm laser stimulation for 15 min before the

tests and was put into the chamber immediately after laser

delivery (Fig. 5A). Compared to the Rac1-C450A control

group, up-regulation or down-regulation of astrocytic Rac1

activity in the BLA decreased the freezing levels induced

by context and tone presentation during memory retention

tests (Fig. 5B, context test: F(2,36) = 9.43, P\ 0.001; cue

test: F(2,36) = 7.508, P\ 0.01), suggesting that astrocytic

Rac1 activity in the BLA is critically involved in memory

retrieval in fear conditioning.

To investigate whether the effects were transient or

permanent, we then performed the contextual and cued

memory retention tests again without laser stimulation. The

results showed no difference between the Rac1-C450A

group and the Rac1-PA group or the Rac1-DN/PA group

(Fig. 5C; context test: F(2,36) = 0.85, P = 0.44; cue test:

F(2,36) = 0.06, P = 0.94), suggesting that astrocytic Rac1

activity in the BLA transiently regulates fear memory

retrieval.

Fig. 5 Increasing or decreasing astrocytic Rac1 activity in the BLA

impairs the retrieval of conditioned fear memory. A Diagram of the

experiment timeline. Mice received 5 trials of CS-US paired

conditioning 3 weeks after the AAV injection. Laser stimulation

(473 nm) was delivered 15 min before and during the memory

retention test, which was repeated without laser stimulation on days 3

and 4. B Compared to the Rac1-C450A group, laser stimulation of

Rac1-PA and Rac1-DN/PA during tests both impair the contextual

and cued fear memory retrieval (Rac1-C450A: n = 13, Rac1-PA: n =

12, Rac1-DN/PA: n = 14; *P \ 0.05, **P \ 0.01, ***P \ 0.001,

C450A vs PA, C450A vs DN/PA, one-way ANOVA). C Without laser

stimulation, the mice in the Rac1-PA and Rac1-DN/PA groups

showed no significant changes of freezing levels (Rac1-C450A: n =

13, Rac1-PA: n = 12, Rac1-DN/PA: n = 14; P[0.05, C450A vs PA,

C450A vs DN/PA, one-way ANOVA).
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These results indicate that both up-regulation and down-

regulation of astrocytic Rac1 activity in the BLA affect

fear memory retrieval. Moreover, the regulatory effect is

transient, and not permanent.

Optical Stimulation of BLA Astrocytic Rac1

Decreases BLA Neuronal activation Induced by Me-

mory Retrieval

To confirm the regulation of neuronal activity by astrocytic

Rac1 activity, we performed c-Fos immunostaining 90 min

after contextual retrieval (Fig. 6D). Immunofluorescence

results showed that the contextual memory retention test

increased c-Fos? cell counts in the BLA (Fig. 6A–C; t(10) =

8.33, P\ 0.001), while up-regulation or down-regulation

of astrocytic Rac1 activity reduced the number of c-Fos?

neurons in the BLA (Fig. 6E, F; F(2,17) = 19.84, P\0.001).

These results indicate that both up-regulation and down-

regulation of astrocytic Rac1 activity in the BLA disrupt

the normal function of astrocytes and impair the activation

of neurons in BLA, thereby decreasing fear memory

retrieval.

Discussion

Our results provide insights into the roles of BLA

astrocytes in memory acquisition and retrieval in fear

conditioning. Using the photo-stimulation approach, we

manipulated astrocytic Rac1 activity in real time and found

that both activation and inactivation of Rac1 in astrocytes

impaired fear memory acquisition and retrieval, and

decreased neuronal activity in the BLA.

Astrocytes, the largest population of neuroglial cells in

the brain, have crucial structural, metabolic, and homeo-

static functions [27–29]. In the adult brain, astrocytes

communicate with neurons by the exocytosis of numerous

molecules surrounding synapses. They release glutamate,

ATP, GABA, D-serine, or endocannabinoids that regulate

synaptic strength, such as long-term potentiation (LTP) and

long-term depression (LTD), mechanisms of memory and

learning [30]. They also maintain the homeostasis of

neurotransmitters by recycling potassium ions and gluta-

mate in the synaptic cleft [31, 32]. Recent studies have

shown that the cognitive process requires the coordinated

activity of astrocytes and neuron ensembles. Activation of

astrocytes in the CeA induces cued fear memory extinction

[33]. Chemogenetic activation of astrocytes in CA1

induces LTP, therefore enhancing memory acquisition

[34]. Blocking the glutamate uptake into astrocytes in the

prefrontal cortex impairs spatial memory [35]. Inhibiting

the L-lactate production in astrocytes in the hippocampus

suppresses LTP and disrupts the formation of long-term

memory [36]. Here, we showed that both activation and

inactivation of Rac1 activity in astrocytes decreased the

number of activated neurons in the BLA and impaired fear

memory acquisition and retrieval. This phenomenon may

be caused by disturbing the balance between astrocytes and

neurons: photo-activating Rac1 in astrocytes causes astro-

cytic expansion [23], and the extensive coverage of

astrocytic lamellae might result in more glutamate reuptake

into astrocytes [37]. The reduced neurotransmitter avail-

ability in synapses, in turn, impairs LTP expression [38].

The curbed function of neurons may lead to reduced

responses to stimuli and finally suppress the acquisition and

retrieval of conditioned fear memory. On the other hand,

photo-inactivating Rac1 in BLA astrocytes causes flatten-

ing of astrocytes [23], and the limited coverage of

astrocytic lamellae might result in less D-serine and

L-lactate reaching synapses [39], which would reduce the

activation of N-methyl-D-aspartate receptors and raise the

threshold of LTP induction [36, 40]. The curbed function

of neurons may also lead to reduced responses to stimuli

and suppress the acquisition and retrieval of conditioned

fear memory as well. Notably, the activation or inactivation

of astrocytic Rac1 activity is not equivalent to activation or

inactivation of astrocytic activity by stimulation of Gq-

GPCRs or Gi-GPCRs. In conclusion, both up-regulating

and down-regulating the activity of Rac1 may disturb the

balance between astrocytes and neurons, and disrupt the

normal function of neurons in the BLA, thus impairing the

acquisition and retrieval of fear memory. Although the

behavioral outcomes of the two operations were consistent,

the concrete mechanisms may be distinct, which needs

further exploration. This research indicates that the well-

balanced function of astrocytes in the BLA is the basis of

the neuronal activity and the acquisition and expression of

fear memory.

Rac1 is a molecular switch of cell signal transduction

and is involved in cytoskeletal protein remodeling. It also

regulates cell migration, extension, polarity, and other

functions [41, 42]. Studies have shown that activating Rac1

promotes spine formation, and inhibiting Rac1 activity

decreases the stability of mature spines [43, 44]. In

astrocytes, activating Rac1 causes expansion and inhibiting

it flattens them [21]. In previous studies, Rac1 activity was

usually regulated by permanent interventions, such as

knockout, overexpression, sustained activation, and sus-

tained suppression [45–47]. These methods likely lead to

compensatory reactions caused by other Rho GTPases and

reduce the reliability of experimental results. To optimize

them, we constructed Rac1-PA and Rac1-DN/PA under the

mGFAP promoter to manipulate the structure of astrocytes

in real-time by photostimulation. Previous studies in our

lab have shown that Rac1 knockout in BLA astrocytes

results in facilitation of the acquisition of fear memory, but
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persistent inhibition of astrocytic Rac1 in the BLA has no

apparent effect [21]. To explain this phenomenon further,

we found that transient inhibition of astrocytic Rac1

activity in the BLA by AAV-Rac1-DN/PA impaired fear

memory acquisition and retrieval. It is possible that diverse

interventions lead to different inhibitory effects and

permanent interventions may cause compensatory reactions

or lead to other radical changes. Photostimulation of Rac1

Fig. 6 Optical stimulation of BLA astrocytic Rac1 inhibits neuronal

activation induced by memory retrieval. A Diagram of the experiment

timeline. Mice were placed in the behavior room, underwent

contextual retrieval or not, and then were perfused 90 min later.

B Representative images of c-Fos? neurons in the BLA of mice with

and without retrieval (scale bars, 100 lm). C Quantitative analysis

showing that contextual retrieval significantly increases c-Fos expres-

sion in the BLA (Home cage: n = 6, Retrieval: n = 6; ***P\0.001,

Home cage vs Retrieval, t-test). D Diagram of the experiment

timeline. Three weeks after virus injection, the mice underwent 5

trials of CS-US paired conditioning on day 0. After contextual

retrieval with or without laser stimulation; 90 min later, the mice were

perfused. E Representative images of c-Fos? neurons in the BLA of

mice in the Rac1-C450A, Rac1-PA, and Rac1-DN/PA groups (scale

bars, 100 lm). F Quantitative analysis showing that laser stimulation

of Rac1-PA and Rac1-DN/PA during memory retrieval decreases

c-Fos expression in the BLA (Rac1-C450A: n = 7, Rac1-PA: n = 7,

Rac1-DN/PA: n = 6; ***P\0.001, C450A vs PA, C450A vs DN/PA,

one-way ANOVA).
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activity is a good choice for regulating Rac1 activity in real

time and avoiding compensatory reactions.

Thanks to the real-time effects of the interventions, we

further explored whether the behavioral changes are

reversible. We delivered photostimulation before memory

retrieval and tested the expression of fear memory without

light stimulation two days later. The results showed no

significant difference between the Rac1-C450A and Rac1-

PA or Rac1-DN/PA groups on fear expression without

photostimulation (Fig. 5C), indicating that the inhibitory

effect on memory retrieval was temporary. However,

photostimulating Rac1 during conditioning not only

impaired the acquisition of conditioned fear memory

(showed by the decreased freezing level in the learning

curve), but also decreased the freezing level in the retrieval

of fear memory (Fig. 3C, D). These results suggest that the

interventions during fear conditioning inhibit the formation

of memory engram cells in the BLA and impair memory

acquisition. Nevertheless, temporary stimulation during

fear memory retrieval might temporarily suppress the

activity of memory engram cells, and not induce permanent

changes of the engrams in the BLA.

In conclusion, the present study demonstrates that

astrocytic Rac1 activity in the BLA regulates fear memory

acquisition and retrieval. Both up-regulation and down-

regulation of astrocytic Rac1 activity disrupted the inter-

action between astrocytes and neurons, inhibited the

activation of neurons in the BLA, and finally decreases

the acquisition and retrieval of fear memory. The astrocytic

Rac1 activity that regulates the balance between astrocytes

and neurons might be a promising target for treating

memory-related diseases, such as post-traumatic stress

disorder.
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Abstract Fiber photometry is a recently-developed

method that indirectly measures neural activity by moni-

toring Ca2? signals in genetically-identified neuronal

populations. Although fiber photometry is widely used in

neuroscience research, the relationship between the

recorded Ca2? signals and direct electrophysiological

measurements of neural activity remains elusive. Here,

we simultaneously recorded odor-evoked Ca2? and elec-

trophysiological signals [single-unit spikes and local field

potentials (LFPs)] from mitral/tufted cells in the olfactory

bulb of awake, head-fixed mice. Odors evoked responses in

all types of signal but the response characteristics (e.g.,

type of response and time course) differed. The Ca2? signal

was correlated most closely with power in the b-band of

the LFP. The Ca2? signal performed slightly better at odor

classification than high-c oscillations, worse than single-

unit spikes, and similarly to b oscillations. These results

provide new information to help researchers select an

appropriate method for monitoring neural activity under

specific conditions.

Keywords Mitral/tufted cells � Fiber photometry � Elec-
trophysiology � Odor representation � Olfactory bulb

Introduction

Electrophysiological signals recorded in vivo reflect neu-

ronal activity directly with high temporal resolution.

Extracellularly-recorded activity ranges from single-unit

spikes to neuronal populations [e.g., local field potentials

(LFPs)] and has been used extensively in both anesthetized

and awake behaving animals [1, 2]. For many years, it has

been considered the gold standard for measuring neural

activity [2, 3]. Fiber photometry has the ability to record

neuronal activity in genetically-defined cell types in

specific brain areas, including both cortex and sub-cortical

nuclei [4], but monitors the population Ca2? signal; these

recordings thus indirectly reflect the activity of a specific

population of neurons. Fiber photometry has been widely

used to monitor the activity of cell-type-specific popula-

tions and to correlate activity with specific behaviors [5–8].

Fiber photometry has several advantages over extracellular

electrophysiology, including low noise, low cost, and

relatively simple implementation, and has been used

extensively in neuroscience studies of sensory processes,

motor behavior, learning, memory, and cognition [5].

Olfaction plays a crucial role in survival, helping

animals find food and avoid predators, amongst other

functions. Olfactory dysfunction has been found in the

early stages of several nervous system disorders, including

Alzheimer’s disease, Parkinson’s disease, and depression

[9–12]. As the first processing center in the olfactory

system, the olfactory bulb (OB) receives input from

sensory neurons, processes this information, and then

transmits it to higher centers, such as the anterior olfactory

nucleus, olfactory tubercle, and piriform cortex [13–16].

The OB also receives feedback from the olfactory cortex

and centrifugal innervation from cholinergic, noradrener-

gic, and serotonergic cells [14, 17, 18]. In the OB, the
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mitral/tufted cells (M/Ts) are the main output neurons; M/T

activity is regulated by interneurons, including granular

cells and juxtaglomerular cells [14, 19]. Functionally, M/Ts

are critically involved in the representation of odor

identity, value, intensity, and timing [20, 21]. Given the

complicated networks in the OB and the importance of the

M/Ts, efficient methods to sensitively and specifically

monitor M/T neural activity are crucial for olfactory

research.

In the OB, both spikes and LFP signals recorded from

the M/Ts are widely used to investigate its role in the

representation of odor information and olfactory learning

and memory [22–24]. However, with spike/LFP recording

there is no direct genetic evidence to prove that the

recorded spikes are from M/Ts rather than other cell types,

although indirect evidence can be provided by the firing

properties [25–27]. Fiber photometry has been used in the

OB and piriform cortex to investigate neural responses to

odor stimulation under different brain states [6, 28–30]. In

the OB, robust odor-evoked responses are recorded in

M/Ts and granule cells [6, 28]. Thus, fiber photometry is

emerging as an efficient and popular method to study cell

function in the OB. However, because it monitors neural

activity indirectly, it is critical to correlate the Ca2? signals

recorded via fiber photometry with the gold-standard

measurement of neural activity.

In this study, we used a mouse model with M/T-specific

GCaMP6s expression to simultaneously record odor-

evoked Ca2? signals and electrophysiological signals from

M/Ts in awake, head-fixed mice. We examined the

response characteristics, correlations, and odor-decoding

ability of the different types of signal. Our findings show

how Ca2? signals recorded by fiber photometry relate to

electrophysiological recordings and have implications for

the application of fiber photometry throughout the brain.

Materials and Methods

Animals

Eleven male Thy1-cre [FVB/N-Tg(Thy1-cre)1V1n/J] mice

aged 8–16 weeks were used in this study. The mice were

bred in the animal facilities of Xuzhou Medical University

and housed in a vivarium under a 12 h/12 h light/dark

cycle, with lights on at 08:00. Experiments were performed

during the light cycle. After surgery, the mice were housed

individually for at least 10 days before further experiments

to allow recovery. Food and water were available ad libi-

tum. All experimental procedures were performed in

accordance with protocols submitted to and approved by

the Xuzhou Medical University Institutional Animal Care

and Use Committee.

Fabrication of Opto-tetrodes

The opto-tetrodes included one optical fiber and four

tetrodes. The optical fiber (200 lm O.D., NA = 0.37, 18.5

mm long) was coupled with a ferrule (10.5 mm long; 2.5

mm in diameter). Each tetrode consisted of four poly-

amide-coated nichrome wires (single-wire diameter, 12.7

lm; coating 1/4 hard PAC; Sandvik, RO–800, item #

PF000591) gold-plated to an impedance of 0.2–0.3 MX.
The tetrodes and optical fiber together were inserted into

tubing (450 lm O.D., 320 lm I.D., 9.0 mm long, A-M

Systems), which was glued to an EIB-16 interface board

(Neuralynx). The ends of the tetrodes were connected to

the interface board with gold pins (large size, Neuralynx);

the shafts were glued to the side of the optical fiber and

then the tetrodes were cut so that the tetrode tips and the

optical fiber tip were at the same level.

Virus Injection

The virus injection procedure was similar to that described

in our previous studies [6, 28]. Briefly, in Thy1-cre mice,

the mitral cell layer of the OB was injected with AAV-

DIO-GCaMP6s virus (PT-0071, AAV2/9, 5.039e?12 vg/

mL, BrainVTA, Wuhan, China). All injections were made

with a glass pipette and the injection volume and velocity

were controlled by a microsyringe pump (Quintessential

Injector; Stoelting Co.). Virus solutions (300 nL) were

injected at 30 nL/min into the mitral cell layer (4.2 mm

anterior, 1.0 mm lateral, and 0.8–1.1 mm ventral to

bregma). The glass pipette was left in place for an

additional 10 min before being slowly withdrawn. After

the viral injection, the scalp was sutured. Mice were

individually housed for at least three weeks after surgery

for recovery and to allow time for the expression of

GCaMP6s.

Surgery for Implantation of Opto-tetrodes

Mice were briefly anesthetized with pentobarbital (0.09

mg/g bodyweight, i.p.). Depth of anesthesia was verified by

toe pinch. Next, each mouse was mounted in a stereotaxic

frame and the fur on the surface of the scalp from the

midline of the orbits to the midpoint between the ears was

removed. A hole was drilled above the right OB for the

implantation of opto-tetrodes (4.2 mm anterior from

bregma, 1.0 mm lateral from the midline). One screw hole

was drilled into the parietal bone to serve as the ground and

reference electrode in spike and LFP recordings.

Opto-tetrodes were implanted into the OB with the aim

of simultaneously recording Ca2? signals, single-unit

spikes, and LFPs. The opto-tetrodes were lowered to the

lateral mitral cell layer at an average depth of 1.8–2.0 mm.
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Recordings were made during opto-tetrode implantation to

ensure optimal placement within the lateral mitral cell

layer. The signals recorded from the tetrodes were sent to a

headstage, amplified by a 16-channel amplifier (Plexon

DigiAmp; bandpass filtered at 1–5000 Hz; 20009 gain),

and then sampled at 40 kHz by a Plexon OmniPlex

recording system. In order to secure mice in the head-fixed

recording system, an aluminum head plate was attached to

the skull with stainless steel screws and dental cement.

Odor Presentation

Eight odorants (isoamyl acetate, 2–heptanone, phenyl

acetate, benzaldehyde, dimethylbutyric acid, n–heptane

acid, n–pentanol, 2–pentanone; from Sinopharm Chemical

Reagent Co. and Sigma-Aldrich, USA) were presented by

an odor delivery system (Thinkerbiotech, Nanjing, China).

All odorants were dissolved in mineral oil at 1% v/v

dilution. In the odor delivery period, a stream of nitrogen

flowed over the oil at 100 mL/min, and was then diluted to

1/20 by an olfactometer. Odor presentation was syn-

chronously controlled by the data acquisition system via a

solenoid valve that was driven by the digital-to-analog

converter. Air or odorized air was delivered to the nose at a

constant rate of 1 L/min to eliminate the effect of airflow.

For each odor, 20 trials were presented with an inter-trial

interval of 30 s. The duration of each odor presentation was

2 s. Odors were presented passively: mice were head-fixed

and awake but were not required to produce any behaviors

in response to odor presentation and did not receive any

reward.

Histology

To verify viral expression, frozen brain sections were

prepared. Mice were anesthetized with pentobarbital (80

mg/Kg bodyweight, i.p.) and transcardially perfused with

20 mL of 0.9% saline, followed by 20 mL of 4%

paraformaldehyde (PFA) in PB (0.1 mol/L, pH 7.4). After

perfusion, each brain was harvested, postfixed for 24 h in

PFA at 4�C, and then cryoprotected with 30% sucrose in

PBS until the tissue sank. The brain was then embedded in

OCT compound and sectioned at 30 lm on an upright

Leica cryostat. Tissue sections were mounted on slides and

imaged by a confocal scanning microscope (Zeiss,

LSM710).

Calcium Signals, Spikes, and LFP Recordings

Before recording the Ca2? signals, spikes, and LFPs, mice

were required to have recovered and be in good condition

for 10 days after the surgery. Two horizontal bars (fixed to

the head plate by 2 screws) were used to head-fix awake

mice, which were able to maneuver on an air-supported

free-floating Styrofoam ball (Thinkerbiotech). After the

mice had adapted for a period of time, Ca2? signals, spikes,

and LFPs were recorded simultaneously.

A fiber photometry system (ThinkerTech) was used to

record fluorescence emissions. A laser beam from a laser

tube (488 nm; OBIS 488LS; Coherent) was reflected by a

dichroic mirror, focused through a 109 objective lens

(NA = 0.3; Olympus) and then coupled to an optical

commutator (Doric Lenses). An optical fiber (200 mm

O.D., NA: 0.37, 1.5 m long) guided the light between the

commutator and the implanted optical fiber. Laser power

was modulated to 40–60 lW at the tip of the optical fiber.

GCaMP6s fluorescence emission was band-pass filtered

(MF525-39, Thorlabs) and detected by a photomultiplier

tube (R3896, Hamamatsu). An amplifier (C7319, Hama-

matsu) was used to convert the photomultiplier tube current

output to voltage, which was further filtered through a low-

pass filter (35 Hz cutoff; Brownlee, 440). The analog

voltage signals were digitized at 500 Hz and recorded by

fiber photometry software.

In vivo electrophysiological data from the tetrodes were

sent to the headstage and amplified by a 16-channel

amplifier (Plexon DigiAmp; bandpass filtered at 0.1–5000

Hz; 20009 gain) and sampled at 40 kHz by a Plexon

OmniPlex recording system. The procedure for spike

recordings was similar to that for recordings made during

the tetrode implantation described above. The LFP signals

were amplified (20009 gain; Plexon DigiAmp), filtered at

0.1–300 Hz, and sampled at 1 kHz. Odor stimulation event

markers were recorded alongside the spike/LFP data via

the Plexon OmniPlex recording system.

Data Analysis and Statistics

Off-line Spike Sorting and Statistics of the Unit Data

Spikes were sorted and identified in Offline Sorter V4

software (Plexon). The separation of different units was

performed by principal component analysis. A unit was

classified as a single unit if \0.75% of the interspike

intervals were\1 ms, as in previous studies [23, 31]. This

resulted in unimodal firing rate distributions. The data 2 s

before and 6 s after each odor stimulation event were

extracted, and the mean firing rate (MFR) was generated by

averaging the firing rate in 50-ms bins (Fig. 2B4). The

spontaneous firing rate was calculated by averaging across

the spikes fired during the 2 s before odor stimulation and

the odor-evoked firing rate was calculated by averaging

across the spikes fired during the 2 s after the onset of odor

stimulation. To test for odor-evoked responses, we com-

pared the area under the receiver operating characteristic

curve (auROC) for the baseline firing rate with that for the
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odor-evoked firing rate across all trials for each cell–odor

pair (Fig. 2C4). See below for details of the ROC and

auROC calculations.

Analysis of LFP Signals

MatLab was used to analyze the LFP signals. Similar to

previous studies, LFP signals were divided into four

frequency bands: theta (2–12 Hz), beta (15–35 Hz), low

gamma (36–65 Hz) and high gamma (66–95 Hz) [23, 28].

Since odors usually evoke strong and reliable changes in

the power in the beta and high-gamma bands in awake

animals [23, 24, 28], we focused on these bands. To assess

the odor-evoked beta and high-gamma responses, we

analyzed the signals from 4 s before to 6 s after the onset

of odor stimulation. The wavelet transform method with

the Morlet wavelet was used to compute the signal power

spectral density over time (MatLab function ‘cwt’). For

each trial, the baseline was normalized to 1; normalized

trials were averaged for each odor (Fig. 2B2, B3). As with

the spike statistics, we used auROC to estimate whether the

odor evoked a significant response (Fig. 2C2, C3).

Analysis of Fiber Photometry Data

Data were exported as MatLab .mat files for further

analysis. The data were segmented at the onset of odor

stimulation within individual trials. We derived the values

of fluorescence change (DF/F) by calculating (F-F0)/F0,

where F0 is the baseline fluorescence signal averaged over

a 2-s baseline time window before odor stimulation

(Fig. 2A1, lower). DF/F values are presented as heatmaps

or average plots. We also used auROC to estimate whether

the odor evoked a significant response (Fig. 2B1).

ROC Analysis

ROC analysis was used to assess the responses evoked by

odors. ROCs were implemented in MatLab software. The

auROC is a nonparametric measure of the discriminability

of two distributions. We used auROC to assess the neural

responses to 8 odors. The value of auROC was defined as

ranging from 0 to 1. A value of 0.5 indicates completely

overlapping distributions, whereas a value of 1 indicates

perfect discriminability. auROC values\0.25 were defined

as inhibitory responses; auROC values[0.75 were defined

as excitatory responses; 0.25\auROC values\0.75 were

defined as no significant response. The latency of the

response onset, the latency of the peak response, and the

response duration were calculated from the auROC values

(Fig. 3A–C). Onset latency was defined as the time at

which the odor-induced response began (auROC\0.25 or

[0.75). Peak latency was defined as the time at which the

odor-induced response reached its maximum or minimum

point. Response duration was defined as the time from the

start to the end of the odor-induced response.

AuROC was also used to calculate the difference

between two odor-induced responses. Two responses were

randomly selected from 8 odor-induced responses in the

same animal. auROC values were positively correlated

with the difference in odor-induced responses (Fig. 6A, B).

Logistic Regression Classifier

To assess the discriminability of odor-induced Ca2? and

electrophysiological signals, logistic regression classifiers

imported from Scikit-learn v0.21.3 were used to measure

odor classification accuracy. All odor-induced responses

were processed by subtracting the baseline and binned into

50-ms bins over the 0–5s after the onset of odor stimula-

tion. The feature vectors used for training and testing were

concatenated sets of binned responses and have been

standardized. To evaluate the performance of four types of

signal on odor discrimination, two were randomly selected

from 8 odor-induced neural responses, and the scores were

obtained by the average classification accuracy of 28 odor

pairs based on 10-fold cross-validation.

Statistics

Data are expressed as mean ± standard error (mean ± SE).

The Anderson–Darling test was used to assess the normal-

ity of the data. All experimental data were non-normal. The

Wilcoxon signed-rank test was used to test for differences

between two paired samples. When there were more than

two paired samples, the Friedman test was used, and the

Tukey method was used for subsequent comparisons. The

Kruskal–Wallis test was used for more than two indepen-

dent samples, and the Tukey method was used for

subsequent comparisons. The two-sample Kolmogorov–

Smirnov test was used to determine whether data distribu-

tions differed between two groups. P \0.05 indicated a

statistically significant difference. For correlation analysis,

we calculated the absolute value of Pearson’s linear

correlation coefficient:

rho a; bð Þ ¼
Pn

i¼1ðXa;i � XaÞ Yb;i � Yb

� �

Pn
i¼1 Xa;i � Xa

� �2Pn
j¼1 Yb;j � Yb

� �2
n o1=2
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Results

Odor-evoked Response Characteristics of Calcium

Signals and Electrophysiological Signals in M/Ts

To specifically express the Ca2? indicator GCaMP6s in

M/Ts, we injected AAV-DIO-GCaMP6s-GFP into the

mitral cell layer of the OB in Thy1-Cre mice. As in our

previous studies [6, 32], GCaMP6s was specifically and

efficiently expressed in M/Ts three weeks after the viral

injection (Fig. 1A). To simultaneously record Ca2? signals

and electrophysiological signals, we implanted opto-

tetrodes into the mitral cell layer of the OB two weeks

after the viral injection. After waiting at least 10 days for

recovery, we simultaneously recorded Ca2? signals, single-

unit spikes, and LFPs in response to a 2-s odor presentation

in awake, head-fixed mice (Fig. 1B).

In the OB, odors usually evoke increased power in LFP

beta oscillations and decreased power in high-gamma

oscillations [6, 23]. These two types of oscillation are

known to play different roles in odor information process-

ing [24, 33]. Thus, we focused on the beta and high-gamma

oscillations in the LFP. Heat maps of the Ca2? signal, beta

and high-gamma power, and spike firing rate during 20

odor-stimulation trials to one odor are shown in Fig. 2A

(upper), with the averaged traces shown in Fig. 2A (lower).

In this example, the odor evoked clear reductions in the

Ca2? signal, power in the high-gamma band, and the spike

firing rate, but a robust increase in the power in the beta

band. To quantitatively assess the odor-evoked responses

in the four signal types, we used auROC to define whether

the response increased, decreased, or did not change, and to

determine the onset latency of the response, the latency to

the peak response, and the response duration for significant

odor-evoked responses (Fig. 2B; see Materials and Meth-

ods for details). For all the animals recorded (n = 88

mouse–odor pairs from 11 mice for Ca2? signals and beta

and high-gamma oscillations, and n = 600 cell–odor pairs

from 11 mice for spikes), we found that odor evoked a

significant response for all four types of signal (Fig. 2C).

However, while both increased and decreased responses

were recorded for the Ca2? signals and spike rates

(Fig. 2C1, C4), only increased responses were found for

the beta oscillations (Fig. 2C2) and only decreased

Fig. 1 Simultaneous recording of odor-evoked spikes, LFPs, and

population Ca2? signals from M/Ts. A Expression of GCaMP6s

(green) in M/Ts after injection of Cre-dependent GCaMP6s into the

MCL of Thy1-Cre mice (arrowheads, mitral cells expressing

GCaMP6s; GL, glomerular layer; EPL, external plexiform layer;

MCL, mitral cell layer; scale bar, 100 lm). B Schematic of the

recording set-up in awake head-fixed mice and example traces (gray

box, 2-s odor-presentation period).
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responses for the high-gamma oscillations (Fig. 2C3).

These findings are consistent with results from previous

studies in which these signals were recorded separately

[6, 23].

Next, to further investigate the odor-evoked temporal

characteristics of the four types of signal, we calculated the

onset latency, peak latency, and response duration of the

significant odor-evoked responses (both increases and

decreases) (Fig. 2B) and compared them among the four

types of signal (Fig. 3A–C). We found that the order for

onset latency was Ca2? signals [ spikes [ high-gamma

oscillations [ beta oscillations (Fig. 3D, Kruskal–Wallis

test; Ca2? signals vs spikes, P = 0.001; spikes vs high-

gamma, P = 0.014; high-gamma vs beta, P = 0.014; n = 68,

43, and 69, from 11 mice for calcium signals, beta, and

high-gamma, respectively, and n = 299 from 11 mice for

spikes). The order for peak latency was Ca2? signals [
spikes[ high-gamma/beta oscillations (Fig. 3E, Kruskal–

Wallis test; Ca2? signals vs spikes, P = 0.022; spikes vs

high-gamma, P = 0.007; n = 68, 43, and 69 from 11 mice

for Ca2? signals, beta, and high-gamma oscillations,

respectively, and n = 299 from 11 mice for spikes), with

no significant difference in the peak latency for high-

gamma and beta oscillations (Fig. 3E, Kruskal–Wallis test;

P[0.05; high-gamma: n = 69 from 11 mice, beta: n = 43

from 11 mice). For response duration, the order was Ca2?

signals [ high-gamma oscillations [ spikes/beta oscilla-

tions (Fig. 3F, Kruskal–Wallis test, Ca2? signals vs high-

gamma, P = 0.027; high-gamma vs spikes, P = 0.012; n =

68, 43, and 69 from 11 mice for Ca2? signals, beta and

high-gamma oscillations, respectively, and n = 299 from 11

mice for spikes), with no statistical difference in the

response duration for spikes and beta oscillations (Fig. 3F,

Kruskal–Wallis test, P [0.05, spikes: n = 299 from 11

mice; beta: n = 43 from 11 mice). Thus, these findings

indicate that the temporal characteristics of odor-evoked

Fig. 2 Odor-evoked Ca2? signals, LFPs, and spikes in M/Ts. A1–A4
Heat maps (upper panels, 20 trials, each row represents a single trial)

and trial-averaged traces (lower panels) for the M/T fiber photometry

Ca2? signal, power in the beta and high-gamma LFP bands, and mean

spike firing rate (MFR) evoked by one of 8 odors in a representative

mouse (Ca, calcium; HG, high gamma). B1–B4 auROC (brown lines)

for DF/F, normalized power in the beta and gamma bands, and MFR

(green lines, response duration; green dots, onset and peak latencies;

black/gray lines, trial-averaged traces from one mouse/cell–odor

pair). C1–C4 Proportions of mouse/cell–odor pairs producing an

excitatory (red), inhibitory (blue), or no (gray) response in the Ca2?

and electrophysiological signals (n = 88 mouse–odor pairs from 11

mice for Ca2? signals and for beta and high-gamma oscillations, and

n = 600 cell–odor pairs from 11 mice for spikes).
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Ca2? signals and electrophysiological signals are largely

different, although some similar characteristics were found

among the different types of electrophysiological signal.

Correlation Between Calcium Signals and Electro-

physiological Signals

Since the Ca2? signals recorded by fiber photometry

indirectly reflect neural activity from a population of

specific neurons, it is important to assess how they

correlate with the spikes and LFPs that directly measure

neural activity, even though there are some differences in

response types and time course between Ca2? signals and

electrophysiological signals. We analyzed the correlation

between Ca2? signals and spikes/beta/high-gamma oscil-

lations using the Pearson correlation coefficient (r). Fig. 4A

shows an example of odor-evoked responses measured

simultaneously by Ca2? signals, beta oscillations, high-

gamma oscillations, and spikes; the correlation between

Ca2? and electrophysiological signals is shown in Fig. 4B.

The highest correlation was between Ca2? signals and beta

oscillations (Fig. 4B). This finding was supported by an

Fig. 3 Odor-evoked temporal characteristics of the Ca2? signals and

electrophysiological signals. A–C Histograms and cumulative prob-

ability for onset latency (A1–A4), peak latency (B1–B4), and

response duration (C1–C4) of the Ca2? signal, beta oscillations,

high-gamma oscillations, and spikes from all the mouse/cell–odor

pairs (n = 68, 43, 69, and 299 for Ca2?, beta, high-gamma, and spikes,

respectively). D–F Line charts of the cumulative probabilities for

onset latency, peak latency, and response duration (two-sample K–S

test, ***P\0.001). Bar charts (inset) show the mean values for onset

latency, peak latency, and response duration (Kruskal-Wallis test,

***P\0.001). Ca, calcium; HG, high gamma.
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analysis across all animals, in which the strength of the

correlation between Ca2? and electrophysiological signals

was in the order beta oscillations[ high-gamma oscilla-

tions [ spikes (Fig. 4C–F, Friedman test, beta vs high-

gamma, P\0.001; high-gamma vs spikes, P\0.001; n =

80 from 11 mice for Ca2? signals, beta , high-gamma

oscillations, and spikes). These data therefore indicate that

the Ca2? signals recorded by fiber photometry are more

closely correlated with power in the LFP beta band than

with other electrophysiological signals such as spikes or

high-gamma oscillations.

Calcium Signals Show a Reliable Response

to the Same Odor but Spikes Perform Best at Dis-

criminating Different Odors

To represent odor information precisely, an individual odor

should evoke a reliable neural response, and the neural

response should discriminate clearly among different

odors. Thus, if a signal recorded from the OB shows high

reliability to the same odor on different trials and high

variability to different odors, this signal is good at odor

representation. To compare the reliability and variability of

the Ca2? and electrophysiological signals, we performed a

within-odor correlation analysis (correlation between

Fig. 4 Correlations between the population Ca2? signals and the

electrophysiological signals. A1–A4 Heat maps (upper panels, 20

trials, each row represents a single trial) and trial-averaged traces

(lower panels) for the M/T Ca2? signal, power in the beta and high-

gamma LFP bands, and mean spike firing rate evoked by one of 8

odors in a representative mouse (dashed lines, odor-presentation

period). B1–B3 Correlations between the Ca2? and the different

electrophysiological signals. The matrices represent the correlation

coefficients between the Ca2? and electrophysiological signals

evoked in individual trials by one of the odors (2-heptanone), in a

representative mouse. C–E Histograms and cumulative probability of

the correlation coefficients between the Ca2? signals and the

electrophysiological signals from all the mouse/cell–odor pairs (n =

80 from 11 mice). F Statistical analysis of the correlation coefficients

shown in C, D, and E (line charts: two-sample K–S test,

***P \0.001; Bar chart: Kruskal-Wallis test, ***P \0.001). Ca,

calcium; HG, high gamma.
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different trials with the same odor, to assess reliability,

Fig. 5A1–D1) and a between-odors correlation analysis

(correlation between trials for different odors, Fig. 5A2–

D2). Quantitative analyses of the correlation coefficients

from all mouse/cell–odor pairs showed that for within-odor

correlations, the order of the correlation coefficients for the

four signals was Ca2? signals/beta oscillations [ high-

gamma oscillations[spikes (Fig. 5E, Kruskal–Wallis test,

Ca2? signals vs high-gamma, P \0.001; high-gamma vs

spikes, P\0.001; for Ca2? signals, beta, and high-gamma

oscillations, n = 88 from 11 mice; for spikes: n = 600 from

11 mice). There was no statistical difference between the

correlation coefficients for the Ca2? signals and beta

oscillations (Fig. 5E, Kruskal–Wallis test, P[0.05, n = 88

from 11 mice for both Ca2? signals and beta oscillations).

For between-odors correlations, the order of the correlation

Fig. 5 Within-odor and between-odors correlations for the Ca2?

signals, beta oscillations, high-gamma oscillations, and spikes. A1–
D1 Correlation coefficients for within-odor responses in a single

mouse/cell–odor pair (20 trials) for the different types of signal. A2–
D2 Correlation coefficients for between-odors responses for the

different types of signal. Correlations were calculated between 20

trials from one odor and 140 trials from the other 7 odors. E, F
Statistical analysis of the correlation coefficients for within-odor

(E) and between-odors (F) responses from all mouse/cell–odor pairs

(left, Kruskal-Wallis test, ***P\0.001; right, two-sample K–S test,

***P\0.001; for Ca2? beta and high-gamma: n = 88 from 11 mice;

for spikes: n = 600 from 11 mice). G–J Comparison of the correlation

coefficients for within-odor and between-odors responses from the

Ca2? signals (G), beta oscillations (H), high-gamma oscillations (I),
and spikes (J) (Wilcoxon signed-rank test, Ca2?: z = 4.619, P =

0.010; beta: z = 8.064, P\0.001; high-gamma: z = 8.147, P\0.001;

spikes: z = 16.073, P\0.001; for Ca2?, beta, and high-gamma: n = 88

from 11 mice; for spikes: n = 600 from 11 mice). The dashed diagonal

lines indicate equivalent correlation coefficients in the two conditions.

K Bar chart (Kruskal–Wallis test, ***P \0.001) and cumulative

probability (two-sample K–S test, ***P\0.001) showing statistical

analyses of (within-odor – between-odor)/within-odor. Ca, calcium;

HG, high gamma; (W-B)/W, (within-odor – between-odor) / within-

odor.
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coefficients was Ca2? signals[ beta oscillations[ high-

gamma oscillations[ spikes (Fig. 5F, Kruskal–Wallis test,

Ca2? signals vs beta, P = 0.03; beta vs high-gamma, P

\0.001; high-gamma vs spikes, P \0.001; for Ca2?

signals, beta, and high-gamma oscillations: n = 88 from

11 mice; for spikes: n = 600 from 11 mice).

We also found that the within-odor correlation coeffi-

cients were higher than the between-odors coefficients for

all signals recorded (Fig. 5G–J, Wilcoxon signed-rank test,

Ca2? signal: z = 4.619, P = 0.010; beta: z = 8.064, P\
0.001; high-gamma: z = 8.147, P \ 0.001; spikes: z =

16.073, P\0.001; for Ca2? signals, beta and high-gamma

oscillations: n = 88 from 11 mice; for spikes: n = 600 from

11 mice). This result indicates that all four types of signal

responded more reliably to the same odor than to different

odors; that is, they all have the ability to represent odor

identity. To further assess which signal best discriminates

among odors, we analyzed the difference in correlation

coefficients from the within-odor and between-odor anal-

yses. If the difference is large, the ability to discriminate

odors is better. We found that spikes are the best signal for

discriminating among odors, with the order spikes[high-

gamma oscillations [ Ca2? signals/beta oscillations

(Fig. 5K, Kruskal-Wallis test, spike vs high-gamma,

P \0.001; high-gamma vs Ca2? signals, P \0.001; for

Ca2? signals, beta and high-gamma oscillations, n = 88

from 11 mice; for spikes: n = 600 from 11 mice). There

was no statistical difference between the Ca2? signals and

beta oscillations (Fig. 5K, Kruskal-Wallis test, P[0.05; for

both Ca2? signals and beta, n = 88 from 11 mice). These

results indicate that Ca2? signals have the highest repro-

ducibility to odor stimulation in general but that spikes,

which have the highest difference in correlation coeffi-

cients in the within-odor and between-odor conditions, are

potentially the best signal for representing distinct odors.

The analysis above used signal correlation, which only

indirectly reflects odor discrimination. To directly analyze

which signals best discriminate odors, we performed ROC

analysis (Fawcett, 2006) to compare the classification of

the responses evoked by odor pairs for the four types of

signal. An example is shown in Fig. 6A: both odors in a

pair (isoamyl acetate versus n-heptane) evoked robust

responses, as measured by the different signals. The

auROC, representing the difference in responses to the

odor pair, was largest for spikes and smallest for high-

gamma oscillations (Fig. 6B). ROC analysis of all animal–

odor pairs or cell–odor pairs showed that the auROC values

for the four types of signal had the order spikes[ Ca2?

signals/beta oscillations [ high-gamma oscillations

(Fig. 6C, D, Kruskal–Wallis test, spikes vs Ca2? signals,

P = 0.047; Ca2? signals vs high-gamma, P = 0.002; for

spikes: n = 1652 pairs from 11 mice; for Ca2? signals and

high-gamma oscillations, n = 308 pairs from 11 mice).

There was no statistical difference between Ca2? signals

and beta oscillations (Fig. 6C, D, Kruskal–Wallis test,

P[0.05; for both Ca2? signals and beta oscillations, n =

308 pairs from 11 mice). Therefore, although spikes are the

best signals for classifying different odors, the Ca2? signals

recorded via fiber photometry can also be used to

discriminate odors, and perform better than high-gamma

LFP oscillations.

In addition, logistic regression classifiers were used to

assess the performance of different types of neural

responses in odor pair discrimination. Classification accu-

racy was calculated from an average of 28 odor pairs. The

results were basically consistent with the auROC classifi-

cation, which was largest for spikes and smallest for high-

gamma oscillations. As the concatenated vector sets grew,

the order of discrimination showed as spikes [ Ca2?

signals/beta oscillations/high-gamma oscillations (Fig. 6E,

for spikes, sample size = 75 from 11 mice for each of the 8

odors; for Ca2? signals, sample size = 220 from 11 mice

for each odor; for beta and high-gamma oscillations,

sample size = 200 from 11mice for each odor). Statistical

analyses of the accuracy with all 0–5s vectors after the

onset of odor stimulation showed significant differences

between the spikes and the other three types of response

(Fig. 6F Kruskal–Wallis test, spikes vs Ca2? signals, beta,

and high-gamma oscillations, P\0.001; for spikes, sample

size = 75 from 11 mice for each of the 8 odors; for Ca2?

signals, sample size = 220 from 11 mice for each odor; for

beta and high-gamma oscillations, sample size = 200 from

11 mice for each odor). This also confirms that spikes are

the best signal for discriminating among odors.

Discussion

Fiber photometry can detect changes in fluorescent signals

from a specific neuronal population surrounding the tip of

the fiber and is widely used to monitor neural activity from

specific brain regions in behaving animals [4–6]. Since the

signal it detects is not electrical, it only indirectly reflects

neural activity. Thus, understanding the correlation

between Ca2? signals recorded from fiber photometry

and electrophysiological signals recorded by electrodes is

fundamental for interpreting population Ca2? signals and

how they relate to neural activity. To our knowledge, this

study is the first attempt to correlate population Ca2?

signals and electrophysiological signals in the brain. Via

simultaneously recording with opto-tetrodes, we identified

the response characteristics of Ca2? signals, spikes, and

beta and high-gamma LFP oscillations and assessed the

ability of each signal to discriminate odors. These findings

provide direct evidence of how Ca2? signals recorded by
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fiber photometry correlate with different types of electro-

physiological signal.

M/Ts are the main output neurons of the OB. They

receive direct input from olfactory sensory neurons and

transmit odor information to higher olfactory centers.

Within the OB, M/Ts also receive inhibitory input from

GABAergic interneurons located in all layers of the OB

and dopaminergic interneurons in the glomerular layer

[34–36]. The glomerular layer and the external plexiform

layer contain two important neural circuits for mediating

the M/T odor response [13, 19]. The responses of M/Ts to

different odors are complex and dependent on brain state

[14]. For example, although odors usually evoke an

increase in single-unit M/T spikes in anesthetized animals,

both excitatory and inhibitory responses are recorded in

awake, behaving animals, with inhibitory responses more

common than excitatory responses [25, 26, 31, 37]. The

results from the present study are consistent with those

from previous electrophysiological studies: whereas spikes

show either inhibitory or excitatory responses depending

on the odor and cell recorded, beta oscillations consistently

show increases in power to odor presentation and high-

gamma oscillations consistently show decreases in power

[23, 24]. Moreover, the odor-evoked Ca2? signals recorded

via fiber photometry are generally consistent with our

previous study, with both excitatory and inhibitory

Fig. 6 Decoding ability of the Ca2? and electrophysiological signals.

A1–A4 Heat maps (upper panels, 20 trials) and trial-averaged traces

(lower panels) showing the Ca2? signal, power in the beta and high

gamma bands, and spikes evoked by a pair of odors (isoamyl acetate

vs n-heptane) in a representative mouse. B auROC analysis of the

difference in DF/F, normalized LFP band power, and MFR induced

by the two odors shown in A. C, D auROC analysis of all mouse/cell–

odor pairs (C: Kruskal–Wallis test, ***P\0.001; D: two-sample K–S

test, ***P\0.001; for spikes: n = 1652 pairs from 11 mice; for Ca2?,

beta and high-gamma, n = 308 pairs from 11 mice). E Performance of

the logistic regression classifiers on odor-pair discrimination for DF/
F, normalized LFP band power, and MFR processed by subtracting

the baseline. F Statistical analyses of the accuracy of all odor pairs

when time = 5 s as in E (Kruskal–Wallis test, ***P \0.001; for

spikes, sample size = 75 from 11 mice for each of the 8 odors; for

Ca2? signals, sample size = 220 from 11 mice for each odor; for beta

and high-gamma oscillations, sample size = 200 from 11 mice for

each odor). Ca, calcium; HG, high gamma
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responses detected, although more inhibitory responses

were found in the present study and more excitatory

responses were found in the previous study [6]. This slight

difference is likely due to the recording locations differing

slightly in different experiments. Overall, the opto-tetrode

method for simultaneously recording electrophysiological

signals and Ca2? signals is robust and reliable, and can be

widely used in brain areas beyond the OB.

Since Ca2? signals are chemical in nature, it is not

surprising that they are much slower than electrical signals.

However, direct comparison of the temporal pattern of

Ca2? signals and electrophysiological signals is important

for interpreting fiber photometry data. Our data indicate

that, generally, electrophysiological signals are faster than

Ca2? signals, since the former have shorter onset and peak

latencies, and have shorter response durations (Fig. 3).

Interestingly, although the differences in mean onset and

peak latencies between Ca2? signals and spikes were

significant, the difference was small in magnitude (Fig. 3,

0.54 s vs 0.50 s for onset latency; 2.36 s vs 2.04 s for peak

latency). However, this result does not indicate that the

Ca2? signals can be as fast as spikes; rather, this is because

the temporal profiles of spike responses to odors were

rather variable (Fig. 5). Variability in the M/T spike

response to odors in awake animals has been reported

extensively [25, 31, 38]. Spikes from a single cell reflect

specific properties that vary from cell to cell but Ca2?

signals recorded via fiber photometry detect the averaged

activity from a population of cells and thus do not reflect

the properties of any individual cell.

How non-electrical activity correlates with electrical

neural activity is a fundamental topic in neuroscience

research. The correlations between vascular density,

synaptic transmission, metabolism, and neurovascular

coupling in optical imaging have been investigated exten-

sively [39, 40]. Furthermore, previous studies have iden-

tified that the BOLD signal recorded during fMRI is most

closely correlated with low-gamma LFP oscillations in the

OB [41]. Our study reveals that the Ca2? signals recorded

via fiber photometry are most closely correlated with beta

LFP oscillations. It is reasonable that the fiber photometry

Ca2? signal is better correlated with the LFP than with

single-unit spikes since both the fiber photometry signal

and the LFP signal reflect activity from a population of

cells. It is interesting that the Ca2? signal correlates better

with beta oscillations than high-gamma oscillations. In the

OB, gamma oscillations arise from interactions in the

dendro-dendritic microcircuit between mitral cells and

granule cells and reflect local neural network activity

[24, 42, 43], whereas beta oscillations reflect activity in the

wider olfactory network, including the centrifugal inputs to

the OB from higher olfactory centers such as the piriform

cortex [42, 44]. Our findings thus indicate that the fiber

photometry Ca2? signal may reflect the activity in global

rather than local neural networks. Indeed, the beta oscil-

lations and fiber photometry signals show functional

similarities: in both, the odor-evoked responses are signif-

icantly modulated by learning in an odor discrimination

task [6, 23, 24].

The most important task of the olfactory system is to

represent odor information precisely. More and more

evidence supports the hypothesis that M/Ts in the OB

represent odor identity [14, 15, 20, 45]. Spikes from single

M/Ts carry important information about odor identity

[45, 46], although spikes that have a sniffing cycle or

gamma oscillations as a frame represent odor identity more

accurately [22, 47]. Thus, spikes have good features for

discriminating odors. For LFP signals, both beta and

gamma (especially high-gamma) oscillations are critically

involved in the learning process during an odor discrim-

ination task [24, 33, 43], and beta oscillations are thought

to carry information on the chemical factors of odors [48].

However, there is no direct evidence that LFPs are a good

candidate signal for representing odor identity. The present

study is generally consistent with previous findings that

spikes perform the best and high-gamma oscillations

perform the worst in odor discrimination [6, 23]. Fiber

photometry Ca2? signals perform significantly worse than

spikes, but can discriminate odors, performing better than

gamma oscillations. This is consistent with our previous

study in which Ca2? signals could discriminate between a

pair of odors, although this discrimination was dependent

on task demands [6].

Another interesting finding in our study is that the

population Ca2? signal was the most reliable signal when

responding to the same odor. This indicates that this signal

is a good candidate for detecting odor stimulation even

though its ability to discriminate odors is not strong. Since

spikes perform well in discriminating odors but are not

good at detecting odors, owing to their high variability,

combining spike and population Ca2? recordings enables

both odor detection and odor discrimination to be precisely

monitored. A similar method to simultaneously monitor

EEG signals and fiber photometry signals was described in

a recent study [49]. Thus, simultaneous recording of neural

activity by electrophysiology and fiber photometry, as in

the present study, is a powerful technique for studying the

functions of single cells and neural circuits underlying

sensory processing, cognition, and specific behaviors.

Olfactory dysfunction is closely correlated with many

neurodegenerative diseases, such as Alzheimer’s disease

and Parkinson’s disease [12]. The neural activity and odor

response in the OB are significantly changed in models of

these diseases, in which the function of the OB is impaired.

For example, while the spontaneous spike activity is

increased and odor-evoked responses in the OB are
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decreased in a mouse model of Alzheimer’s disease

[11, 50], similar findings have also been reported for LFP

in the OB in a mouse model of Parkinson’s disease. Thus,

electrophysiological signals in the OB reflect the functional

change of the OB [32]. This raises the question of whether

Ca2? signals recorded by fiber photometry also have the

ability to reflect functional changes in the OB. This

question can be addressed by recording the Ca2? signals

and electrophysiological signals simultaneously as in our

present study in an OB lesion mouse model. Thus, direct

evidence of how Ca2? signals correlate with electrophys-

iological signals in the impaired OB is needed.

To summarize, in the present study we compared

population Ca2? signals with simultaneously recorded

electrophysiological signals to fully assess the response

characteristics, temporal correlations, and odor identity

representations in the different signals. The results provide

guidelines for the application of fiber photometry in other

areas of neuroscience research and serve as a reminder to

be cautious when interpreting Ca2? signals with regard to

neural activity.
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Abstract Fragile X syndrome (FXS) is the leading

inherited cause of intellectual disability, resulting from

the lack of functional fragile X mental retardation protein

(FMRP), an mRNA binding protein mainly serving as a

translational regulator. Loss of FMRP leads to dysregula-

tion of target mRNAs. The Drosophila model of FXS show

an abnormal circadian rhythm with disruption of the output

pathway downstream of the clock network. Yet the FMRP

targets involved in circadian regulation have not been

identified. Here, we identified collapsing response mediator

protein (CRMP) mRNA as a target of FMRP. Knockdown

of pan-neuronal CRMP expression ameliorated the circa-

dian defects and abnormal axonal structures of clock

neurons (ventral lateral neurons) in dfmr1 mutant flies.

Furthermore, specific reduction of CRMP in the down-

stream output insulin-producing cells attenuated the aber-

rant circadian behaviors. Molecular analyses revealed that

FMRP binds with CRMP mRNA and negatively regulates

its translation. Our results indicate that CRMP is an FMRP

target and establish an essential role for CRMP in the

circadian output in FXS Drosophila.

Keywords Fragile X syndrome � FMRP � CRMP � Circa-
dian rhythm

Introduction

Circadian rhythms are present in diverse organisms,

characterized by daily rhythmic oscillations in metabolism,

physiological processes, cognition, and behaviors [1, 2].

The circadian clock system consists of three fundamental

components: a central oscillator that drives endogenous

rhythms, an input pathway that conveys environmental

cues and entrains the central oscillator, and an output

pathway that is governed by the central clock to generate

overt rhythms. The circadian clock is driven by the

interlocked transcription-translation feedback loops of

clock genes, which regulate the expression of clock-

controlled genes involved in various biological processes

such as metabolism, redox homeostasis, inflammation,

hormone secretion, and sleep [1, 3–6]. Evidence from both

humans and animal models link circadian rhythms to sleep

and normal physiology and behaviors. Circadian rhythms

and sleep are tightly linked, and their causal interaction is

difficult to delineate. The circadian clock regulates the

timing and homeostat of sleep, and alterations in sleep also

feed back on the circadian rhythm [7]. Sleep disorders and

circadian disruption are commonly reported in neurode-

velopmental diseases, including fragile X syndrome (FXS),

Prader-Willi syndrome, and Angelman syndrome [8, 9].

Patients have perturbed sleep patterns, usually displaying

altered sleep duration and abnormal awakenings at night

[10, 11]. Sleep disorders are associated with impaired

Supplementary Information The online version contains supple-
mentary material available at https://doi.org/10.1007/s12264-021-
00682-z.

& Wen Huang

huangwen@sklmg.edu.cn

& Ranhui Duan

duanranhui@sklmg.edu.cn

1 Center for Medical Genetics, School of Life Sciences,

Central South University, Changsha 410078, China

2 Hunan Key Laboratory of Medical Genetics, Central South

University, Changsha 410078, China

3 Hunan Key Laboratory of Animal Models for Human

Diseases, Central South University, Changsha 410078, China

123

Neurosci. Bull. July, 2021, 37(7):973–984 www.neurosci.cn

https://doi.org/10.1007/s12264-021-00682-z www.springer.com/12264

https://doi.org/10.1007/s12264-021-00682-z
https://doi.org/10.1007/s12264-021-00682-z
http://crossmark.crossref.org/dialog/?doi=10.1007/s12264-021-00682-z&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s12264-021-00682-z&amp;domain=pdf
https://doi.org/10.1007/s12264-021-00682-z
www.springer.com/12264


circadian clock function, and disrupted expression of

circadian genes and deficient rhythms have been docu-

mented in patients and animal models of neuropsychiatric

diseases [12–17].

FXS is the most common form of inherited autism

spectrum disorders and intellectual disability, caused by

loss of the fragile X mental retardation protein (FMRP)

[18, 19]. FXS patients present cognitive disorders along

with symptoms of autism and epilepsy. FXS animal models

including mice and Drosophila exhibit typical phenotypes

mimicking those in FXS patients, such as impaired

cognition, social behavioral issues, and neuronal structural

deficits as well as excessive protein synthesis and other

abnormalities at the molecular level [20, 21]. Sleep

disorders in FXS patients can also be well explored in

animal models, as impaired sleep patterns and circadian

rhythm defects have been reported in FXS mice and

Drosophila, providing ideal approaches to further explore

the underlying mechanisms. Both FXS mice and flies show

significantly abnormal sleep profiles and impaired circa-

dian rhythm [22–24]. As early as 2002, a defective

locomotor activity rhythm and an aberrant eclosion rhythm

have been reported in dfmr1 mutant flies. FXS flies fail to

maintain a circadian locomotor activity rhythm in constant

darkness and display an abnormal eclosion pattern com-

pared with wild-type flies [14]. Although the circadian

ventral lateral neurons (LNvs) of dfmr1 mutant flies display

axonal structural defects, the core clock pacemaker neurons

are normal [15, 25]. Elevated mGluR signaling has been

thought to be the leading pathogenic mechanism of FXS,

but genetic reduction of mGluR signaling or administration

of its antagonist does not ameliorate the circadian activity

defects in FXS Drosophila [26], excluding the possibility

that the mGluR signaling pathway underlies regulation of

the circadian rhythm in FXS. Recently, a study demon-

strated that FMRP functions in the insulin-producing cells

(IPCs), confirming a role of FMRP in the circadian output

pathway [27]. Yet how FMRP regulates circadian behav-

iors and circadian output in Drosophila is still not fully

understood.

FMRP is encoded by FMR1, the pathogenic gene of

FXS. FMRP, mainly enriched in the nervous system, is an

RNA binding protein that regulates its target genes and

predominantly functions as a translation inhibitor. Besides

this function, FMRP also plays an essential role in

regulating dendritic mRNA transport and the stability of

its target mRNAs [18]. To better understand the molecular

mechanisms of FXS, researchers employed many methods

to identify FMRP target mRNAs, such as high-throughput

sequencing of RNAs isolated by cross-linking immuno-

precipitation (HITS-CLIP) and phospho-activatable ribonu-

cleoside (PAR-CLIP) [28, 29]. In the mouse brain, 842

mRNAs associated with polyribosomes have been

identified as potential target genes of FMRP [28]. Recently,

4,174 mRNAs were predicted to be FMRP targets at an

early developmental stage in the mouse, including 1,610

new targets [30]. Among the hundreds of proposed FMRP

targets, only a few have been validated by direct biochem-

ical interaction and genetic manipulation in vivo in FXS

animal models to illustrate their roles in its pathogenesis.

The deregulated proteins encoded by mRNA targets

identified in the last twenty years such as ADCY1, DGKj,
APP, and MAP1B have been shown to participate in the

synaptic plasticity and cognitive defects in FXS [31–33].

So far, none of the known targets clarified have been

reported to regulate the circadian rhythm in FXS.

Among the genes identified as potential targets of

FMRP, collapsing response mediator protein 2 (CRMP2) is

of particular interest due to its involvement in the

regulation of circadian rhythm and neuronal development

[34–36]. As an axonal guidance molecule, vertebrate

CRMP2 mediates a variety of neuronal growth cone

dynamics through signal transduction pathways [37].

CRMP2 promotes microtubule assembly and also partic-

ipates in Numb-mediated endocytosis, facilitating the rate

of axonal growth [38–40]. CRMP2-KO mice show devel-

opmental defects of hippocampal neurons in addition to

abnormal sociability and impaired long-term potentiation

[36]. Drosophila melanogaster has a single conserved

CRMP gene, encoding a protein termed CRMP, which

shares 46% amino-acid identity with human CRMP2. Loss

of Drosophila CRMP results in defective olfactory memory

and circadian rhythm deficits [34]. Considering the impor-

tant role of CRMP in neuronal morphology and its potential

function in Drosophila rhythm, we investigated whether

CRMP is an FMRP target mRNA that regulates the

circadian activity rhythm in FXS flies.

Here we found that reduction of CRMP repressed the

circadian arrhythmicity and neural structural defects in

FXS Drosophila and identified CRMP2 mRNA as a target

of FMRP in cells. Our findings in Drosophila showed that

genetic reduction of CRMP rescues the aberrant locomotor

activity rhythm and LNv structural defects in the FXS

Drosophila model. And specific knockdown of CRMP

expression in IPCs but not in clock neurons ameliorates

circadian behaviors. Further, results with mammalian and

Drosophila cells showed that FMRP selectively binds with

CRMP mRNA, negatively regulating its translation. Our

findings suggest that FMRP regulates circadian output by

suppressing CRMP translation in IPCs of the Drosophila

brain.
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Materials and Methods

Cell Culture

Human embryonic kidney (HEK) 293 cells obtained from

the Cell Bank of the Chinese Academy of Sciences

(Shanghai, China) were cultured in Dulbecco’s modified

Eagle’s medium (DMEM) (Sigma-Aldrich, St. Louis,

USA, #D5546) containing 10% fetal bovine serum (FBS)

(Thermo Fisher Scientific, Massachusetts, USA, #10099).

To maintain N2a cells obtained from the Cell Bank of the

Chinese Academy of Sciences (Shanghai, China), DMEM

and Opti-MEM medium (Thermo Fisher Scientific, Mas-

sachusetts, USA, #A4124802) were mixed at 1:1 and then

10% FBS was added. And Epstein-Barr virus-transformed

lymphoblastoid cell lines were derived from a normal male

and an FXS male patient with deletion of the FMR1 gene

and cultured in RPMI-1640 medium (Thermo Fisher

Scientific, Massachusetts, USA, #A4192301) supple-

mented with 20% FBS.

Ethics Approval and Consent to Participate

The experiments were undertaken with the understanding

and written consent of each subject, and the study

conformed with The Code of Ethics of the World Medical

Association (Declaration of Helsinki), printed in the British

Medical Journal (18 July 1964). This study was approved

by the Ethics Committee of the Center for Medical

Genetics, Central South University (approval number:

2013051201).

Drosophila Stocks and Maintenance

Fly strains containing dfmr13 and dfmr150M alleles were

kind gifts from Dr. Peng Jin, (Emory University, School of

Medicine, USA) and the Dilp2-Gal4 stock was from Dr.

Luoying Zhang (Huanzhong University of Science and

Technology, College of Life Science and Technology,

China). The dfmr1 mutant flies used in this study were

dfmr13/dfmr1D50M trans-heterozygotes. The elav-Gal4, and

CRMPsupK1 stocks were from Bloomington Drosophila

Stock Center (Indiana University Bloomington, IN, USA,

stock numbers 458 and 40954). Fly strains carrying CRMP-

RNAi-1 and CRMP-RNAi-2 RNA interference transgenes

were from the Tsinghua Fly Center (Tsinghua University,

Beijing, China, stock number TH02545.N) and the Vienna

Drosophila Resource Center (Vienna, Austria, stock num-

ber v101510), respectively. Fly stocks were reared on

standard cornmeal-molasses medium at 25�C. Flies were

anaesthetized with CO2 to minimize suffering in the

experiments.

RNA Co-immunoprecipitation

RNA co-immunoprecipitation was performed as described

previously [41] with some modifications. Cells and

Drosophila heads were lysed with lysis buffer (20 mmol/L

Tris-HCl pH 7.4, 150 mmol/L NaCl, 5 mmol/L MgCl2, 1

mmol/L DTT, 1% Triton X-100) supplemented with RNase

inhibitor (Takara, Kusatsu, Japan, #2313A) and proteinase

inhibitor cocktail (Sigma-Aldrich, St. Louis, USA,

#P8340). Cleared lysates with 1 mg total protein were

incubated with Dynabeads� Protein G (Invitrogen, Paisley,

UK, #10003D) coated by either anti-FMRP antibody

[Millipore, Darmstadt, Germany, #MAB2160) for

HEK293 and N2a cells; anti-dFMRP (Abcam, Cambridge,

UK, #ab10299) for Drosophila S2 cells and brains] or

normal mouse IgGs ( Sigma-Aldrich, Saint Louis, MO,

USA, #I5381) overnight at 4�C, and 5% of the lysates were

saved as input. About 30% of the beads were used for

Western blot analysis and the rest for mRNA enrichment

analysis. After addition of 10 pg of external control RNA

from Caenorhabditis elegans into the input and RNA

immunoprecipitation, RNA was extracted by TRIzol

(Invitrogen, CA, USA, #15596-026) and reverse-tran-

scribed using the RevertAid First Strand cDNA Synthesis

Kit and random primers (Thermo Fisher Scientific,

Waltham, USA, #K1622). Quantitative real-time PCR

(qRT-PCR) was performed and the mRNA enrichment

was calculated with C. elegans 18S rRNA as an external

control and input for normalization. The primers used were

as follows:

human-CRMP2-F: 50-CTCGTTTCCAGATGCCTGAT-
30,
human-CRMP2-R: 50-CTCAGGAACAACGTGGT-
CAA-30,
mouse-CRMP2-F: 50-ATTCCACGCATCACGAGCGA-
30,
mouse-CRMP2-R: 50-GGTCTTCACCCCTCCTGGTA-
30,
fly-CRMP-F: 50- CCAGAATCGCGTCTACATCAA-30

fly-CRMP-R: 50- TCCGCCAGGTATCGTTATTTC-30

C. elegans 18S rRNA-F: 50-TAGTGAGACGCCCAA-
CAGC-30,
C. elegans 18S rRNA-R: 50-TGGCATCGTTTACGGT-
CAG-30.

Polyribosome Profile Analysis

Polyribosome profiling was carried out according to the

modified method described previously [41, 42]. FXS and

normal lymphoblastoid cells were treated with 100 lg/mL

cycloheximide ( Sigma-Aldrich, St. Louis, USA, #D5546)

and incubated for 15 min at 37�C. Then cell lysates were
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prepared on ice in lysis buffer (10 mmol/L HEPES-KOH

pH 7.4, 150 mmol/L KCl, 10 mmol/L MgCl2, 1 mmol/L

DTT, 100 lg/mL cycloheximide, 1% Triton X-100, and

RNase and proteinase inhibitors). The resulting supernatant

of cytoplasmic lysate was loaded on a 15%–60% sucrose

gradient prepared in the lysis buffer and spun at 45,000 rpm

for 1 h at 4�C in an SW-55 rotor (Beckman Coulter,Inc.,

CA, USA). The sucrose gradients were separated into 11

fractions. C. elegans RNA (10 pg) was added into each

fraction and total RNA was isolated, and the mRNA levels

were quantified and analyzed by qRT-PCR as described

above.

Immunohistochemistry and Sholl Analysis

Immunohistochemistry of adult brains and the analyses of

LNv neurons were performed as previously described

[25, 43]. The brains from adult flies (0–3 days old) were

dissected in phosphate-buffered saline (PBS, pH 7.4) and

then fixed with 4% paraformaldehyde in PBS for 60 min at

4�C. The brains were rinsed with PBS and then permeabi-

lized with 0.1% triton X-100 in PBS (PBST) for 40 min.

After blocking for 60 min with 5% goat serum (Thermo

Fisher Scientific, Massachusetts, USA, #16210072) in

0.1% PBST at room temperature, the brains were incubated

with anti-PDF (pigment-dispersing factor) antibody (C7

monoclonal, Developmental Studies Hybridoma Bank,

University of Iowa, USA) at 1:100 dilution in 0.1% PBST

overnight at 4�C. The brains were incubated with the

secondary antibody mCy3 (Abcam, Cambridge, UK,

#ab97035) at 1:200 for 2 h at room temperature in

darkness. All images were captured on a Leica TCS SP5

confocal laser scanning microscope (Leica Microsystems,

Wetzlar, Germany). The posterior optic tract (POT) from

the circadian large ventral lateral neurons (lLNvs) neurons

was measured using the previous method [25], and POT

splitting was defined as defasiculation of the POT for

[25% of its length. The synaptic architecture of the small

Lateral Neurons ventral (sLNvs) were analyzed using

modified Sholl analysis to assess the arborization of their

arbor terminals [43, 44]. Concentric rings in 10-lm steps

were centered on the sLNv dorsal arbor bifurcation. PDF-

positive puncta (diameter C1 lm) were counted in each

ring to reflect the complexity of synaptic arborization. The

terminal arborization of sLNv arbors were evaluated in

both hemispheres and each hemisphere was represented as

n = 1.

Circadian Behavior Analysis

Adult male flies were loaded into tubes for locomotor

activity recording using the Drosophila Activity Monitor-

ing system from Trikinetics (Los Angeles, CA, USA) as

described previously [27, 45]. The experiment was con-

ducted during the relative light time. Flies were entrained

to a 12:12 h light/dark (LD) cycle for 4 days and then

transferred to constant darkness for[7 days. More than 3

independent experiments were performed, and activity data

from[20 flies per genotype were pooled and analyzed with

Clocklab software (Actimetrics, Wilmette, USA). Circa-

dian rhythm power is a measure of rhythmicity strength

and flies with a power value C10 are defined as rhythmic.

Relative rhythmicity power represents the average rhyth-

micity of each genotype compared to the average rhyth-

micity of the wild-type controls used in each experiment.

Relative rhythmic power = powerexperimental/powerwild-type
9 100.

Statistical Analysis

Statistical tests were performed and diagrams were con-

structed using GraphPad Prism 7 (RRID: RDG_1346427

GraphPad Software, lnc., San Diego, CA, USA). Unpaired

two-tailed Student’s t-tests were performed for two condi-

tions or samples. One-way ANOVA with two-tailed

Tukey’s multiple comparison tests were performed for 3

or more conditions or samples. Two-way ANOVA was

performed for Sholl analysis of PDF puncta distribution.

All data obeyed normal distribution characteristics. All

data are presented as the mean ± SEM; *P \0.05,

**P\0.01, ***P\0.001.

Results

Knockdown of CRMP Restores the Circadian

Activity Rhythm in FXS Drosophila

In previous studies, dfmr1 mutants displayed arrhythmic

locomotor activity in constant darkness, revealing an

essential role of FMRP in the regulation of the Drosophila

circadian rhythm. To find potential FMRP target genes in

the circadian regulation and to dissect the explicit under-

lying molecular pathway in Drosophila, we analyzed genes

from the large-scale identification of mRNAs interacting

with FMRP in FXS mouse brains that appeared in two

independent studies using HITS-CLIP. We focused on

those mediating functions in neural circuits and synaptic

plasticity, and especially playing roles in the regulation of

circadian rhythm. The microtubule-associated protein

CRMP2 was noted due to its function in neuronal

development and circadian regulation in Drosophila.

As CRMP-deficient flies also exhibited circadian rhythm

defects, we speculated that CRMP may have a functional

interaction with FMRP in regulating circadian behaviors,

so we investigated the role of CRMP in the circadian
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activity rhythm of FXS Drosophila. Flies of all genotypes

tested were entrained to a 12:12 LD cycle for 4 days prior

to transfer to constant darkness for 7 days of activity

recording and they had a normal circadian cycle of 23h–24

h (Table 1). The rhythm of free-running rest/activity were

impaired in dfmr1 mutant flies with 34% of flies being

arrhythmic, and the relative rhythmic power of dfmr1

mutants was significantly lower than in control flies (Fig. 1

and Table 1). Knockdown of CRMP expression with two

CRMP RNAi transgene lines driven by the pan-neuronal

elav-Gal4 showed decreases of approximately 70% and

45% in CRMP mRNA levels in the brain (Fig. S1A). The

two CRMP RNAi lines both partially rescued the activity

rhythm of dfmr1 mutants, with the percentages of arrhyth-

mic flies reduced to 14% and 18%, respectively (Fig. 1 and

Table 1). Actograms of representative flies showed that the

dfmr1 mutants with CRMP knockdown had a normal

circadian activity pattern (Fig. 1A). We also examined the

rhythms in CRMP-knockdown lines and CRMPsupK1

mutants. The latter showed significant arrhythmic behav-

iors as reported previously [34] (Fig. S1 and Table S1).

Flies with CRMP-RNAi-1 knockdown exhibited arrhythmic

activity, while no significant change occurred in flies with

another CRMP-knockdown line CRMP-RNAi-2 (Fig. 1 and

Table 1), indicating that the knockdown efficiency of

CRMP-RNAi-2 driven by elav-Gal4 was not sufficient to

cause the arrhythmic phenotype. These results indicate that

dysregulated CRMP expression due to the absence of

FMRP in the central nervous system contributes to the

abnormal locomotor activity rhythm in dfmr1 mutant

Drosophila.

Knockdown of CRMP Ameliorates Structural

Defects of LNv Neurons in FXS Drosophila

The circadian clock circuit in the Drosophila brain consists

of 150 pacemaker neurons that are divided into 5 cate-

gories: dorsal lateral neurons, dorsal neurons (DN1, DN2

and DN3), lateral posterior neurons, and small and large

ventral lateral neuron (sLNvs and lLNvs) that express the

neuropeptide pigment-dispersing factor (PDF) [4]. LNvs

have been shown to play an indispensable role in the

regulation of circadian activity, and are reported to have

structural deficits in both the axonal termini of sLNvs and

the POT in dfmr1 mutant flies [15, 25].

As CRMP2 is essential in neuronal development and

axonal growth, we examined whether Drosophila CRMP

plays a role in the development of LNv axons in FXS

Drosophila. Axon terminals of sLNvs in the dorsal

protocerebrum were over-elaborated and a split POT from

the lLNvs was also observed in the dfmr1 mutants (Fig. 2A,

B). Structural abnormalities in both lLNvs and sLNvs were

ameliorated by genetic reduction of CRMP with two

CRMP RNAi transgenes in the central nervous system.

Over-elaborated terminals of sLNv axons indicate the

elevated complexity of the synaptic architecture, which

were assessed by PDF-positive puncta distributed at the

terminals of sLNv arbors. Sholl analysis of PDF-positive

boutons within each 10-lm ring showed that the numbers

of PDF-positive puncta were increased in each ring of

dfmr1 mutants compared to wild-type flies, and knockdown

of CRMP significantly decreased the numbers of puncta in

dfmr1 mutants (Fig. 2D and Fig. S2). The total number of

PDF-positive puncta throughout the axonal arbor was also

measured (Fig. 2). The total number was increased in

dfmr1 mutant flies, and CRMP knock-down significantly

rescued this phenotype (Fig. 2E; total puncta, 37.6 ± 2.94

control, 63.4 ± 3.88 dfmr13/dfmr1D50M 36.4 ± 3.31 elav-

Gal4[CRMP-RNAi-1; dfmr13/dfmr1D50M, 46.9 ± 3.81

elav-Gal4[CRMP-RNAi-2; dfmr13/dfmr1D50M 40.6 ±

2.88 elav-Gal4[CRMP-RNAi-1, 37.8 ± 2.23 elav-

Gal4[CRMP-RNAi-2; n[20 for all genotypes). Flies with

a split POT from lLNvs were reduced to 27% and 29% in

dfmr1 mutants with CRMP-RNAi-1 and CRMP-RNAi-2,

respectively, compared to 69% in dfmr1 mutant flies

(Fig. 2B and Table S2). As ectopic collateral branches

arising from the sLNvs have been reported in dfmr1 mutant

flies, we quantified the collateral branches in flies of all

genotypes. Collateral branching was observed in 12% of

dfmr1 mutants, while dfmr1 mutants with reduced CRMP

expression displayed no such ectopic branching (Fig. 2C

and Table S2). The structural morphology of sLNvs and

lLNvs in CRMP-deficient flies was also documented. POT-

splitting and ectopic collateral branches were observed in

CRMPsupK1 mutants at higher percentages than in wild-type

control flies, although the structure of LNv terminals was

Table 1 Circadian phenotypes

in constant darkness
Genotype Number Average period (h) % Arrhythmic flies

elav-Gla4 107 23.70 ± 0.07 0.93

elav-Gal4;dfmr13/D50M 131 23.59 ± 0.09 34.35

elav[CRMP-RNAi-1;dfmr13/D50M 63 23.64 ± 0.06 14.29

elav[CRMP-RNAi-2;dfmr13/D50M 61 23.70 ± 0.14 18.03

elav[CRMP-RNAi-1 93 23.40 ± 0.05 16.13

elav[CRMP-RNAi-2 83 23.34 ± 0.05 1.20
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not altered (Fig. S3 and Table S2). These results show that

CRMP plays a role in the maintenance of the normal

morphology of both sLNvs and lLNvs and that excessive

CRMP contributes to the defective axonal structures of

LNvs in FXS Drosophila.

CRMP Participates in the Circadian Output Path-

way in FXS Flies

Despite severely impaired behavioral rhythmicity, the core

molecular clock is not perturbed in the absence of FMRP.

It has been shown that the circadian defects result from

disrupted output pathways downstream of the core clock in

dfmr1 mutants [15, 27]. We detected the circadian oscil-

lations of the clock genes period (per) and timeless (tim) at

the mRNA level in Drosophila brains. Similar to the

previous findings, the circadian expression profiles of per

and tim mRNA in dfmr1 mutant flies were indistinguish-

able from those of controls (Fig. 3A). And dfmr1 mutants

with knockdown of CRMP exhibited the same mRNA

profile (Fig. 3A). Next, we examined the molecular

oscillations of per and tim mRNA in CRMP mutant flies

to test whether CRMP influences the core clock, and found

no irregularity in the mRNA cycling of either gene

(Fig. 3B), indicating that CRMP does not affect the

function of the core clock at the molecular level.

It has been reported that restoring dfmr1 expression in

clock neurons does not improve circadian behavior, while

selective expression of dfmr1 in the IPCs was able to

significantly rescue the rhythmicity of FXS Drosophila.

Combined with previous evidence, these findings demon-

strate that FMRP functions in the IPCs to mediate the

Fig. 1 Knockdown of CRMP in

the central nervous system res-

cues circadian locomotor activ-

ity defects in dfmr1 mutants.

A Representative actograms

from flies of the indicated

genotypes. dfmr1 mutants show

significant defects of circadian

locomotor activity compared to

wild-type controls, while

knockdown of CRMP partially

ameliorates the arrhythmic pat-

terns. Flies loaded in the mon-

itors were entrained to an LD

cycle for 4 days and their loco-

motor activity in constant dark-

ness was recorded for 7 days

and analyzed for the rhythmicity

of individual flies. B Relative

rhythmic power of the geno-

types displayed in A. The dfmr1
mutant flies dfmr13/dfmr1D50M

was shorted to dfmr13/D50M.
dfmr1 mutants with both CRMP
RNAi transgenes driven by

elav-Gal4 show significant

improvement in circadian loco-

motor activity relative to dfmr1
mutants. Some of CRMP-RNAi-
1 transgene flies display

arrhythmic activity the others

show no circadian defects.

**P\0.01, ***P\0.001,

****P\0.0001, one-way

ANOVA. n[50 flies per geno-

type. Data are shown as the

mean ± SEM. ns, not

significant.
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Fig. 2 Genetic reduction of CRMP rescues structural deficits of LNv

neurons in dfmr1 mutants. A Terminals of sLNvs at the dorsal

protocerebrum of the depicted genotypes. dfmr1 mutants show

increased branching complexity, while knockdown of CRMP with

both RNAi transgenes in the nervous system reduces the over-

elaborated axonal branches (scale bar, 10 lm). B Representative split

POT phenotype (indicated by arrowhead) in the indicated flies. dfmr1
mutants show a POT defasiculation phenotype compared with the

wild-type, and reduced CRMP expression rescues the POT splitting

(scale bar, 75 lm). C Half brains of adult flies showing collateral

branches. C’ Magnification of the collateral branch in a dfmr1 mutant

Drosophila. Some of dfmr1 mutants have ectopic collateral branches

(indicated by the red dash box), while mutant flies with two CRMP
RNAi transgenes display no collateral branching, like wild-type flies

(scale bar, 75 lm). D Sholl analysis of the distribution of PDF-

reactive puncta throughout the sLNv axonal arbors. dfmr1 mutants

harbor increased PDF puncta distributed in each ring, which is

rescued by knockdown of CRMP. E Total numbers of PDF-positive

(PDF?) puncta throughout the sLNv axonal arbors. Knockdown of

CRMP with both RNAi transgenes rescues the significantly elevated

total number of PDF puncta in dfmr1 mutants. *P\0.05, **P\0.01,

***P \0.001, two-way ANOVA for C and one-way ANOVA for

D. n[20 hemispheres per genotype. Data are represented as the mean

± SEM. ns, not significant.
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circadian locomotor activity rhythm in Drosophila

[14, 15, 27]. We examined the interaction of FMRP and

CRMP in the circadian output pathways, using Dilp2-Gal4

and pdf-Gal4 to direct expression in IPC cells and in the

circadian pacemaker neurons, respectively. Most of the

dfmr1 mutant flies with Dilp2-Gal4 were arrhythmic

compared with the Dilp2-Gal4 controls. Knocking down

CRMP in the circadian output IPC neurons with the

specific Dilp2-Gal4, the free-running activity rhythm was

significantly rescued in FXS flies, with elevated relative

rhythmic power and an increased percentage of rhythmic

flies (Fig. 4A). However, knockdown of CRMP by pdf-

Gal4 in the circadian pacemaker LNv neurons, did not

ameliorate the circadian defects (Fig. 4B). Taken together,

our findings suggest that the translational regulation of

CRMP by FMRP contributes to the circadian activity

mediation in the output pathway in FXS Drosophila.

Interaction and Translational Regulation Between

FMRP and CRMP2 mRNA

Results in Drosophila provided evidence for the in vivo

interaction between FMRP and CRMP mRNA, and implied

that CRMP mRNA may be a target of FMRP. To better

illuminate how FMRP controls CRMP mRNA in the

regulation of circadian behavior and neuronal structures in

Drosophila, we further analyzed their interaction in human

and mouse cells as well as Drosophila S2 cells. In three

independent experiments performed in human HEK293

and mouse N2a cells, CRMP2 mRNA showed a strong

association with FMRP. CRMP2 mRNAs were immuno-

precipitated by FMRP but not the negative control IgG

(Figs 5A, B and S4A). Experiments in Drosophila S2 cells

showed similar results (Figs 5C and S4B), and the

interaction of CRMP and FMRP was also verified in

Drosophila brains (Fig. S4C).

As FMRP is an mRNA-binding protein mainly regulat-

ing the translation of target mRNAs, we tested whether it

controls the translation of CRMP2 mRNAs. We used

polyribosome profile analysis to demonstrate the transla-

tion activity of CRMP2. Eleven fractions separated from

the sucrose gradients were pooled into three groups:

fractions 1–5 corresponding to messenger ribonucleopro-

tein (mRNP) and monosomes, fractions 6–7 corresponding

to light polyribosomes, and fractions 8–11 corresponding

to the most active translating pool of polysomes and

associated mRNA (heavy polysomes). The polyribosome

profile of CRMP2 revealed that CRMP2 mRNAs were

associated with translationally-active polyribosomes in

both normal and FXS patient-derived lymphoblastoid cells.

And CRMP2 enrichment significantly increased in the

polysomal fractions of FXS cells, indicating that the

translation activity of CRMP2 mRNA was elevated in FXS

due to the ablation of translational repression by FMRP

Fig. 3 CRMP does not alter the circadian oscillations of per and tim
mRNA expression in FXS flies. A Both dfmr1 mutant flies and elav-
Gal4[CRMP-RNAi-1;dfmr13/D50M flies show normal circadian oscil-

lations of per and tim mRNA like control flies. Circadian time (CT)

starts at CT0. dActin was used as a reference gene. B mRNA

expression of per and tim display normal circadian oscillations in

CRMP mutant flies like control flies. Circadian time (CT) starts at

CT0, dActin was used as a reference gene. n[10 heads per genotype

at each time point.
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(Figs 5D and S4D). CRMP2 protein levels and CRMP2

mRNA levels were assessed, and CRMP2 protein expres-

sion was elevated in FXS lymphoblastoid cells with no

difference in mRNA expression between FXS and normal

lymphoblastoid cells (Fig. S4E, F). Taken together, these

results indicate that FMRP binds with its CRMP2 mRNA

target and represses CRMP2 translational activity.

Discussion

FMRP binds with target mRNAs and participates in mRNA

metabolism including translational regulation, mRNA

stability, and dendritic transport. CRMP2 mRNA has been

implicated as a candidate FMRP target in mouse brain and

HEK293 cells [28–30], indicating a possible interaction

between FMRP and CRMP2 mRNA. Our results first

verified the genetic interaction between FMRP and CRMP

in the Drosophila model of FXS, as demonstrated by the

findings that knockdown of CRMP expression ameliorated

the disrupted circadian activity rhythm and defective

neuronal structures in FXS Drosophila. Furthermore,

biochemical evidence from three different cell lines

corroborated that CRMP2 mRNA was bound to FMRP,

which repressed the translation of CRMP2 mRNA without

altering its transcription. Our findings identified CRMP as a

new target of FMRP, and showed that altered CRMP

expression may contribute to the abnormal regulation of

behavioral rhythms in FXS Drosophila.

FMRP functions in neuronal development and neuronal

defects are found in human cortical tissue and FXS animal

models. The density of dendritic spines in hippocampal

neurons is significantly elevated in FXS mice, and axonal

structures in pacemaker neurons are disrupted in FXS

Drosophila [31, 36, 46–50]. CRMP2 also plays roles in the

regulation of synaptic morphology and functions. Verte-

brate CRMP2 is an important axonal guidance cue that

participates in several signal transduction pathways regu-

lating synaptic growth cone dynamics. CRMP2 promotes

microtubule assembly by binding to tubulin heterodimers

and promoting tubulin polymerization and facilitates the

rate of axonal growth [38]. CRMP2 is also involved in

Numb-mediated endocytosis of the neuronal cell adhesion

molecule L1 at the growth cone, promoting the axon

elongation [51]. CRMP2 has been shown to regulate

neuronal development and neural function, in addition to

its role in neuronal polarity and migration control. CRMP2-

knockout mice have enlarged lateral ventricles, decreased

dendritic spines, and defective synapse formation in the

hippocampus [36]. In our study, CRMP-deficient flies

exhibited axonal process growth defects in both pacemaker

sLNvs and lLNvs. Consistent with this, axonal process

defects in both sLNvs and lLNvs in FXS flies were rescued

by reduction of CRMP, providing evidence that CRMP

regulates synaptic morphology in FXS Drosophila.

Fig. 4 Knocking down CRMP in IPCs rescues locomotor rhythms in

FXS flies. The panels show the percentage of rhythmic flies (white)

and relative rhythmic power values (black) of the indicated geno-

types. A dfmr1 mutants with both CRMP RNAi transgenes driven by

Dilp2-Gal4 show significant improvement in circadian locomotor

activity relative to dfmr1 mutants. B dfmr1 mutants with both CRMP
RNAi transgenes driven by pdf-Gal4 show no alterations in circadian

behaviors compared with dfmr1 mutants. *P \0.05, **P \0.01,

***P\0.001, one-way ANOVA. n[30 flies per genotype. Data are

represented as the mean ± SEM. ns, not significant.
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Sleep problems have been reported in individuals with

FXS. Patients mainly have difficulty falling asleep and

experience frequent night awakenings, and some have

snoring and obstructive sleep apnea [19, 52]. FXS mouse

and Drosophila models also display sleep disorders, and

besides significantly abnormal sleep profiles, impaired

rhythmic locomotor activity has been reported in FXS mice

and flies [22–24]. Several studies have corroborated the

function of FMRP in the circadian output pathway to

mediate rest/activity rhythms in Drosophila. Clock genes

and proteins form the core transcription-translation feed-

back loop, regulating the output pathways to generate daily

rhythms in organisms [1, 4]. The Drosophila clock genes

per and tim display circadian oscillations at both the

mRNA and protein levels. Loss of FMRP in Drosophila

does not alter the circadian oscillations of both per and tim

mRNA and proteins. While the core clock is intact and

functions normally in FXS Drosophila, loss of FMRP

disturbs circadian output, including the locomotor activity

rhythm and the eclosion rhythm [15, 53, 54]. Furthermore,

FMRP has been shown to function in the IPCs downstream

of the clock neurons to regulate circadian behaviors in FXS

flies [27]. This evidence, along with the current study,

support the hypothesis that, instead of impacting the core

circadian clock, FMRP mainly functions in the circadian

output pathway to regulate the circadian activity rhythm in

Drosophila. Previous studies have shown marked structural

abnormalities in both lLNvs and sLNvs of FXS Drosophila.

We found that FMRP regulates CRMP in the control of the

synaptic morphology of LNvs, while reduction of CRMP in

LNvs does not attenuate the rhythmic behavior deficits.

Although FMRP controls the structural morphology of LNv

axons, loss of FMRP has no evident effect on their

rhythmic release of PDF neuropeptide. Moreover, Monyak

et al. reported that FMRP functions mainly in the IPCs by

restoring dfmr1 expression through Gal4 expressed in both

clock neurons and downstream IPCs [27]. It will take

further efforts to illustrate how the structural defects in

LNvs contribute to the functional abnormality in down-

stream IPCs. While specifically knocking down CRMP

Fig. 5 FMRP interacts with CRMP2 mRNA and negatively regulates

CRMP2 translation. A–C qPCR analysis of CRMP2 mRNA levels co-

precipitated with FMRP in human HEK293 cells (A), mouse N2a

cells (B), and Drosophila S2 cells (C). CRMP2 mRNA levels were

normalized to the control C. elegans 18S rRNA and quantified by the

relative value of percentage in input. CRMP2 mRNAs display an

enrichment in FMRP antibody precipitates compared to the negative

control IgG (*P \0.05, unpaired t-test; n = 3 independent experi-

ments). Data are represented as the mean ± SEM. D qRT-PCR

quantification analysis of CRMP2 mRNA levels in fractions of

sucrose gradients from normal and FXS patient-derived lymphoblas-

toid cells. The sucrose gradient fractions are divided to three groups:

fractions 1–5 mRNP/monosomes, fractions 6–7 light polysomes (L-

poly), and fractions 8–11 heavy polysomes (H-poly). CRMP2
mRNAs are increased in the actively translating polyribosomes (H-

poly) in FXS cells with a decreased distribution in the mRNP/mono

fractions compared with the wild-type (*P \0.05, **P \0.001,

unpaired t-test; n = 3 independent experiments). Data are represented

as the mean ± SEM.
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expression in IPCs rescues the circadian activity rhythms,

our findings show that dysregulated CRMP in IPCs

contributes to the circadian output in FXS Drosophila.

Circadian rhythms are an emergent property of the

intrinsic clock network. Interdependent clock neuron

populations and output circuits are both required to

maintain normal behavioral and physiological rhythms.

Proper neuronal activity and synaptic connections are

essential for the functional circadian neural circuit, which

is fundamental to circadian rhythms in behavior [55–57].

The pars intercerebralis (PI) region of the Drosophila brain

has been implicated in the circadian output regulation of

locomotor behaviors. DH44? SIFamide? subsets of PI

neurons comprise part of a circuit extending from sLNvs

and passing through DN1 neurons, involved in the

regulation of behavioral rhythms [55, 56, 58]. IPC cells

are a cluster of insulin-producing neurons in the PI, and are

also functionally connected to the clock circuit via synaptic

contacts with DN1 [55, 59]. It has been reported that IPCs

exhibit circadian patterns of neuronal activity, including

firing frequency and proportion of bursting, and that the

electrophysiological rhythm of IPCs is controlled by the

circadian clock [59]. In line with previous evidence, our

findings show that FMRP mediates behavioral rhythms

through the translational regulation of CRMP mRNA in

IPCs in FXS Drosophila.
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Abstract Medium spiny neurons (MSNs) in the striatum,

which can be divided into D1 and D2 MSNs, originate

from the lateral ganglionic eminence (LGE). Previously,

we reported that Six3 is a downstream target of Sp8/Sp9 in

the transcriptional regulatory cascade of D2 MSN devel-

opment and that conditionally knocking out Six3 leads to a

severe loss of D2 MSNs. Here, we showed that Six3 mainly

functions in D2 MSN precursor cells and gradually loses its

function as D2 MSNs mature. Conditional deletion of Six3

had little effect on cell proliferation but blocked the

differentiation of D2 MSN precursor cells. In addition,

conditional overexpression of Six3 promoted the differen-

tiation of precursor cells in the LGE. We measured an

increase of apoptosis in the postnatal striatum of condi-

tional Six3-knockout mice. This suggests that, in the

absence of Six3, abnormally differentiated D2 MSNs are

eliminated by programmed cell death. These results further

identify Six3 as an important regulatory element during D2

MSN differentiation.

Keywords Six3 � LGE � Drd2 � striatum � Medium spiny

neuron

Introduction

The basal ganglia consist of several interconnected nuclei,

the largest of which is the striatum [1, 2]. Abnormal

functions of the striatum are closely associated with

Huntington’s disease and Parkinson’s disease [2–4]. The

striatum can be divided into the dorsal and ventral parts

[2, 5]. The dorsal striatum comprises the caudate nucleus

and putamen, while the ventral striatum includes the

nucleus accumbens and olfactory tubercles [6]. Medium

spiny neurons (MSNs) constitute as many as 90%–95% of

striatal neurons. Also, MSNs can be divided into direct-

pathway MSNs, which specifically express dopamine

receptor D1 (Drd1), and indirect-pathway MSNs, which

specifically express dopamine receptor D2 (Drd2), accord-

ing to their axonal projections [7, 8]. Both DRD1- and

DRD2-expressing MSNs (D1 and D2 MSNs) have distinct

molecular features. For example, D1 MSNs express Ebf1,

Isl1, and Tac1, while D2 MSNs specifically express

Adora2a and Penk [8–11].

The ventral lateral ganglionic eminence (vLGE) is the

origin of striatal MSNs, while the dorsal LGE (dLGE)

mainly generates olfactory bulb interneurons [12, 13].

Based on gene-expression patterns, it has been suggested

that the vLGE can be divided into the pLGE3 and pLGE4

(progenitor LGE), and the dLGE can be divided into the

pLGE1 and pLGE2 [14]. A variety of transcription factors

regulate the development of the LGE. In the dLGE, Pax6

regulates the development of neurons expressing tyrosine

hydroxylase in the olfactory bulb [15, 16]. Sp8 and Sp9 are

required for the production and survival, as well as the

tangential and radial migration of interneurons in the

olfactory bulb [12]. In the vLGE, early overexpression of

the Gsx2 gene induces the generation of striatal MSNs.

Gsx2-null mutants have significantly reduced generation of
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striatal MSNs [17, 18]. Progenitor cell differentiation is

blocked in the LGE subventricular zone (SVZ) of Dlx1/2

mutant mice [19, 20]. D1 and D2 MSNs are also regulated

by specific transcription factors. Isl1, Ebf1, and Zfhx3

regulate the development of D1 MSNs [9, 21–24].

Recently, we reported that Sp8 and Sp9 are coordinated

to regulate D2 MSN generation, differentiation, and

survival. Six3 expression in the LGE is significantly

decreased in Sp8- and Sp9-knockout mice. Accordingly,

conditional knockout of Six3 results in a significant

reduction in the number of D2 MSNs, similar to the

phenotype in the striatum of Sp8- and Sp9-knockout mice

[25, 26].

The homeobox transcription factor Six3, which contains

a conserved Six domain and a Six-type homeobox domain,

belongs to the Six gene family [27]. Six3 is expressed as

early as E6.5–E7.0 at the most anterior region of the

embryo and plays important roles in the development of the

forebrain and visual system [28–31]. Mutation of Six3

causes holoprosencephaly [32, 33]. Six3 is also expressed

in ependymal cells, and its dysfunction leads to the

inability of ependymal cells to inhibit radial glial activity,

which leads to developmental defects of the lateral

ventricle wall and abnormal neuroblast migration and

differentiation [34]. As a direct downstream target of SP9

and SP8, the transcription factor Six3 is required for the

production of D2 MSNs [26], but the cellular and

molecular mechanisms were unknown.

In this study, we investigated the mechanism underlying

the effect of a reduction in the number of D2 MSNs in

Dlx5/6-CIE, Six3flox/flox (referred to as Six3-cKO) mice. We

found that knocked out Six3 in progenitor cells using

Nestin-Cre line resulted in severe D2 MSN developmental

defect, consistent with the results of Dlx5/6-CIE line, but

not in Drd2-Cre line, which eliminate Six3 in immature D2

MSNs, indicating Six3 primarily function in progenitor

cells at embryonic stage. The reduction in the number of

D2 MSNs in Six3-cKO mice mainly ascribe to the

abnormal differentiation, but not proliferation defect, of

progenitor cells, identifying Six3 as an important regulatory

element of MSN development. These findings broaden our

comprehension of the transcriptional mechanisms under-

lying the development of striatal projection neurons.

Materials and Methods

Animals

All experiments were performed in accordance with the

National Institutes of Health Guide for the Care and Use of

Laboratory Animals and were approved by Animal Ethics

Committee of Fudan University. We generated mice that

conditionally overexpressed Six3 by knocking CAG-pro-

moter-Flox-STOP-Flox-Six3-IRES-Lacz into the Rosa26

locus. Dlx5/6-CIE [35], Nestin-Cre [36, 37], Six3 floxed

[26, 38], and Drd2-Cre mice (from the Mutant Mouse

Resource and Research Center) [39] were previously

described. Wild-type, Dlx5/6-CIE, Drd2-Cre; Six3F/? and

Six3 floxed littermate mice without the Cre allele were

used as controls. These mice were on mixed genetic

backgrounds of C57BL/6J, 129S6, and CD1. The day on

which a vaginal plug was detected was considered

embryonic day 0.5 (E0.5), and the day of birth was

calculated as postnatal day 0 (P0).

BrdU Labeling

Pregnant mice were pulsed with 5-bromo-20-deoxyuridine

(BrdU) (50 mg/kg body weight) on E14.5 or E16.5 and

embryos were collected and analyzed 30 min after

administration.

Immunohistochemistry

Immunohistochemistry was performed as previously

described [26]. Briefly, postnatal and embryonic brains

were collected and placed in 4% paraformaldehyde over-

night at 4 �C, cryoprotected in 30% sucrose for at least

24 h, frozen in optimal cutting temperature and cryosec-

tioned. All tissues were sectioned coronally at 12 or 20 lm

and stained on glass slides.

For SP9, BCL11B, and SIX3 immunohistochemistry,

sections were boiled briefly in 10 mmol/L sodium citrate

for antigen retrieval. Immunohistochemistry for BrdU?

cells was performed after 45 min of incubation in 2 N HCl

and rinsing twice in 0.1 mol/L borate buffer at room

temperature. Immunofluorescence labeling was performed

with the following primary antibodies: rat anti-BCL11B

(Abcam, Ab18465), rat anti-BrdU (Accurate Chemical,

OBT0030s), chicken anti-b-gal (Abcam, ab9361), rabbit

anti-cleaved Caspase-3 (Cell Signaling, #9661), rabbit anti-

CRE (Millipore, 69050-3), rabbit anti-EBF1 (Merck,

AB10523), rabbit anti-FOXP1 (Abcam, Ab16645), rabbit

anti-KI67 (Abcam, ab15580), mouse anti-SIX3 (Santa

Cruz Biotechnology, sc-398797), goat anti-SP8 (Santa

Cruz Biotechnology, sc-104661), rabbit anti-SP9 [25].

Appropriate Alexa Fluor 488-, Cy3- or Alexa Fluor

647-conjugated secondary antibodies from Jackson

ImmunoResearch were used.

In situ RNA Hybridization

In situ hybridization was performed on 20-lm cryostat

sections as previously described using digoxigenin-labeled
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riboprobes [25, 26]. Riboprobes were amplified by PCR

using the following primers:

Drd2 forward: CGGGAGCTGGAAGCCTCGA

Drd2 reverse: TGCAGGGTCAAGAGAAGGCCG

Adora2a forward: ATGGGCTCCTCGGTGTACATCA

TG

Adora2a reverse: TCAGGAAGGGGCAAACTCTGAA

GAC

Drd1 forward: ATGGCTCCTAACACTTCTACCATGG

Drd1 reverse: TCAGGTTGAATGCTGTCCGCTGTG

Tac1 forward: CCCCTGAACGCACTATCTATTC

Tac1 reverse: TAGAGTCAAATACCGAAGTCTCAG

Ebf1 forward: TGACATGAGTCCCAGAGTGGAACTT

Ebf1 reverse: CACTTCATTCTCCCCTTCCATAGCT

Isl1 forward: TACGGGATCAAATGCGCCAA

Isl1 reverse: ACTCAGTACTTTCCAGGGCG

Six3OS forward: GGCCGCGCCTTGTAAGCGCTA

Six3OS reverse: GTTGAGAATCAGTCTGGGGTCGGC

Microscopy

Images were captured using an Olympus BX 51 micro-

scope or an Olympus FV1000 confocal microscope system.

FV10-ASW software was used to reconstruct the Z-stack

confocal images. All images were merged, cropped, and

optimized equally using Adobe Photoshop CC.

Quantification and Statistics

The numbers of Drd2-, Adora2a-, Drd1-, and Tac1-

positive cells in the striatum were counted in 3 ran-

domly-chosen 20-lm sections from each mouse. Three or

four control and Six3 conditional knockout mice from each

group were analyzed at P11.

The number of FOXP1? cells and the integrated density

of Ebf1 and Isl1 measured by ImageJ in the LGE SVZ were

quantified in 3 randomly-chosen 12-lm or 20-lm sections

from each mouse. Three or four Dlx5/6-CIE control and

Six3-cKO mice from each group were analyzed at E16.5.

The numbers of BCL11B? and BCL11B?/EBF1? cells

in the striatum was counted in 3 randomly-chosen 12-lm

sections from each mouse. Three Dlx5/6-CIE control and

Six3-cKO mice from each group were analyzed at P0.

The number of FOXP1? cells and the integrated density

of BCL11B measured by ImageJ in the LGE SVZ were

quantified in 3 randomly-chosen 12-lm sections from each

mouse, and three Dlx5/6-CIE control and Dlx5/6-CIE,

Rosa-Six3OE/? mice from each group were analyzed at

E14.5 and E16.5.

The numbers of BrdU? and KI67? cells in the LGE

were counted in 3 randomly-chosen 20-lm sections from

each mouse, and 3 control and Six3-cKO mice from each

group were analyzed at E14.5 or E16.5.

The numbers of SP8? and SP9? cells in the LGE SVZ

were counted in 3 randomly-chosen 12-lm sections from

each mouse. Three or four Dlx5/6-CIE control and Six3-

cKO mice from each group were analyzed at E14.5 or

E16.5. The integrated density of Six3OS, Adora2a, and

Drd2 measured by ImageJ in the LGE or striatum were

quantified in 3 randomly chosen 20 lm sections from each

mouse. Three or four Dlx5/6-CIE control and Six3-cKO

mice from each group were analyzed at E16.5 or P0.

The number of cleaved Caspase-3? cells in the striatum

was counted in 3 randomly-chosen 20-lm sections from

each mouse, and 3 Dlx5/6-CIE control and Six3-cKO mice

from each group were analyzed at P0, P3, P7, and P11.

Statistical significance was determined using unpaired

Student’s t-test (*P\0.05, **P\0.01, and ***P\0.001).

The results are presented as the mean ? SEM.

Results

Six3 Mainly Functions in D2 MSN Precursor Cells

We previously reported that the number of striatal D2

MSNs is significantly decreased in Six3 conditional

knockout mice [26]. We crossed Six3 floxed mice with

Nestin-Cre and Drd2-Cre lines to further examine the

function of Six3 (Fig. 1). According to our previously

published paper, SIX3 is prominently expressed in the

pLGE3 domain of the SVZ and scattered in the LGE

mantle zone (MZ) at the embryonic stage. Its expression is

later than that of Sp9 but earlier than that of Drd2-EGFP.

The expression of Six3 is rapidly down-regulated in the

striatum at the postnatal stage [26]. The Nestin-Cre line, in

which Six3 was knocked out earlier than in Dlx5/6-CIE

mice, expressed CRE protein in neural stem cells in the

LGE [40–42], whereas in the Drd2-Cre line, Six3 was

deleted in immature D2 MSNs after it was expressed for a

short time, as Drd2 was expressed later than Six3 in the

LGE [26]. At P11, the volume of the lateral ventricles was

increased while that of the striatum was reduced in Nestin-

Cre, Six3F/F mice compared with wild-type control mice

(Fig. 1A). This is consistent with our previous results [26].

The numbers of Drd2? and Adora2a? MSNs in the

striatum of Nestin-Cre, Six3F/F mice were greatly decreased

compared with those in control mice. The reductions of

Drd2? and Adora2a? MSNs mainly occurred in the medial

striatum, indicating that the generation of late-born D2

MSNs was compromised in Nestin-Cre, Six3F/F mice

(Fig. 1A). The numbers of Drd1? and Tac1? cells, though

significantly decreased, were relatively less affected

(Fig. 1A). These decreased Drd1? and Tac1? cells might

be ascribed to an ependymal cell defect since the devel-

opment of ependymal cells was disturbed in Nestin-Cre,
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Six3F/F mice [34]. In contrast, Drd2?, Adora2a? and

Drd1?, and Tac1? MSNs were densely distributed in the

striatum of both Drd2-Cre, Six3F/F mice and Drd2-Cre,

Six3F/? control mice at P11 (Fig. 1B). The numbers of both

D1 and D2 MSNs were comparable in Drd2-Cre, Six3F/F

mice and Drd2-Cre, Six3F/? control mice at P11 (Fig. 1B).

This indicates that the development of D2 MSNs is

unaffected when Six3 function is blocked in immature D2

MSNs. These results suggest that Six3 mainly functions

before D2 MSNs differentiate and gradually loses its

function as they mature.

Fig. 1 Six3 mainly functions in D2 MSN precursor cells. A Left

panels, in situ RNA hybridization for Drd2, Adora2a, Drd1 and Tac1
in the striatum of wild-type control and Nestin-Cre, Six3F/F mice at

P11. Note that most of the Drd2? and Adora2a? cells in the medial

LGE of Nestin-Cre, Six3F/F mice were lost. Right panel, quantification

of Drd2, Adora2a, Drd1 and Tac1 (n = 3–4). The dotted lines indicate

the border of the lateral ventricle (LV) and striatum. B Left panels,

in situ hybridization for Drd2, Adora2a, Drd1 and Tac1 in the

striatum of control and Drd2-Cre, Six3F/F mice at P11. Note that the

development of both D1 and D2 MSNs was unaffected in the striatum

of Drd2-Cre, Six3F/F mice compared to the controls (Drd2-Cre, Six3F/

?). Right panel, quantification of Drd2, Adora2a, Drd1, and Tac1 (n =

3–4). Data shown are the mean ? SEM (*P\ 0.05, **P\ 0.01,

***P\ 0.001, Student’s t-test; scale bar, 200 lm).
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D2 MSN Neurogenesis is Reduced in the LGE SVZ

of Six3-cKO Mice

To investigate the cause of the significant reduction in the

number of striatal D2 MSNs in the absence of Six3, we

further examined neurogenesis in the striatum of Six3-cKO

and Dlx5/6-CIE control mice. The LGE SVZ at later

developmental stages contains proliferating cells and

differentiated cells [43]. FOXP1? cells in the LGE SVZ

are differentiated newborn MSNs [44]. We found that the

expression of FOXP1 in the LGE SVZ was severely

reduced in Six3-cKO mice compared to control mice at

E16.5 (Fig. 2A), indicating a reduction of neurogenesis in

both D1 and D2 MSNs. Consistent with this result, we

found that the D1 MSN-specific marker Ebf1 [9] was

significantly reduced in the LGE SVZ of Six3-cKO mice at

E16.5 (Fig. 2A). The expression of Isl1, another D1 MSN-

specific marker [9], was also greatly reduced in the LGE

SVZ of Six3-cKO mice compared to that in control mice at

E16.5 (Fig. 2A).

We next examined the number of striatal MSNs at P0

using BCL11B, a pan-striatal MSN marker, combined with

EBF1 expression to distinguish D1 MSNs from D2 MSNs

[9, 45]. BCL11B?/EBF1? cells represented D1 MSNs,

BCL11B? and EBF1 immuno-negative (BCL11B?/

EBF1-) cells represented D2 MSNs (Fig. 2B). We found

no significant difference in the number of EBF1? cells (D1

MSNs), but the number of BCL11B?/EBF1- cells (D2

MSNs) was significantly lower in Six3-cKO mice than in

controls at P0 (Fig. 2B). These results suggest that

neurogenesis of D1 MSNs is reduced at the embryonic

stage, but not at the postnatal stage. This indicates that the

absence of Six3 results in a subpopulation of D1 MSNs

with delayed differentiation at the embryonic stage. In

contrast, the neurogenesis of D2 MSNs was significantly

decreased in the LGE of Six3-cKO mice from the

embryonic to the postnatal stage (Figs 1A and 2).

Cell Proliferation is Unaffected in the LGE of Six3-

cKO Mice

Next, we determined whether LGE cell proliferation was

changed in Six3-cKO mice, as a small population of SIX3?

cells were in S-phase, and Six3 has been reported to

regulate cell proliferation [46, 47]. It is possible that Six3

functions by regulating the cell cycle during LGE devel-

opment. We performed 30-min BrdU pulse-labeling exper-

iments at E14.5 and E16.5 (Fig. 3A, B). The number of

BrdU? cells was comparable in Six3-cKO and control mice

at E14.5 (Fig. 3A). Consistent with this, the data showed

that the total number of BrdU? cells in the LGE was also

unchanged in the LGE of Six3-cKO mice compared to that

of control mice at E16.5 (Fig. 3B). Notably, BrdU? cells

seemed to accumulate in the ventricular zone (VZ) at E14.5

and E16.5, since we saw more BrdU? cells (but no

significant difference) in the VZ of Six3-cKO mice

(Fig. 3B). Because Dlx5/6-CIE mice expressed little CRE

in the VZ, we proposed that the slight accumulation of

BrdU? cells in the VZ was a secondary effect of the

blocked differentiation of progenitor cells in the LGE SVZ.

We also found that the expression of KI67, a classical cell

proliferation marker, in the LGE was slightly but not

significantly higher in Six3-cKO mice than that in control

mice (Fig. 3C). These results suggest that cell proliferation

during LGE development is little affected in the absence of

Six3 function.

Differentiation of D2 MSN Precursor Cells is

Blocked in Six3-cKO Mice

Since cell proliferation was not compromised in Six3-cKO

mice, we hypothesized that the significant loss of D2 MSNs

was due to abnormal differentiation of precursor cells. We

assessed Sp8 and Sp9 expression in the LGE as they are

expressed earlier than Six3 and are upstream of it in the

LGE SVZ [26]. Normally, cells with high SP8 expression

were located in the dLGE SVZ, while cells with low

expression level of SP8 were located in the vLGE SVZ at

E14.5 and E16.5 (Fig. 4A). SP9? cells located in the SVZ

were mainly precursor cells, and those in the MZ were

mainly D2 MSNs [25]. SP8? cells were significantly higher

in the vLGE SVZ in Six3-cKO embryos than in controls at

E14.5 and E16.5 (Fig. 4A). The number of SP9? cells was

also significantly increased in the LGE SVZ of Six3-cKO

embryos at E16.5 (Fig. 4A). The increased number of SP8?

and SP9? cells in the LGE SVZ indicated that MSN

precursor cells accumulated in Six3-cKO embryos.

Although SP8? and SP9? precursor cells accumulated in

the LGE SVZ, we still observed many SP9? cells in the

LGE MZ of Six3-cKO embryos (Fig. 4A). Because SP9 is

mainly expressed in D2 MSNs in the striatum [25], these

SP9? cells in the LGE MZ of Six3-cKO embryos were

putative D2 MSNs.

As described above, BCL11B?/EBF1- cells in the

striatum were visualized as white dots (Fig. 2B). The

numbers of BCL11B?/EBF1- cells was lower in Six3-cKO

mice than in controls (Fig 2B), but there were still many

BCL11B?/EBF1- cells in the striatum (Fig. 2B). This also

indicated that putative D2 MSNs were generated in the

LGE MZ of Six3-cKO mice, consistent with above result

(Fig 4A). Besides, the ratio of D1 MSNs was increased

while that of D2 MSNs was decreased in Six3-cKO mice,

indicating that losing Six3 function in LGE leads to

abnormal neural differentiation.

Six3OS has been reported to be co-expressed with Six3

in the hypothalamus and retina to indirectly regulate the
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function of Six3 [48, 49]. We immunostained for SIX3

after in situ hybridization for Six3OS mRNA, and found

that most, if not all, Six3OS? cells expressed SIX3

(Fig. 4B). This indicated that Six3OS and SIX3 are

expressed in the same cell type in the LGE SVZ. Six3OS

was strongly expressed in the LGE SVZ but seldom in the

MZ of control mice (Fig. 4C), suggesting that Six3OS is

mainly expressed in precursor cells. Six3OS expression was

significantly up-regulated in the LGE SVZ of Six3-cKO

mice (Fig. 4C), indicating that Six3OS? precursor cells

accumulate in the LGE SVZ in the absence of Six3.

Surprisingly, we also found that many Six3OS? cells were

located in the LGE MZ or striatum at E16.5 and P0,

suggesting that Six3OS expression in those precursor cells

is not down-regulated and they then migrated into the MZ

or striatum with insufficient maturation after loss of Six3

(Fig. 4C). Once again, Six3OS? cells in the MZ indicated

that Six3OS? putative D2 MSNs are generated in the LGE

of Six3-cKO mice, consistent with the above results.

We then examined the expression of the differentiated

D2 MSN markers Drd2 and Adora2a at E16.5 and P0

(Fig. 4D). Drd2 and Adora2a were strongly expressed in

the LGE SVZ and MZ in control mice (Fig. 4D). However,

only a few cells expressing high levels of Drd2 and very

few Adora2a? cells were located in the LGE MZ of Six3-

cKO mice at E16.5 (Fig. 4D). Similarly, Drd2 and Adora2a

were strongly expressed in the striatum of control mice but

significantly reduced in that of Six3-cKO mice at P0

(Fig. 4D). We previously reported that the cells that

express Drd2 strongly are mainly striatal cholinergic

interneurons [25, 26]. Thus, SP8? and SP9? precursor

cells accumulated in the LGE SVZ, SP9? cells and many

BCL11B?/EBF1- putative D2 MSNs located in the LGE

MZ and striatum, but few Drd2? and Adora2a? cells were

Fig. 2 Neurogenesis is reduced in the LGE of Six3-cKO mice.

A Upper panels. FOXP1 immunofluorescence and Ebf1 and Isl1
in situ hybridization in the LGE of control and Six3-cKO mice at

E16.5. The LGE SVZ of Six3-cKO mice contains fewer FOXP1?,

Ebf1? and Isl1? cells than those of controls. The dotted lines indicate

the border of the LGE SVZ and MZ. Lower panels, quantification of

FOXP1, Ebf1, and Isl1. Data shown are the mean ? SEM (n = 3–4;

*P\0.05, ***P\0.001, Student’s t-test). B Upper panels, BCL11B

and EBF1 immunofluorescence in the striatum of control and Six3-
cKO mice at P0. BCL11B?/EBF1? cells represent D1 MSNs, and

BCL11B?/EBF1- cells represent D2 MSNs. Inserts show magnified

images of BCL11B and EBF1 co-expression in control and Six3-cKO

mice. BCL11B?/EBF1- cells (D2 MSNs) are indicated by white dots

in the right panel. Lower left panel, quantification showing that the

number of BCL11B?/EBF1- cells, but not BCL11B?/EBF1? cells,

was significantly lower in the striatum of Six3-cKO mice than in

control. Lower right panel, percentages of (BCL11B?/EBF1?)/

BCL11B? and (BCL11B?/EBF1-)/BCL11B? cells. Dotted line

indicates the striatal border. Data shown are the mean ? SEM (n =

3; *P\ 0.05, Student’s t-test; scale bar, 200 lm).
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found in the LGE and striatum, providing strong evidence

that D2 MSN precursor cells differentiate abnormally in

the striatum without Six3.

Overexpression of Six3 Promotes the Differentiation

of MSN Precursor Cells

To investigate the differentiation action of Six3, we

generated a mouse line that conditionally overexpressing

Six3 by knocking CAG promoter-Flox-STOP-Flox-Six3-

IRES-Lacz into the Rosa26 locus (Rosa-Six3OE allele) and

using Dlx5/6-CIE to drive continuous Six3 expression

(Fig. 5A). SIX3 was expressed in almost all of the MSNs in

Dlx5/6-CIE, Rosa-Six3OE/? mice, and the expression of

b-galactosidase, with a nuclear localization sequence,

confirmed this phenotype (Fig. 5B–D). Accordingly,

SIX3? cells were distributed in the cortices of Dlx5/6-

CIE, Rosa-Six3OE/? mice (Fig. 5B), although Six3 is not

normally expressed in the cortex [26]. These results

demonstrated that Six3 was ectopically overexpressed in

the Dlx5/6-CIE, Rosa-Six3OE/? mice.

We used BCL11B and FOXP1 to assess whether Six3

overexpression promotes precursor cell differentiation

(Fig. 6). Both BCL11B and FOXP1 were weakly expressed

in the LGE SVZ but strongly expressed in the MZ of Dlx5/

6-CIE control mice (Fig. 6). We found that the expression

Fig. 3 Cell proliferation is

unaffected in Six3-cKO mice.

A, B Upper panels, immunoflu-

orescence images showing

BrdU-pulse labeling for 0.5 h in

the LGE of control and Six3-
cKO mice at E14.5 (A) and

E16.5 (B). Lower panels, num-

bers of BrdU? cells in the LGE

VZ and SVZ at E14.5 (A) and

E16.5 (B). There is no signifi-

cant difference in the number of

BrdU? cells between the LGEs

of Six3-cKO and control mice.

C Upper panels, KI67

immunofluorescence in the LGE

of control and Six3-cKO mice at

E16.5. Dotted lines indicate the

border of the LGE VZ, SVZ,

and MZ. Lower panel, quantifi-

cation data (mean ? SEM, n =

3, Student’s t-test; scale bar,

100 lm).
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of BCL11B was significantly increased in the LGE SVZ of

Six3 conditional overexpression mice at E14.5 (Fig. 6A).

Similarly, very few FOXP1? cells were located in the LGE

SVZ of control mice, but many FOXP1? cells were

distributed in the LGE SVZ of Six3 conditional overex-

pression mice at E14.5 (Fig. 6A). The quantification

confirmed that the number of FOXP1? cells was signifi-

cantly higher in the LGE SVZ of Six3 conditional

Fig. 4 Differentiation of striatal D2 MSNs is blocked in Six3-cKO

mice. A Left panels, immunofluorescence images showing SP8

(E14.5 and E16.5) and SP9 (E16.5) expression in the LGE. Arrows

indicate that SP8? and SP9? cells are accumulated in the vLGE SVZ

of Six3-cKO mice compared to controls. Right panel, quantification

data is shown (n = 3–4). B Left panels, immunohistochemistry

images showing SIX3 protein and Six3OS mRNA expression in the

LGE of wild-type mice at E16.5. The magnified image shows that

most, if not all, of the Six3OS? cells in the LGE SVZ express the

SIX3 protein. Right panels, quantification. C Left panels, in situ
hybridization for Six3OS in the LGE of control and Six3-cKO mice at

E16.5 and P0. Six3OS is mainly expressed in the LGE SVZ, but the

expression of Six3OS is greatly increased in the LGE of Six3-cKO

mice. Note that many Six3OS? cells are distributed in the LGE MZ

and striatum of Six3-cKO mice. Right panel, quantification data

(n = 3–4). D Left panels, in situ hybridization for Drd2 and Adora2a
in control and Six3-cKO mice at E16.5 and P0. Drd2 and Adora2a are

strongly expressed in the controls at both E16.5 and P0. However,

very little Drd2 and Adora2a mRNA is expressed in the LGE and

striatum of Six3-cKO mice at E16.5 and P0. Right panel, quantifi-

cation data (n = 3; mean ? SEM; *P\ 0.05, **P\ 0.01,

***P\ 0.001, Student’s t-test). Note that many SP9? cells,

BCL11B?/EBF1- cells, and Six3OS? cells are located in the LGE

MZ and striatum of Six3-cKO mice in A and B. Dotted lines indicate

the borders of the LGE. Scale bars, 100 lm in A, C, and D; 50 lm in

B.
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overexpression mice than in controls (Fig. 6A). We also

analyzed BCL11B and FOXP1 expression at E16.5

(Fig. 6B). The expression of BCL11B in the LGE SVZ

of Dlx5/6-CIE, Rosa-Six3OE/? mice was slightly up-

regulated compared to controls (Fig. 6B). We confirmed

this phenotype by counting the FOXP1? cells in the LGE

SVZ and found that the number of these cells was

significantly increased in Dlx5/6-CIE, Rosa-Six3OE/?

mice (Fig. 6B). These results suggested that Six3 promotes

precursor cell differentiation in the LGE.

Loss of Six3 Induces Apoptosis in the Postnatal

Striatum

We analyzed cell death by evaluating cleaved Caspase-3

expression to investigate whether abnormally differentiated

D2 MSNs survived in the striatum of postnatal Six3-cKO

mice. The data showed that in control mice, the number of

Caspase-3? cells increased from P0, peaked at P3, and then

decreased to a very low level as the striatum developed

(Fig. 7). Without Six3 function, we found that the number

of Caspase-3? cells was significantly higher than in

Fig. 5 Generation of mice with conditional overexpression of Six3.

A A cassette containing the CAG promoter-Flox-STOP-Flox-Six3-
IRES-Lacz sequence was knocked into the downstream of exon 1 of

Rosa26 (gene trap ROSA 26). The Lacz gene contains a nuclear

localization sequence (NLS). B–D Immunofluorescence images

showing CRE, SIX3, and b-galactosidase (b-gal) expression in

Dlx5/6-CIE, Rosa26-Six3OE/? mice at E16.5. Arrowheads in C show

ectopic expression of SIX3 in Dlx5/6? cells in the cortex. Boxes show

magnified images of SIX3 expression in the LGE MZ (scale bar,

200 lm).
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Fig. 6 Overexpression of Six3 in the LGE promotes the differenti-

ation of MSN precursor cells. A Left, immunofluorescence images

showing FOXP1 and BCL11B expression in the LGE of control and

Dlx5/6-CIE, Rosa-Six3OE/? mice at E14.5. Note that there are very

few FOXP1? cells in the LGE SVZ of controls. BCL11B expression

is up-regulated in the LGE SVZ of Dlx5/6-CIE, Rosa-Six3OE/? mice

compared to controls. Right, quantification showing that the number

of FOXP1? cells in the LGE SVZ is significantly higher in Dlx5/6-
CIE, Rosa-Six3OE/? mice than in controls. B Left, immunofluores-

cence images showing FOXP1 and BCL11B expression in the LGE of

control and Dlx5/6-CIE, Rosa-Six3OE/? mice at E16.5. BCL11B

expression is higher in the LGE SVZ of Dlx5/6-CIE, Rosa-Six3OE/?
mice than in controls. Right, quantification data (n = 3; mean ? SEM;

*P\ 0.05, **P\ 0.01, Student’s t-test; scale bar, 200 lm).
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controls at P0 and P3, but that there was no significant

difference at P7 or P11 (Fig. 7). We inferred that most of

the dying cells were abnormally-differentiated D2 MSN

precursor cells and that these cells were finally eliminated

by programmed cell death, as we did not find a severe

reduction in the number of D1 MSNs in Six3-cKO mice

(Fig. 1).

Discussion

Striatal MSNs originate from the vLGE, while olfactory

bulb interneurons are generated in the dLGE [13]. The

LGE VZ was subdivided into 4 domains according to the

combinatorial expression of several transcription factors.

Pax6, Gsx2, and Er81 (Etv1) were used to identify the

dLGE. The vLGE contained the pLGE3, in which Isl1 was

strongly expressed while there was no expression of Er81,

and the pLGE4, in which Nkx6.2 was strongly expressed

while there was little expression of Isl1. The development

of the two types of MSNs is regulated by many transcrip-

tion factors [14]. For example, Gsx2, Ascl1, and Dlx1/2 are

required for pan-striatal MSN development [50]; EBf1 and

Isl1 specifically regulate D1 MSN differentiation and

axonal guidance [9, 21–23]; Sp8 and Sp9 regulate D2 MSN

generation and survival [25, 26]. Here, we found that Six3

is required for D2 MSN differentiation and that its function

is gradually reduced during D2 MSN maturation.

Six3 is expressed in ependymal cells of postnatal mice,

and is essential for the maturation of ependymal cells. In

mice in which Six3 is conditionally knocked out by Nestin-

Cre, cells located in the lateral ventricle wall contain mixed

characteristics of ependymal cells and radial glia [34].

These defective cells result in the abnormal migration and

differentiation of neuroblasts, markedly enlarged lateral

ventricles, and hydrocephalus [34]. In this study, we

Fig. 7 Apoptosis is increased in the striatum of postnatal Six3-cKO

mice. A Immunofluorescence images showing cleaved Caspase-3

expression in the striatum of Dlx5/6-CIE controls and Six3-cKO mice

at P0 and P3 (dotted lines, border of the striatum; inserts, magnified

images of cleaved Caspase-3). B Quantification showing the number

of cleaved Caspase-3? cells was significantly higher in Six3-cKO

mice than in control at P0 and P3, while there was no significant

difference at P7 and P11 (n = 3; mean ? SEM; **P\ 0.01, Stu-

dent’s t-test; scale bar, 100 lm).
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obtained the same results, i.e., a reduction in the number of

D2 MSNs and enlarged lateral ventricles, in both Dlx5/6-

CIE, Six3F/F and Nestin-Cre, Six3F/F mice. The Six3 gene

was deleted in ependymal cells in Nestin-Cre, Six3F/F mice,

but not in Dlx5/6-CIE, Six3F/F mice, as Dlx5/6 were rarely

expressed in the progenitors (neural stem cells) of ependy-

mal cells. However, the lateral ventricles of both Dlx5/6-

CIE, Six3F/F and Nestin-Cre, Six3F/F mice were signifi-

cantly enlarged, consistent with our previous report on Sp9

mutant mice [25, 26]. This might indicate that enlargement

of the lateral ventricle in Nestin-Cre, Six3F/F mice is caused

by the significant reduction in the number of D2 MSNs in

the striatum.

It has been reported that Isl1, the conditional knockout

of which results in a significant reduction in the number of

D1 MSNs, regulates the development of D1 MSNs through

semaphorin 3E (Sema3e) signaling, and that Ebf1 also

regulates the differentiation of D1 MSNs [9, 21, 22]. We

previously showed that few ISL1? or EBF1? cells express

the SIX3 protein [26]. In this study, we found that the

numbers of Isl1? and Ebf1? cells were reduced in the LGE

SVZ of Six3-cKO mice at E16.5 but that there was no

significant difference at P0. The accumulation of progen-

itor cells such as Ascl1? cells in the LGE SVZ of Six3-

cKO mice may retard differentiation by enhancing the

Notching signal. We propose that Six3 might cell-non-

autonomously promote the differentiation of a subpopula-

tion of D1 MSNs that experience delayed differentiation to

a certain degree when Six3 is knocked out in the LGE SVZ.

Six3 was mainly expressed in precursor cells and

newborn immature D2 MSNs in the LGE SVZ. Loss of

Six3 function in progenitor cells resulted in a significant

reduction in the number of mature D2 MSNs, whereas

Six3-knockout in differentiated D2 MSNs (Drd2?) had

little effect on striatal MSN development. This indicates

that the functions of Six3 decrease as D2 MSNs mature.

The increased apoptosis in the absence of Six3 may be

because Six3 is required for the survival of immature D2

MSNs, since SIX3 is expressed in immature D2 MSNs.

However, in Drd2-cre, Six3F/F mice, in which Six3 was

deleted in immature D2 MSNs, the number of D2 MSNs

was comparable to that of control mice. This demonstrates

that Six3 plays a minor role in immature D2 MSN survival.

Apart from that, large numbers of SP9?, Six3OS? putative

D2 MSNs were found in the LGE SVZ and MZ of Six3-

cKO mice. But few Drd2?, Adora2a? immature D2 MSNs

were observed. This suggests that the differentiation of

precursor cells is blocked in the absence of Six3. Thus, the

increased apoptosis and reduction in the number of D2

MSNs in the absence of Six3 occurs mainly in response to

the abnormal differentiation of D2 MSNs.

Here, we found that Six3OS was also co-expressed with

Six3 in the LGE SVZ but down-regulated in the LGE MZ.

Six3 was strongly expressed in the LGE SVZ and its

expression was scattered in the LGE MZ. The difference in

expression patterns between Six3 and Six3OS indicates that

they have different functions in LGE development. The

Six3OS/Six3 co-expression pattern in the LGE SVZ

indicates that Six3OS?/Six3? cells are precursor cells and

that Six3OS-/Six3? cells are differentiated D2 MSNs.

Thus, the accumulation of many Six3OS? progenitor cells

in the LGE SVZ of Six3-cKO mice suggests that D2 MSN

differentiation was blocked due to the loss of Six3;

however, the migration of D2 MSNs was less affected in

Six3-cKO mice, as we found that many Six3OS? and

BCL11B?/EBF- cells were distributed in the LGE MZ.

It is noteworthy that the numbers of Drd2? and

Adora2a? cells in the LGE MZ at E16.5 and P0 were

significantly fewer than those in the Six3-cKO striatum at

P11, indicating that a small population of precursor cells

differentiates into mature D2 MSNs postnatally. We

hypothesize that these mature D2 MSNs are largely

generated in the pLGE4, as Six3 is most prominently

expressed in the pLGE3. Thus, we propose that most D2

MSNs are generated in the pLGE3 and that a small number

of D2 MSNs are derived from the pLGE4. Whether D2

MSNs with different origins exhibit different axonal

guidance and functions requires further study. Our RNA-

seq data showed that expression of Six2, a homologous

gene of Six3, in the LGE was significantly up-regulated in

Six3-cKO mice compared to control mice (data not shown).

This suggests that Six2 may have functional redundancy

with Six3 and in turn partly promotes the generation of a

subset of D2 MSNs.

In summary, in this study, we provide evidence that Six3

is an important regulatory element in the LGE SVZ, where

it specifically promotes the differentiation of D2 MSN

precursor cells. Ongoing studies are aimed at elucidating

the molecular mechanisms underlying the distinct func-

tions of Six3. These findings broaden our comprehension of

the transcriptional mechanisms underlying the develop-

ment of striatal projection neurons.
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Dear Editor,

Circadian rhythms are driven by a complex, profoundly

integrated network of clocks that maintain physiology and

behaviors occurring at precise times and in the right order

[1–3]. Light, the most powerful zeitgeber, entrains the

central clock in the suprachiasmatic nucleus (SCN) via the

retinohypothalamic tract with a precise 24-h rhythm in

mammals [4, 5]. Due to irregular exposure to light

conditions, such as an arrhythmic lifestyle, jet lag, and

shift-work, circadian disturbance occurs quite often in

modern societies and promotes a series of health problems

such as obesity, depression, and neurodegenerative dis-

eases [6, 7]. Thus, adjusting or resetting an arrhythmic

circadian rhythm by using external cues has attracted wide

attention [8]. Notably, food-induced cues have been

documented to have effects on certain circadian rhythms

in rodents and humans [9, 10]. In nocturnal rodents, time-

restricted feeding during the light phase can produce a

rhythmic behavior prior to mealtime, named food-antici-

patory activity (FAA) [11–14] and can reset the phase of

peripheral clocks [15]. Sex differences in response to FAA

and an activity-based anorexia model have been reported in

mice [12, 16]. However, timed feeding-induced effects on

circadian rhythm are quite different from those induced by

photic cues at both the molecular and behavioral levels

[17]. In particular, feeding restricted to daytime has limited

effects on the SCN rhythms of rodents exposed to normal

light-dark conditions [18, 19]. Considering that circadian

clocks also adapted to energetic demands during evolution,

whether food-induced cues solely function as a potent

zeitgeber for clock resetting remains debatable. Specifi-

cally, whether timed feeding during the subjective day

under constant darkness can reset the endogenous circadian

rhythm of the SCN in rodents is dependent on sex needs to

be addressed.

To investigate the influence of feeding timing on

circadian rhythm, we first examined the effect of restricted

feeding (RF) on the wheel-running activity of mice under

regular light/dark (LD) cycles. Both male and female mice

aged 2 months were entrained to a 12:12 h LD cycle with

food available ad libitum (AL) for 10 days, after which

they were subjected to an RF schedule with food available

in the light phase (0 h–12 h) (Fig. S1A). Under normal light

and food conditions, all male and female mice exhibited

24-h rhythmic wheel-running activity. However, when

food was available at 0 h–12 h, the phase of wheel-running
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activity in both male and female mice was divided into

endogenous circadian activity (occupying most of the

wheel-running activity and showing phase-shifting under

constant darkness), FAA (occurring at 2 h–3 h before

feeding time), and food-related activity (Fig. S1B), sug-

gesting that two oscillators, one light-entrainable and one

food-entrainable, coordinately regulate the wheel-running

activity of mice under LD cycles. Compared with the AL

condition, the wheel-running activity during 12 h–24 h

under RF remained at 90.885% ± 1.338% in males and

92.969% ± 1.653% in females [P = 0.001 for the stage

factor (RF and AL), two-way ANOVA; P = 0.141 for the

gender factor (female and male); Fig. S1C]. In contrast, RF

at 0 h–12 h induced wheel-running activity of both male

and female mice during the light period (0 h–12 h) (for

males, 4.417% ± 0.328% under AL and 9.115% ± 1.338%

under RF, P = 0.035; for females 3.077% ± 0.607% under

AL and 7.031% ± 1.653% under RF, P = 0.091; for the

stage factor, P = 0.001; two-way ANOVA with Tukey’s

multiple comparison test, Fig. S1D). In addition, there was

no significant difference in the wheel-running activity

between male and female mice under the LD/RF condition

(Fig. S1E). These results indicated that although RF at 0 h–

12 h had no significant effect on the phase of the circadian

rhythm, it decreased the free wheel-running activity during

the dark period and induced light-phase activity in

nocturnal mice under normal light conditions.

To explore the effect of a food signal on circadian rhythm

without light cues, male and female mice that were first

habituated under normal LD/AL conditions were then

transferred to restricted feeding (LD/RF 0 h–12 h), followed

by constant darkness (DD) on the subjective day (DD/RF 0

h–12 h) (Fig. 1A). We found that the activity of male and

female mice displayed two stages under DD/RF 0 h–12 h: an

endogenous rhythm-induced shifting stage under DD and a

synchronization stage with feeding time [P\0.0001 for the

stage factor (shifting and synchronization), two-way

ANOVA; P = 0.014 for the gender factor; Fig. 1A–C). Male

and female mice showed no difference in the shifting rate in

the shifting stages (P = 0.995, Fig. 1A–C). In the synchro-

nization stage, however, the free-running phase of all (7/7)

male mice remained shifting, and there was no significant

difference in the shifting rate of male mice between the two

stages (P = 0.451, Fig. 1A–C). In contrast, female mice

displayed different shifting rates between the two stages with

decreased shifting at the synchronization stage (P = 0.0002,

two-way ANOVA with Tukey’s multiple comparisons;

Fig. 1A–C). Surprisingly, the majority of female mice (5/

8) were finally entrained to a rhythm completely coinciding

with the feeding time (P = 0.003 for the synchronization

stage, male vs female, two-way ANOVA with Tukey’s

multiple comparisons, Fig. 1C). These results indicated that

DD/RF 0 h–12 h induces sex-specific effects on the phases of

free-running activity. Considering that several of the circa-

dian-related characteristics induced by RF, such as FAA [12]

and insomnia [16], differ between males and females, our

results suggested that under constant darkness, food signals

adjust the circadian system in a sex-specific manner, with

stronger adjustment or even resetting in females than in

males. Notably, we found that gonadectomy significantly

changed the shifting rate induced by DD/RF 0 h–12 h in male

and female mice (Fig. 1D). After gonadectomy, the shifting

rate of orchidectomized males (OM) was significantly lower

than that of ovariectomized females (OF) (P = 0.010, OM vs

OF; P = 0.013, male sham (MS) vs OM; P = 0.001, female

sham (FS) vs OF, two-way ANOVA with Tukey’s multiple

comparisons; Fig. 1D). This result suggested that gonadal

hormones contribute to sex-specific entrainment of circadian

rhythm by the DD/RF schedule.

To determine whether other restricted feeding schedules

also contribute to the sex-specific effect on the phase shifting

of free-running activity in mice, male and female mice were

subjected to a feeding window with food available in a 5-h

period (4 h–9 h) under constant darkness (Fig. 2A, DD/RF 4

h–9 h). Consistent with the results of DD/RF 0 h–12 h, DD/

RF 4 h–9 h also induced sex-specific effects on free-running

activity, with faster shifting rates in male sham (MS) mice

and a more synchronized effect in female sham (FS) mice

(P = 0.022, MS vs FS, DD/RF 4 h–9 h, Fig. 2A, B). After

gonadectomy, however, OM displayed a significantly lower

shifting rate than OF (P= 0.007). Moreover, compared to MS

mice, OM displayed a significantly decreased shifting rate

(P = 0.045; Fig. 2A, B), similar to that of FS. In contrast, OF

mice displayed a significantly higher shifting rate than FS

mice (P = 0.003, two-way ANOVA with Tukey’s multiple

comparisons; Fig. 2A, B), similar to MS mice. We found that

daily food consumption varied among the 4 groups with RF

at DD/RF 4 h–9 h (P\0.0001 for the time factor, three-way

ANOVA; P = 0.027 for the gender factor; P\0.0001 for the

gonad function factor; P = 0.0002 for the combined gender

and gonadal function factors; Fig. 2C). After normalization

to body weight, we obtained similar results (P\0.0001 for

bFig. 1 The wheel-running activity of male and female mice with

restricted feeding (RF) under constant darkness (DD). A Representa-

tive activity of male and female mice (horizontal axis, 48 h; vertical

axis, 145 consecutive days; blue lines, shifting stage; red lines,

synchronization stage). B Activity of mice with RF under DD [grey

region, feeding time; region enclosed by red lines, food anticipatory

activity (FAA); n = 7 for male and n = 8 for female mice]. C Phase-

shifting rate in male and female mice with DD/RF at 0 h–12 h (left,

shifting stage; right, synchronization stage; **P \ 0.01, ***P \
0.001). D Activity and rate of phase-shifting of male and female mice

with intact gonads (upper) or gonadectomy (lower) under DD/RF

0–12 (n = 8 per group; horizontal axis, 48 h; vertical axis, consecutive

days; light grey, feeding time; light red, dark phase; red line, general

phase shifting; *P\ 0.05, ***P\ 0.001).
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the time factor, three-way ANOVA; P = 0.155 for the gender

factor; P\0.0001 for the gonad function factor; P = 0.003

for the combined gender and gonadal function factors;

Fig. S2A). Specifically, orchidectomy significantly

decreased the average food consumption in male mice with

DD/RF 4 h–9 h (MS vs OM, P = 0.011, two-way ANOVA

with Tukey’s multiple comparisons; Fig. 2D). However,

ovariectomy had no effect on food consumption (FS vs OF,

P[0.05, Fig. 2D), suggesting that orchiectomy and ovariec-

tomy affect food intake in opposite directions in the DD/RF 4

h–9 h protocol. These results suggested that gonadal

hormones contribute to metabolic adaptation to restricted

feeding [20] and phase shifting of wheel-running activity.

Although the window of DD/RF 4 h–9 h was shorter than

DD/RF 0 h–12 h, food intake under these conditions were

generally comparable (Fig. S2B), and a significant difference

only occurred in the OF groups (Fig. S2C). These results

suggested that the time and window of restricted feeding

plays an important role in the pattern of phase shifting under

the DD/RF condition. In addition, we noted that neither

Fig. 2 Gonadectomy changes the wheel-running activity of mice

under DD/RF at 4 h–9 h. A Representative phases of male and female

mice with intact gonads (upper) or gonadectomy (lower) under DD/

RF at 4 h–9 h over a period of 75 days (light grey, feeding time; light

red, dark phase; n = 8 mice per group). B Phase-shifting rates of male

and female mice with intact gonads or gonadectomy under DD/RF at

4 h–9 h (n = 8 mice per group; *P\0.05, **P\0.01). C Daily food

consumption of male and female mice with intact gonads or

gonadectomy under DD/RF at 4 h–9 h (n = 8 mice per group).

D Average food consumption normalized to body weight of male and

female mice with intact gonads or gonadectomy under DD/RF at 4 h–

9 h (n = 8 mice per group, *P\ 0.05). E Body weight of male and

female mice with intact gonads or gonadectomy before and after DD/

RF at 4 h–9 h (n = 8 mice per group). F Androgen receptor (AR)

levels in the ventromedial core region of the SCN in male and female

mice with intact gonads or gonadectomy under DD/RF at 4 h–9 h (n =

8 sections in 4 mice per group; ***P\ 0.001; scale bar, 25 lm).
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ovariectomy nor orchidectomy affected the body weight of

mice in response to DD/RF 4 h–9 h (P = 0.45 before RF, for

the gender factor, P = 0.081 for the gonadal function; P =

0.785 after RF, for the gender factor, P = 0.551 for the gonad

function, two-way ANOVA; Fig. 2E).

Given that androgens are important in driving the

rhythmic expression of clock genes and modulating circa-

dian rhythms, we next examined the expression levels of the

androgen receptor (AR) in the ventromedial core region of

the SCN in male and female mice with DD/RF 4 h–9 h by

immunofluorescence. We found that female sham mice had

fewer AR-containing cells than male sham mice in the core

region of the SCN (Fig. 2F), suggesting sex-specific

expression of AR levels in the SCN. Moreover, we found

that gonadectomy significantly changed the AR levels in the

SCN of male and female mice. Specifically, OM mice

showed lower AR expression than MS mice, while OF mice

showed a higher level of AR than FS in the SCN (Fig. 2F;P =

0.047 for the gender factor;P = 0.031 for the gonad function;

P\ 0.0001, OF vs FS; P\ 0.0001, OM vs MS, two-way

ANOVA with Tukey’s multiple comparisons), suggesting

that AR expression levels in SCN can be affected by

circulating hormone levels induced by gonadectomy. Con-

sidering that the gonadal hormone levels can interact with the

SCN master clock, leading to sex difference in behavioral

and physiological processes related to circadian rhythm, the

results suggested the potential contribution of AR on the

circadian rhythm induced by DD/RF.

In summary, for the first time, we found that restricted

feeding under constant darkness can adjust and even

synchronize the endogenous clock in female mice, while

the phase shifting of the circadian rhythm is slightly

affected in male mice. Gonadectomy significantly altered

the shifting rate of male and female mice induced by RF.

The differential expression of AR in the ventromedial core

region of the SCN in male and female mice may contribute

to the shifting of the circadian rhythm induced by restricted

feeding under constant darkness though its role needs to be

further explored. Nevertheless, our findings indicate that

male and female mice respond to and adapt to environ-

mental timing cues differently due to their gonadal

hormones, suggesting that their circadian systems are

adjusted in a sex-specific context. Our findings may have

wide implications in differentially correcting circadian

disturbances in men and women by external timing cues.
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Abstract Parkinson’s disease (PD) is the second most

common neurodegenerative disease, which manifests with

both motor and non-motor symptoms. Circadian rhythm

dysregulation, as one of the most challenging non-motor

features of PD, usually appears long before obvious motor

symptoms. Moreover, the dysregulated circadian rhythm

has recently been reported to play pivotal roles in PD

pathogenesis, and it has emerged as a hot topic in PD

research. In this review, we briefly introduce the circadian

rhythm and circadian rhythm-related genes, and then

summarize recent research progress on the altered circa-

dian rhythm in PD, ranging from clinical features to the

possible causes of PD-related circadian disorders. We

believe that future comprehensive studies on the topic may

not only help us to explore the mechanisms of PD, but also

shed light on the better management of PD.

Keywords Circadian rhythm dysregulation � Circadian

rhythm gene � Parkinson’s disease � REM sleep behavior

disorder � Dopamine
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PD Parkinson’s disease

DA Dopamine

SCN Suprachiasmatic nucleus

Clock Circadian locomotor output cycles kaput

Bmal1 Brain and muscle Arnt-like protein 1

Per Period

Cry Cryptochrome

NPAS2 Neuronal PAS domain protein 2

ROR Retinal related orphan receptor

RREs ROR response elements

NR1D1 Nuclear receptor subfamily 1 group D

member 1

Bhlhe Basic helix-loop-helix family member

Tim Timeless

DBP D-box-binding protein

REM Rapid eye movement

RBD Rapid eye movement sleep behavior disorder

BP Blood pressure

CBT Core-body temperature

HRV Heart rate variability

GI Gastrointestinal

MRI Magnetic resonance imaging

PET Positron emission tomography

SPECT Single photon emission computed

tomography

NURR1 Nuclear receptor-related 1 protein

TH Tyrosine hydroxylase

EDS Excessive daytime sleepiness

RLS Restless leg syndrome

MIBG Meta-iodobenzylguanidine

PSG Polysomnograph

MSE Multiscale entropy

NREM Non-REM

CAP Cycling alternating pattern
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6-OHDA 6-Hydroxydopamine

MPTP 1-Methyl-4-phenyl-1,2,3,6-

tetrahydropyridine

Mn Manganese

SIRT1 Silent information regulator 1

HSF1 Heat shock factor 1

RT-qPCR Real-time quantitative polymerase chain

reaction

HPLC High-performance liquid chromatography

WB Western blotting

RIPD Rotenone-induced PD

LPS Lipopolysaccharides

ROT Rotenone

ATG5 Autophagy-related gene 5

AMPK Adenosine 50-monophosphate (AMP)-acti-

vated protein kinase

ATP Adenosine 50-triphosphate

ASO Alpha-synuclein overexpressing

IHC Immunohistochemical staining

ELISA Enzyme linked immunosorbent assay

MSP Methylation-specific PCR

PCR-RFLP Polymerase chain reaction-restriction frag-

ment length polymorphism

PPARc Peroxisome proliferator-activated c

Introduction

Parkinson’s disease (PD) is the second most common

neurodegenerative disease, affecting 1% of people aged

over 60, and 3% of those older than 80 years [1, 2]. Many

genetic and environmental factors have been identified to

be involved in the extremely complicated pathogenesis of

PD [3]. The degeneration of dopamine (DA) neurons in the

substantia nigra and the deposition of Lewy bodies

containing a-synuclein are its main pathological features

[4, 5]. Clinically, PD is characterized by a wide range of

motor symptoms (such as resting tremor, rigidity, bradyki-

nesia, and postural and gait disturbance) and non-motor

symptoms (such as mental and cognitive disorders, auto-

nomic dysfunction, sensory impairment, and especially

sleep disorders) [4, 6]. So far the diagnosis of PD mainly

relies on the presence of motor symptoms as the disease

progresses, but it is difficult to make an early diagnosis of

this disease, since there are still no specific blood or other

laboratory tests [7, 8]. Non-motor symptoms of PD usually

occur earlier than motor symptoms and have been accepted

as a promising research topic due to their close correlations

with the progress of PD pathology [8], which may help the

early diagnosis and treatment of PD [8, 9].

Non-motor symptoms of PD include sleep disorders,

emotional disorders, autonomic dysfunction, neuroen-

docrine dysregulation and gastrointestinal (GI) dysfunc-

tions [8]. Sleep disorders in PD patients usually manifest

with disturbances of sleep structure and disorders of the

sleep-wake cycle, mainly presenting with rapid eye move-

ment (REM) sleep behavior disorder (RBD), restless legs

syndrome (RLS), and excessive daytime sleepiness (EDS)

[10–12]. Emotional disorders in PD include depression,

anxiety, increased agitation, aggression, restlessness, and

delirium [13]. Autonomic dysfunctions in PD include

disturbances of the rhythm of blood pressure (BP), heart

rate variability (HRV), and core-body temperature (CBT)

[14–17]. Neuroendocrine function in PD is also disturbed

and manifested by dysregulated hormones secretion [18].

The entire GI tract function is disturbed in PD patients

featuring drooling, swallowing problems, delays in gastric

emptying, and constipation [19, 20].

Interestingly, almost all non-motor symptoms in PD are

associated to a certain extent with an impaired circadian

rhythm [20]. Circadian rhythm is controlled by the

neuronal circadian oscillators located in the central

suprachiasmatic nucleus (SCN) of the hypothalamus and

is executed by the interaction network of various circadian

rhythm genes in almost all organs and tissues [21–23]. In

this review, we update recent progress on the non-motor

symptoms, pathologies, diagnosis, auxiliary examinations

and treatments of PD, with a focus on circadian rhythm

dysregulation. The implications of imaging and the elec-

troencephalogram (EEG) for PD diagnosis are highlighted,

and the impacts of pharmacological and non-pharmaco-

logical therapy for PD on the circadian rhythm system are

also discussed. In addition, we present the recent findings

on the alteration of circadian rhythm genes in PD, which

may help us understand the mechanism of circadian rhythm

dysregulation in this devastating disease. Our review

provides an insight into the important roles of circadian

rhythm dysregulation in PD pathogenesis and may help to

establish a new diagnostic strategy for this disease.

Circadian Rhythm and Circadian Rhythm Genes

Circadian rhythms are 24-h cycles that are part of the

body’s internal clock, running in the background to carry

out essential functions and processes [24]. The circadian

rhythm modulates many physiological processes including

CBT, BP, pulse rate, oxygen consumption, hormone levels,

metabolism, sleep-wake cycles, and GI function [20, 23].

The circadian rhythm is mostly governed by the pacemaker

neurons in the SCN, and is regulated by various circadian

rhythm genes distributed in almost all organs and tissues

[21, 25, 26]. So far, many circadian rhythm genes have

been identified, including circadian locomotor output cycle
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kaput (CLOCK), brain and muscle Arnt-like protein 1

(BMAL1, also called aryl hydrocarbon receptor nuclear

translocator-like), period (PER, including 3 homologs

PER1, PER2, and PER3), cryptochrome (CRY, including

CRY1 and CRY2), neuronal PAS domain protein 2

(NPAS2), retinoic acid related orphan receptor (ROR,

including RORa, RORb, and RORc), nuclear receptor

subfamily 1 group D member 1 (NR1D1, also called Rev-

erba), basic helix-loop-helix family members e40 and e41,

timeless (TIM), D-box-binding protein (DBP), and casein

kinases 1 and 2 [21].

These circadian rhythm genes interact with each other to

form complex networks, mainly via negative feedback

loops, to maintain the homeostasis of the circadian rhythm

at the levels of transcription, translation, and post-transla-

tion [21, 22]. It has been reported that at the beginning of

the night, the expression of Per and Tim is activated by

Clock/Bmal1 heterodimer, and at the end of the night, Per

and Tim proteins are synthesized to form heterodimers

[27, 28]. Per, Tim, or the Per/Tim heterodimer somehow

restrain the activity of Clock and Bmal1 and their own

transcription by entering the nucleus [27, 28]. CLOCK and

BMAL1, two well-known control genes of the family of

basic helix PAS transcription factors, guide the transcrip-

tions of related genes and activate the expressions of PER

and CRY genes to form heterodimers [29–31]. Once Per

and Cry proteins accumulate to a certain level, they form a

complex with Clock/Bmal1 heterodimer, thus inhibiting

the transcription of their own genes [29–31]. At night, the

Per/Cry complex is degraded to start another cycle [29–31].

DA can induce the expression of Per2 by promoting

transcription of the Clock/Bmal1 complex [32]. NPAS2

promotes the expression of RORa and nuclear receptor

Rev-erba, main regulators of Bmal1 expression [33], to

regulate the activity of the Clock/Baml1 heterodimer [34].

The underlying mechanism is that these receptors bind to

the ROR response elements (RREs) located in the Bmal1

promoter, activate Bmal1 transcription through RORs, and

inhibit Bmal1 transcription through Rev-erbs, leading to a

Bmal1 rhythm [13, 34, 35] (Fig. 1). Changes in the

expression spectrum or functions of circadian rhythm

genes may result in a circadian rhythm dysregulation [36].

Circadian Rhythm Dysregulation in Parkinson’s

Disease

Almost all non-motor symptoms in PD are associated with

impaired circadian rhythm [20]. Recently, increasing lines

of evidence suggested that circadian rhythm dysregulation

acts as the chief culprit leading to the non-motor symptoms

of PD [20] (Fig. 1), especially sleep-wake disorders. The

sleep-wake cycle is one of the most important and well-

known circadian rhythms, regulated by the hypothalamus

and reticular formation [8, 37]. About 60%–70% of PD

patients suffer from sleep disorders [10–12]. Among the

various sleep disorders, RBD is a potential early sign of PD

and a parasomnia characterized by abnormal behaviors and

loss of muscle atonia, manifesting in the main forms

related to the REM-related dream-world of vocalizations,

jerks, and motor behaviors during REM sleep [12, 38, 39].

RBD has a low incidence in the normal population but a

high incidence in PD patients [40], causing a greater

burden for care-givers and a higher mortality rate [40, 41].

The physiological nocturnal increase in REM sleep dura-

tion is lost in patients with PD and the increase of REM

frequency across the night in PD patients with RBD is lost,

supporting an alteration in the circadian system in RBD of

PD patients [42]. Polysomnography reveals abnormal

skeletal muscle atonia during RBD and consequently

dream-enactment behavior marked by various redundant

motor activity ranging from simple limb twitches to

violent, complicated movements that may cause injury to

the patient and/or the sleeping partner [10]. These behav-

iors can arise as early as 90 min after the first REM sleep

episode, and occur more likely during a sleep session when

REM sleep is more frequent, especially in the morning

[12, 43]. RBD, as a potent predictor of PD and contributor

to s poor prognosis, is more specific than any of the other

prodromal markers of PD [38, 40].

RLS is also a frequent sleep disorder in PD [44].

Patients with RLS are characterized by the symptoms of

moving the legs with or without sensory alterations which

worsen at rest or with diminished activity and improve with

movement, usually worse at night and in the evening

[45, 46]. The diagnosis of RLS requires the patient’s

symptoms to show circadian variation [47]. It has been

reported that the rhythm of melatonin may be involved in

RLS circadian variability [47, 48]. RLS patients who take

melatonin in the evening often experience worse RLS

symptoms, and bright light exposure may decrease mela-

tonin secretion and reduce RLS motor symptoms [48]. EDS

is also a common manifestation of sleep disorders in PD.

Patients with EDS exhibit the most prominent impairment

in circadian melatonin secretion, indicating an important

role of circadian regulation in the manifestation of the EDS

associated with PD [49].

PD patients who are often disturbed by disrupted sleep–

wake circadian cycles and poor sleep quality may manifest

emotional disorders including depression and anxiety [50].

Sleep, especially REM, is a process of emotional and brain

homeostasis, optimally preparing the whole-body organs

for the restoration of social and emotional function for the

next day [51, 52]. Emotional disorders also affects

subsequent sleep quality, especially the REM latency and

REM duration, probably as a consequence of emotionally

stressful events [53]. Approximately 45% of patients with
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PD suffer from depression, and 50% experience comor-

bidity of anxiety [54, 55]. Increasing lines of evidence have

shown that depression and anxiety are associated with

circadian rhythm dysregulation in PD patients [56, 57].

‘Sundown syndrome’, also referred to as ‘nocturnal

delirium’, which is used to describe mood disorders

peaking in the late afternoon or evening in a daily pattern,

can be found in PD [13], implying a strong relationship

between circadian rhythm dysfunction and mood regula-

tion impairment in patients with PD [58, 59]. Anxiety has

been considered to be related to the pathology of the basal

ganglia with DA and noradrenaline as the responsible

neurotransmitters [8]. DAergic neurons in the midbrain

ventral area innervate the prefrontal cortex, which is

implicated in PD patients with mood disorders [59]. It has

been reported that circadian rhythm dysregulation exacer-

bates DAergic neuronal loss in animal models of PD [60].

RRE overlaps with nerve growth factor inducible-B

response element (NBRE), which is recognized by the

nuclear receptor-related 1 protein (NURR1) in the tyrosine

hydroxylase (TH) promoter [59, 61]. REV-ERBa

antagonizes NURR1-induced activation of the TH pro-

moter via binding to RRE/NBRE, driving circadian TH

expression to regulate the circadian rhythmicity of the

DAergic system [59, 61]. Rev-erba is a key upstream

regulator circadian rhythm gene to regulate mood via

controlling the circadian rhythm of the DAergic system,

suggesting that it is a potential therapeutic target for those

PD patients with comorbid mood disorders [59, 61].

Polymorphisms of circadian rhythm genes have been

shown to be associated with depression in PD patients

[57]. Animal models of PD with emotional disorders need

to be developed to explore the interaction between

circadian rhythm dysregulation and emotion [56].

PD patients often manifest characteristic changes in the

circadian rhythm of BP [14, 62, 63]. Nocturnal hyperten-

sion and postprandial hypotension are distinctive features

in PD patients [14]. The difference between daytime and

night-time BP is significantly smaller in PD than healthy

control subjects [63]. In addition, the difference of CBT

between the daytime and night is also significantly reduced

in PD patients [17]. Moreover, the CBT change is

Fig. 1 Dysregulated circadian rhythm network in Parkinson’s

disease. Circadian rhythm genes interact with each other to form a

complex network. The Clock/Bmal1 heterodimer activates Per and

Tim gene expression, and the Per and Tim proteins form hetero-

dimers. Per, Tim, or Per/Tim heterodimer restrains Clock and Bmal1

activity and their transcription. The Clock/Bmal1 heterodimer

activates Per and Cry gene expression to form heterodimers. Once

Per and Cry proteins accumulate to a certain extent, they form

complexes with Bmal1/Clock heterodimers, and inhibit their own

transcription. Then, the Per/Cry inhibitory complex degrades into the

next cycle. NPAS2 mediates Bmal1 expression via the acid-related

orphan receptor RORa and Rev-erba, and further regulates the

activity of Clock/Baml1 heterodimers. These receptors bind with

retinoic acid-related orphan nuclear receptor response elements,

which are located in the Bmal1 promoter, activate Bmal1 transcrip-

tion through RORs and inhibit Bmal1 transcription through Rev-erbs.

Circadian rhythm dysregulation may impact PD through the induction

of neuroinflammation, impaired protein homeostasis, and redox

homeostasis, manifested by various non-motor symptoms including

sleep disorders such as RBD, RLS, EDS, sundown syndrome, BP

rhythm disorders, CBT rhythm disorders, HRV rhythm disorders,

neuroendocrine function dysregulation, and GI dysfunction. RBD
rapid eye movement sleep behavior disorder, BP blood pressure, CBT
core-body temperature, HRV Heart rate variability, RLS restless leg

syndrome, EDS excessive daytime sleepiness, GI gastrointestinal.
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significantly and negatively related to the severity of RBD

[17]. Recently, it has been reported that changes in the

thermo-regulatory circadian rhythm are associated with

RBD rather than a-synucleinopathy [64], which may

provide a prognostic means of evaluating the risk of

developing PD in patients with idiopathic RBD (iRBD)

[17, 65].

HRV is an index for measuring the autonomic, espe-

cially parasympathetic, functions [66]. A significantly

decreased HRV has been found in PD patients all day

but more sever at night [15, 16]. Moreover, this phe-

nomenon becomes more profound with the motor symp-

toms, implying impaired autonomic, especially

parasympathetic, cardiovascular regulation in PD

[15, 16, 67, 68]. Moreover, HRV is significantly attenuated

in patients with iRBD in the waking state, also indicating

abnormalities of autonomic function in RBD [68]. Con-

sidering the important roles of iRBD in PD [65], the

clinical value of impaired HRV as an early sign of

cardiovascular autonomic circadian rhythm in PD should

be emphasized [15, 68].

Neuroendocrine function has also been correlated with

circadian rhythm. Circadian rhythmic regulation of mela-

tonin secretion is blunted in PD, as shown by the decreased

amplitude of the melatonin rhythm and the reduced 24-h

secreted melatonin level [49]. Breen et al. proposed that the

degenerative changes of the neural structures controlling

pineal function, especially the hypothalamic gray matter

volume loss, are responsible for the reduced melatonin,

which might be associated with the severity of PD [69].

These findings provide anatomical and physiological

evidence of an intrinsic sleep and circadian phenotype

[69]. In PD, after DAergic treatment, the secretion of

melatonin is profoundly increased [70]. Despite melatonin,

the circadian rhythm of cortisol secretion as a sensitive

marker of circadian function is also influenced in PD [20].

At approximately 01:00, cortisol begins to rise with a peak

at approximately 06:00, then declines with some small

fluctuations; this trend also occurs in normal healthy

volunteers, but the secretory pattern in PD patients from

18:00 to 01:00 tends to be flatter [18]. This curve indicates

that cortisol release retains its daily rhythmic pattern but

the total diurnal amount of cortisol secretion is elevated in

PD [18]. This disturbed circadian rhythm of hormone

secretion results in endocrine imbalance and has been

demonstrated to be associated with the impaired alertness

and sleep disorders of PD [18, 49].

GI dysfunction in PD has also been associated with

circadian rhythm dysregulation [71]. PD patients without

GI dysfunction show a higher plasma melatonin concen-

tration than those with GI dysfunction [72]. Researchers

have found that the GI tract is the largest organ to produce

exogenous melatonin other than the pineal gland, and

melatonin may serve important GI barrier functions

[72, 73]. This implies a certain relationship between GI

dysfunction and circadian rhythm dysregulation in PD [72].

Although increasing evidence has predicted potential

correlations between circadian rhythm dysregulation and

motor and/or non-motor symptoms fluctuations, the under-

lying pathological mechanisms are still far from being

clearly investigated [74]. It has been hypothesized that

circadian rhythm dysregulation impacts PD via the induc-

tion of neuroinflammation, impaired protein homeostasis,

and redox homeostasis [75, 76]. Circadian rhythm dysreg-

ulation can trigger strong neuroinflammation and degener-

ation of the nigral DAergic neuronal system, exacerbating

the motor deficit, as an environmental risk factor for PD

development [60, 76]. Interestingly, a-synuclein is rhyth-

mic in various tissues and the synuclein-interacting protein

synphilin shows a strong circadian rhythm in the brain [77].

Circadian rhythm dysregulation may contribute to PD with

aberrant a-synuclein aggregation [77]. Another study has

proposed that circadian rhythm disturbs the redox home-

ostasis resulting in PD [78].

Changes of Imaging and Electroencephalogram

in Parkinson’s Disease Patients with Circadian

Rhythm Dysregulation

While the current diagnosis of PD mainly depends on

clinicians’ subjective judgment of clinical symptoms,

imaging and the EEG may provide assistance in the early

diagnosis and detection of PD pathology [79]. Structural

and functional magnetic resonance imaging (MRI), posi-

tron emission tomography (PET)/single photon emission

computed tomography (SPECT), and cardiac uptake of
123I-labeled meta-iodobenzylguanidine (MIBG) scinti-

grams are commonly used for PD diagnosis [80, 81]. The

circadian rhythm modulates the neuronal activity in

specific areas and widespread networks across the brain.

Imaging and the EEG can present some of these abnor-

malities that are directly related to the ongoing neurode-

generation in the brain of patients with PD [82].

In structural imaging, alterations of gray matter and

white matter in PD are usually identified [83]. White matter

changes are usually associated with circadian autonomic

dysfunctions, including HR and BP variability [84].

Circadian rhythm dysregulation of melatonin levels is

associated with significant hypothalamic gray matter

volume loss and the severity of PD, which may provide

anatomical and physiological evidence for circadian

rhythm dysfunction in PD [69]. The reduced thalamic

volume in PD patients with RBD suggests a pathophysi-

ologic role of the thalamus the underlying mechanism [85].

Sleep impairment in PD patients has also been determined

in association with widespread white matter disintegration
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[86]. Specifically, PD patients with nocturnal hallucina-

tions often exhibit a prominently reduced basal ganglia

volume [87]. PD patients with sleep impairment display

smaller cortical thickness in more extensive areas, includ-

ing the bilateral frontoparietal and lateral temporal regions

[86]. Reduced gray matter volume has been detected in PD

patients with EDS and RLS [83]. Despite structural

imaging, functional MRI is widely used to measure the

functional changes in patients suffering from sleep impair-

ment by estimating the abnormal patterns of brain connec-

tivity [88]. As a whole, during the basic process of

circadian rhythm patterns, basal ganglia dysfunction can

lead to a more complex signal in task-relevant areas, such

as the planum temporale and the inferior parietal lobule,

and in the sequential activation of brain areas, circadian

rhythm onset may result in high activity in the saliency

network and widespread motor areas, and the caudate

nucleus in patients with PD [82].

Combined with molecular imaging including PET and

SPECT, these methods are often used to investigate the

striatal DAergic function by measuring the extent of

neuronal loss in PD [83]. A more severe deafferentation in

the caudate of PD patients with RBD compared to those

without RBD has been reported [80, 89], and the putamen

DAergic function is more severely damaged in PD patients

with RBD than those without RBD [80, 89]. PD patients

with RBD exhibit more severe striatal DAergic deficiency,

indicating a strong association between the presynaptic

DAergic defect and RBD [83]. Molecular imaging reveals

negative correlations between metabolic activity and

DAergic function of the caudate and the severity of EDS

[83]. Other than the DAergic system, cholinergic defi-

ciency has been detected in PD patients with RBD, and the

iron level is altered in PD patients with RLS [83].

Interestingly, cardiac uptake in 123I-labeled MIBG scinti-

grams, which measures the function of cardiac sympathetic

neurons, has revealed a significant correlation between the

systemic BP circadian patterns and cardiac 123I-MIBG

uptake in patients with PD [90]. Furthermore, cardiac

uptake of 123I-labeled MIBG is decreased in PD patients

with clinical RBD compared to those with subclinical RBD

and without sleep disorders [91, 92].

Neuroelectrophysiological examination is becoming

another important technique for detecting the sleep disor-

ders in PD [93, 94]. Polysomnography can be used to

monitor the whole-night EEG followed by multiscale

entropy (MSE) analysis [93]. PD patients usually show

longer sleep latency and a higher spontaneous EEG arousal

index [93]. During non-REM (NREM) sleep, the stage-

specific MSE is increased in PD [93]. Cycling alternating

pattern is a sensitive marker of the early NREM sleep

instability of sleep microstructure altered in PD [94]. EEG

a and r activity are often increased during NREM sleep at

an early stage of PD [95]. Disruption of REM sleep

homeostasis has also been reported in PD with high h/a
(7.8 Hz –10.5 Hz) frequency during 23.00 to 01.40 at night

[96]. Moreover, local field potentials of subthalamic

nucleus activity are significantly increased for b power

values during REM sleep.

While neuroimaging provides spatial evidence about the

structural and functional basis of circadian rhythm dysreg-

ulation, neuroelectrophysiological examination is usually a

supplement for neuroimaging measurement, considering its

high temporal resolution [97, 98]. Both are useful tools to

determine the changes of PD-related circadian rhythm

dysregulation, and may serve as potential biomarkers to

help the early diagnosis of PD.

Altered Circadian Rhythm Genes in Animal Models

of Parkinson’s Disease

Increasing lines of evidence have revealed the altered

expression of circadian rhythm genes in various animal

models of PD (as summarized in Table 1), including

6-hydroxydopamine (6-OHDA) and 1-methyl-4-phenyl-

1,2,3,6-tetrahydropyridine (MPTP)-lesioned rodents, and

transgenic animal models [99, 100]. For example,

decreased Bmal1 and increased RORa have been reported

in the brain of 6-OHDA model mice [101]. Repeated Mn2?

administration produces abnormal circadian rhythm gene

expression in the brain, together with non-motor symptoms

and PD-like motor impairments in mice [102].

The MPTP marmoset model of PD shows a significant

sleep disturbance remarkably similar to PD patients

manifesting with sleep-onset insomnia and disturbances

in the circadian rhythm [103]. Circadian rhythm alterations

in MPTP-induced DAergic nigro-striatal system lesions in

non-human primates have been evaluated by in vivo PET

and post-mortem TH and DA transporter quantification

[104]. Interestingly, in the light-dark cycle, MPTP-treated

non-human primates show rest-wake locomotor rhythms,

although DA-depleted non-human primates exhibit low

amplitude, decreased stability, and increased fragmentation

[104]. When the circadian system is exposed to constant

light, controls are less influenced whereas in DA-depleted

non-human primates, locomotor rhythms are severely

disturbed or completely abolished together with unaltered

hormonal rhythms [104]. Expression of the circadian

rhythm in MPTP monkeys requires environmental timing

cues [104]. In other words, the central circadian rhythm in

the SCN remains complete in PD primates with DA

lesions, but in the absence of regulation by light, circadian

rhythmic processes of striatal and DAergic functions that

control locomotor output are unable to drive [104]. The

circadian rhythm system of the sleep-wake disturbances in

PD is more profoundly affected than previously thought.
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In addition, the relationship between circadian rhythm

genes and PD pathology has become a hot research topic

(Fig. 2). Based on recent discoveries of circadian rhythm

gene networks associated with PD, a clear linkage has been

found between the antioxidative response and circadian

rhythm gene networks [101, 105]. For example, the

melatonin rhythm modulates the daily rhythmic expression

and activity of several antioxidant enzymes; at night,

melatonin promotes the activity of glutathione peroxidase,

a free radical scavenger, and increases the levels of

oxidized glutathione [105]. Per2 is decreased in mice

injected with 6-OHDA [101], whereas Cry1 binds to the

Clock/Bmal1 complex and inhibits Clock/Bmal1-depen-

dent transcription of Per2, therefore attenuating the

antioxidative response in PD [106]. Silent information

regulator 1 (SIRT1), a highly conserved nicotinamide

adenine dinucleotide (?)-dependent class III deacetylase,

deacetylates Bmal1 and Per2 and exerts protective effects

against PD [101, 107]. The SIRT1 activator resveratrol

reverses the 6-OHDA-induced damage of antioxidative

activity in PD models by decreasing the acetylation of

Bmal1 [101]. Interestingly, light entrainment including

impaired masking, entrainment, and re-entrainment are

affected in the SCN of human mutant A53T-SNCA

transgenic mice [108]. This is associated with reduced

vesicular glutamate transporter 2 immunoreactivity in the

SCN, indicating affected glutamatergic signaling of retinal

ganglion cells, which contributes to the input into the

Table 1 Altered circadian rhythm genes in animal models and patients with Parkinson’s disease.

PD models Samples Methods Results and conclusions References

Rats induced by

6-OHDA

Striatum RT-qPCR; WB Bmal1, Per2;, Rora:. A link between attenuated antioxidative

response and circadian dysregulations in PD.

Wang

et al.
[101]

Rats induced by

6-OHDA treated

with levodopa

Striatum,

SCN,

Plasma

RT- qPCR;

ELISA; HPLC

After levodopa treatment, Bmal1;, peak of Per2 delayed, cortisol

secretion:, melatonin;
Li et al.

[163]

RIPD rats Substantia

nigra

RT-qPCR; WB Bmal1, Clock, NPAS2, Per1 and Per2, Rev-erba and DBP;.

Chronic low-grade neuroinflammation aggravates circadian dys-

regulation in RIPD rats.

Li et al.
[110]

Mul1A6 and park1

mutants Drosophila
Brain RT-qPCR; IHC;

WB

Mul1 and park mutations disrupt Per, Tim, and Clock normal

circadian rhythmic expression during the day. ATG5;, autophagy

involved in circadian dysregulation

Doktór

et al.
[27]

MPTP mouse SCN Bioluminescence,

RT-PCR

Bmal1, Cry1, Rev-erba;, activation of AMPK causes circadian

dysfunction

Hayashi

et al.
[152]

Rats injected with

Mn2?
Hypothalamus RT-qPCR; IHC Bmal1, Clock, NPAS2, Cry1, Per1 and Per2;, Nr1d1 and DBP:.

Mn2? administration produces abnormal circadian rhythm gene

expression

Li et al.
[102]

ASO transgenic mice SCN IHC Per2 expression is not altered in the SCN of ASO mice, weakening

of circadian output is a core feature of PD

Kudo et al.
[99]

17 PD patients PBL RT-qPCR Bmal1, Bmal2;.The relative Bmal1 level correlates positively with

PD severity

Cai et al.
[132]

Ding et al.
[133]

239 PD patients PBL ELISA, RT-qPCR Serum cortisol level:, circulating melatonin level; Breen

et al. [6]

206 PD patients PBL MSP and

sequencing

Methylation only detected in the CRY1 and NPAS2 promoters.

NPAS2 hypomethylation detected in PD vs control

Lin et al.
[134]

480 PD patients PBL PCR-RFLP Polymorphism of Tef rs738499 is associated with depression

symptoms in PD

Hua et al.
[57]

1394 PD patients PBL Illumina Gold-

enGate chips

Genetic polymorphisms in Bmal1 and Per1genes contribute to PD Gu et al.
[136]

646 PD patients PBL Competitive

allele-specific

PCR

CLOCK 3111T/C variant can be an independent risk factor for

motor fluctuation and sleep disorders in PD

Lou et al.
[138]

The animal models of PD as well as the number of patients with PD, the tissues, methods of examination, and the conclusions in each study are

displayed
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circadian system [108]. In mice overexpressing a-synu-

clein, Per2 expression is not altered, but the firing rate of

SCN neurons is reduced, implying that weakened circadian

output is a critical characteristic of PD [99]. The increased

frequency of Tregs expressing Helios and NRP-1 is

associated with the severity of PD [109]. Previous studies

have reported that chronic low-grade neuroinflammation

induced by lipopolysaccharides potentiates the neurotoxi-

city of rotenone and disrupts circadian rhythm gene or

protein expression [110]. BMAL1 plays an important role

in the survival of DAergic neurons and maintain normal

function of the DAergic signaling pathway through regu-

lating microglia-mediated neuroinflammation [111]. Rev-

erba has also been reported to regulate neuroinflammation

[112].

Adult mammals undergo diurnal cycles of autophagy,

which plays a key role in the cellular metabolic cycle

[113]. In the absence of rhythmic autophagy, the accumu-

lation and aggregation of misfolded proteins may lead to

neurodegeneration [113–116]. Circadian rhythm dysregu-

lation during cognitive loss and aging has been tied to the

induction of autophagy [114]. Rev-erba links the circadian

and DA systems and competitively cooperates with Nurr1,

which control the DAergic neuron-associated gene tran-

scription, and further the optimal development and function

of DAergic neurons [117–121]. Nur77, a member of the

nuclear steroid receptor subgroup together with Nurr1 and

NOR-1 participating in DAergic neuron loss and dyskine-

sia induced by levodopa in PD [122], displays an obvious

circadian rhythm with an elevated mRNA level at night

[123].

It has been reported that heat shock factor 1 (HSF1)

participates in neurodegeneration [124, 125]. Some of the

HSF1 targets are associated with alterations of the circa-

dian rhythm, evidenced by upregulated Bhlhe40 and DBP

and downregulated Bmal1 [124]. Non-coding RNAs,

which control the development of neuronal stem cells

and neuronal differentiation [126, 127], undertake epige-

netic regulation of the brain clock system at the transcrip-

tional and post-transcriptional levels [128, 129]. Although

the mechanisms underlying the interplay between circadian

rhythm genes and PD pathology are still largely unknown,

Fig. 2 Circadian rhythm genes and Parkinson’s disease. Circadian

rhythm genes participate in PD pathology via various pathways. The

Clock/Cry complex activates Tim and Per expression to form

complexes and inhibits Clock/Cry complex activity. This network

interacts with ATG5 to regulate autophagy in PD. Clock acetylates

Bmal1, and inhibits the Bmal1/Clock-dependent transcription of Per2.

SIRT1 deacetylates Per2 and Bmal1. This network along with

melatonin interacts with antioxidant enzymes yielding an antioxida-

tive response in PD. Bmal1 and Clock are lower in PD and the Bmal1/

Clock complex-dependent transcription of Per1, Per2, Dbp, and Rev-

erba is inhibited. This network activates microglia-dependent neu-

roinflammation in PD. Rev-erba competitively cooperates with Nurr1

to control DA gene transcription and the development and function of

DA neurons. Some HSF1 targets that are associate with circadian

rhythm genes (RXRA, Bhlhe40, and DBP) are upregulated, while

some others (Bmal1) are inhibited. Non-coding RNAs undertake

epigenetic regulation of the circadian rhythm system, but the

mechanism is not clear. Circadian rhythm alterations, including

abnormal expression of circadian rhythm genes, epigenetic changes,

and gene polymorphisms, participate in the pathogenesis of PD.

123

Y. Liu et al.: Circadian Rhythm Dysregulation of Parkinson’s Disease 1017



increasing evidence from clinical or experimental studies

has revealed the interactions between circadian rhythm and

PD related genes [130]. Mutations in the PARK2 gene

coding for parkin is a crucial pathogenic gene for the

disruption of mitophagy-mediated mitochondrial quality

control [131]. Using fibroblasts from PD patients carrying

PARK2 mutations, Pacelli et al. revealed that the dramatic

impact of metabolic fluxes on cell circadian rhythm and

circadian rhythm genes relies on mutations in parkin [130].

Drosophila with mutations in genes encoding mitochon-

drial ligases MUL1 and PARKIN, a commonly used model

for research on PD, show an increasing level of total Per

protein, accompanied by elevated total activity, shorter

sleep, higher levels of free radicals, and inhibited

autophagy [27].

Increasing evidence has indicated that the expressions of

circadian rhythm genes are abnormal in various PD

models, and may predict the mechanisms underlying PD

[27, 74, 99]. It is likely that the network of circadian

rhythm genes may play a role in the pathogenic mechanism

of PD. All these findings indicate a potential role of the

circadian rhythm gene network in PD pathogenesis. The

exact modulating mechanisms between the key molecules

such as Nurr1, a-synuclein, and circadian rhythm genes

needs further investigation.

Altered Circadian Rhythm Genes in Patients

with Parkinson’s Disease

More and more clinical studies have investigated the

alteration of circadian rhythm gene expression in periph-

eral blood lymphocytes (PBLs) from patients with PD

[57, 132–138] (Table 1). Several studies have found

abnormal expression of circadian rhythm genes in PBLs

from PD patients. Bmal1 and Bmal2 are significantly

decreased in PD, while the relative Bmal1 level is

positively correlated with PD severity [132, 133]. Most

circadian rhythm gene promoters are devoid of methyla-

tion, except for CRY1 and NPAS2 [134]. However,

compared with healthy controls, epigenetic changes of

hypomethylation in the NPAS2 promoter have been found

in the early stage of disease in PBLs from PD patients

[134, 135]. This finding provides a potential biomarker for

discerning PD patients from healthy subjects [134, 135].

The negative feedback loop of circadian rhythm genes

prompting epigenetic changes of NPAS2 expression may

be the main cause of abnormal Bmal1 and Bmal2 levels in

PD patients’ leukocytes [134]. Gene polymorphisms in the

promoter region of the circadian rhythm genes Bmal1 and

Per1 may play a role in the development of PD [136]. The

variation of Bmal1 rs900147 is more robust in tremor-

dominant patients than postural-instability and gait-diffi-

culty cases, while the association of the PER1 rs2253820

variant is stronger in postural-instability and gait-distur-

bance cases than tremor-dominant cases [136]. The poly-

morphism of Tef rs738499 is often associated with the

depression symptoms and sleep disturbances in PD

[57, 137]. The Clock 3111T/C variant can be regarded as

an independent risk factor for non-motor sleep impairment

and motor fluctuation in PD [138]. The abnormal expres-

sion of circadian rhythm genes, epigenetic changes, and

gene polymorphisms may provide a new perspective for

future study of PD pathogenesis and serve as potential

biomarkers for PD diagnosis.

The possible mechanisms of RBD neuropathology

associated with PD have not been clearly investigated. It

is likely that RBD arises from the same pathogenic

mechanisms that underlie synucleinopathies, with disease

processes beginning in the caudal brain stem where REM

sleep atonia is controlled [139]. Interestingly, Liu et al.

recently found that sleep-wake brain states and motor

behaviors are co-regulated by glutamic acid decarboxylase

2 neurons in the substantia nigra pars reticulata [111]. It is

well accepted that early basal ganglia network dysfunction

during RBD contributes to the development of PD [140]. In

addition, sleep is proposed to help remove the aggregates

of neurotoxic a-synuclein from the brain via the lymphatic

system [141, 142]. REM sleep disorders, especially RBD,

circadian rhythms, and circadian rhythm gene dysfunctions

are proposed to disturb the glymphatic flow and are linked

with Lewy body aggregates and substantia nigra DAergic

cell loss [142]. Furthermore, RBD is associated with

altered expression of clock genes and delayed melatonin

secretion, and circadian rhythm dysregulation is a part of

RBD [143]. Weissova et al. assessed the expression levels

of circadian rhythm genes in PBLs by real-time quantita-

tive PCR and analyzed 24-h melatonin profiles in periph-

eral blood serum by radioimmunoassay in 10 RBD patients

and 9 controls [143]. In the RBD patients, Per2, Bmal1,

and Rev-erba circadian rhythms disappear, the amplitude

of Per3 diminished, and melatonin secretion was delayed

[143]. It is proposed that alterations in the expression of

circadian rhythm genes and melatonin levels in patients

with RBD might be a potential biomarker in the early stage

of synucleinopathies including PD [143]. The intimate

relationship between circadian rhythm disorders and PD

with RBD pathology should be further explored.

Potential Impact of Pharmacological and Non-

pharmacological Therapies on the Circadian

Rhythm

The recent therapies for PD, including levodopa, dopamine

agonists, and monoamine oxidase-B inhibitors, are useful

initial therapies. However the efficacy decreases over time

due to medication tolerance [144]. Then the subsequent
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therapy is started through increasing the dose of the initial

therapy or adding new kinds of treatment including

catechol-O-methyltransferase inhibitors, istradefylline,

and amantadine. Levodopa carbidopa enteral suspension

infusion and unilateral or bilateral deep brain stimulation as

advanced therapy are further added for long-duration PD

patients [144]. Much more interestingly, therapeutic

approaches targeting circadian rhythm system may hold

efficacy and promise. Circadian rhythm dysregulation, as a

potential contributor to the development and progression of

PD, has been proposed as a target for either pharmacolog-

ical or non-pharmacological therapy against PD

[13, 18, 49, 127, 145, 146]. Among PD patients, especially

those with daytime sleepiness and impaired circadian

melatonin secretion [49], exogenous supplementation of

melatonin is considered to be therapeutic for impaired

alertness and poor sleep [49]. However, so far, the outcome

from randomized controlled clinical trials of melatonin

supplements on sleep quality and activity rhythms in

patients with PD has yielded inconsistent results [13].

Melatonin administration successfully improves self-report

measures of sleep as evaluated by Pittsburgh Sleep Quality

Index, but fails to ameliorate sleep quality monitored by

polysomnography and motor dysfunction assessed by the

United Parkinson’s Disease Rating Scale [147]. In addition,

melatonin may be neuroprotective via the MT1 and MT2

high-affinity G protein-coupled melatonin receptors [148].

The discovery of MT1 or MT2 melatonin receptor-

selective drugs may improve the efficacy and lead to new

therapeutic candidates [148]. The WNT/b-catenin pathway

plays an important role in maintaining mitochondrial

functions [149]. The activation of peroxisome prolifera-

tor-activated c (PPARc) can be induced by inhibition of the

WNT/b-catenin pathway [150]. The circadian rhythm can

directly regulate the WNT/b-catenin pathway and PPARc
involved in the reprogramming of cellular energy metabo-

lism, resulting in down-regulation of the classical WNT/b-

catenin pathway and upregulation of PPARc [150, 151].

The WNT/b-catenin pathway and PPARc could serve as

potential therapeutic targets against PD [151]. Activation

of adenosine 50-monophosphate-activated protein kinase

(AMPK) results in circadian dysfunction, suggesting that

adenosine 50-triphosphate (ATP) might be a novel thera-

peutic strategy in PD [152]. It is well-accepted that DA

regulates the circadian rhythm system both directly and

indirectly [153]. Interestingly, researchers have found that

sodium can activate neurons in the SCN by regulating the

circadian rhythm system and output via an excitatory

GABAergic pathway [154]. It seems that pharmacological

therapies alleviating various symptoms of circadian rhythm

dysregulation need to be appraised [153].

Non-pharmacological therapies also play a vital role in

PD treatment. Results from recent clinical trials suggest

that timed light therapy may be a feasible intervention for

improving the sleep-wake cycle, reducing daytime sleepi-

ness, and increasing daily physical activity for PD [127]. It

seems that the combination of timed light therapy with

timed melatonin supplements may be more effective [13].

Daily time-dependent physical exercise at moderate inten-

sity has differential effects on the circadian melatonin

rhythm [146]. Morning exercise may increase parasympa-

thetic activity, while evening exercise may enhance

sympathetic activity during sleep [146]. The specific

characteristics of the autonomic nervous system could be

responsible; furthermore, evening exercise may shift the

offset phase of the nocturnal melatonin rise [146]. Thus,

the sleep-wake cycle is regulated primarily by physical

exercise [146], which gives timed physical exercise the

potential to treat circadian rhythm dysregulation in PD

[49]. Reduction in caloric intake and fasting extends the

life span in animal models [71]. The underlying mechanism

has been attributed the strong antioxidant capacity of

melatonin which is produced by the GI tract [71, 155].

Fasting in animals increases the level of melatonin

produced by the GI tract [155]. Recently, researchers have

founded that intake of melatonin before going to bed might

achieve the same effect as fasting [156]. More and more

patients taking advantage of the antioxidant capacity of

melatonin are taking melatonin daily to treat age-related

PD [71].

It is worth noting that almost all DAergic anti-PD

medications impact sleep [157]. A ‘sleep attack’ which

describes suddenly and unintendedly falling asleep, may

place patients at risk during daily activities such as eating

and driving [157, 158]. PD patients treated with DA

receptor agonists alone or in combination with levodopa,

have a higher incidence of sleep attacks than patients

treated with other agents [157]. To date, sleep attacks have

been occasionally reported in PD patients treated with the

DA receptor agonists pramipexole, ropinirole, piribedil,

and pergolide [158–162]. The potential impact of medica-

tions on the circadian rhythm system in PD have not been

fully investigated. Anti-PD medications may also disturb

the circadian rhythm. PD patients receiving the classical

anti-PD drug levodopa usually suffer from severe circadian

dysfunction [163]. In contrast, melatonin administration

can restore the daily rhythms of serotonin metabolism and

the expression of clock genes in PD animal models [164].

Conclusions

This review summarizes recent research progress on the

non-motor features of PD with special focus on circadian

rhythm dysregulation and altered circadian rhythm genes.

The circadian rhythm gene network maintains the
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generation and regulation of the circadian rhythm. Circa-

dian rhythm dysregulation, especially sleep impairment, is

an early symptom of PD. Findings from imaging and EEG

are useful supplements for the diagnosis of PD associated

with circadian rhythm dysregulation. Many studies have

confirmed the abnormal expression of circadian rhythm

genes in cell and animal models of PD, and occasionally in

patients with PD, indicating a possible involvement of

circadian rhythm genes in disease development. Among so

many etiologies and mechanisms of PD, these findings of

circadian rhythm dysregulation may provide a new per-

spective for further study of its pathogenesis. The alter-

ations of circadian rhythm genes reported in PD patients

may become a new biomarker for its diagnosis and

evaluation of its severity. Moreover, the impacts of

pharmacological and non-pharmacological therapies for

PD on the circadian rhythm system may provide a novel

and prognostic target for its management.
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Abstract GABA is the main inhibitory neurotransmitter in

the CNS acting at two distinct types of receptor: ligand-

gated ionotropic GABAA receptors and G protein-coupled

metabotropic GABAB receptors, thus mediating fast and

slow inhibition of excitability at central synapses.

GABAergic signal transmission has been intensively

studied in neurons in contrast to oligodendrocytes and

their precursors (OPCs), although the latter express both

types of GABA receptor. Recent studies focusing on

interneuron myelination and interneuron-OPC synapses

have shed light on the importance of GABA signaling in

the oligodendrocyte lineage. In this review, we start with a

short summary on GABA itself and neuronal GABAergic

signaling. Then, we elaborate on the physiological role of

GABA receptors within the oligodendrocyte lineage and

conclude with a description of these receptors as putative

targets in treatments of CNS diseases.

Keywords GABA � GABAA receptor � GABAB receptor �
OPC � Oligodendrocyte lineage

Introduction

GABA (c-aminobutyric acid), besides glycine, is the main

inhibitory neurotransmitter in the central nervous system

(CNS) [1]. The existence of GABA in the brain was first

detected in 1950 [2], without knowing its biological

function. Seven years later, studies found that GABA

was the ‘‘I factor’’, the inhibitory neurotransmitter of the

mammalian CNS [3]. Thereafter, GABA and GABAergic

signaling on neurons were extensively studied [1]. GABA

binds to two classes of receptor in the CNS, GABAA and

GABAB receptors, and exerts fast or slow inhibition at

synaptic terminals. Decades later, since 1978 [4], glial

GABA signaling started to attract interest and is now a

major research focus while new roles of glial cells are

emerging. Oligodendrocytes (OLs) are the myelinating

cells of CNS making them indispensable for fast and

efficient action potential conduction. They differentiate

from precursor cells (OPCs) [5–8]. Despite lifelong

ongoing differentiation into OLs, OPCs maintain a certain

cell density due to continuous self-renewal [9–12]. Prolif-

eration and differentiation of OPCs are modulated by

growth factors [13–15], as well as by communication

between OPCs and axons [16–18]. OPCs are the only glial

cells receiving direct synaptic input mediated by glutamate

and GABA from excitatory and inhibitory synapses,

respectively [17, 19–23]. Furthermore, the myelination of

interneurons by mature OLs appears to be a direct

consequence of GABA-based interneuron-OPC communi-

cation [24–26].

GABA Synthesis, Release, and Uptake in the Brain

GABA availability in the CNS is either ensured by

synthesis from glutamate by the glutamic acid decarboxy-

lase enzymes (GAD) 67 and GAD65 [27, 28] or by

monoacetylation of putrescine [29, 30]. Synthesis by GADs

in the glutamine-glutamate cycle (GGC) is the most

common pathway and GABA level are mostly determined

by the activity of GADs. Briefly, in the GGC, glutamate is
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transformed into glutamine by glutamine synthetase of

astrocytes (Fig. 1A, B). Glutamine is released by several

types of glutamine transporter and taken up by neurons,

where it is converted into glutamate. The latter is finally

processed by GADs to produce GABA in GABAergic

neurons [31] (Fig. 1B). Although GAD67 and GAD65

share a large similarity of their genes (GAD1 and GAD2,

respectively), their expression pattern and functions are

quite disparate. GAD67 is uniformly distributed in the

whole cell while GAD65 is mainly found in the axonal

terminals [32]. In addition, GAD67 is already expressed

during early development while GAD65 is more prominent

in later stages (reviewed by [27]). These spatial and

temporal differences are highly related to their functions.

GABA produced by GAD67 mainly functions as a

neurotrophic factor and is independent of neurotransmis-

sion, e.g., involved in synaptogenesis during development

(reviewed by [27]). GAD65, however, is responsible for

synaptic neurotransmission. Therefore, it is not surprising

that GAD67-null mice cannot survive longer than a day

after birth, while GAD65-null mice are born with slowly

developing spontaneous seizures [33, 34]. Although these

deficits are highly likely attributable to disordered neuronal

GABA synthesis, the GABA contribution from glial cells

must not be neglected. GAD65 and GAD67 are both

expressed in glial cells [35]. Astrocytes of the olfactory

bulb, hippocampus, thalamus, and cerebellum (i.e., Berg-

mann glia) release GABA to inhibit neighboring neuronal

activity [36–39]. Recently, GAD65/67 and monoamine

oxidase B, as well as GABA were found in OPCs and

oligodendrocytes in vitro [40]. These findings suggest the

potential of autocrine or paracrine GABAergic signaling

pathways for oligodendrocyte (OL) development and/or

neural circuit formation. Besides astrocytes, OLs also

express glutamine synthetase in caudal regions and the

spinal cord [41], providing a potential source of glutamine

for axons via myelin-axon communication (Fig. 1A, C). In

the case of inhibitory axons, glutamine is further trans-

formed into GABA (Fig. 1C). More studies are required to

confirm the functional GABA synthesis, release, and

uptake in cells of the OL lineage.

GABA-containing transmitter vesicles (vGAT) are filled

in synaptic terminals (Fig. 1B) and released in a Ca2?-

dependent manner. The general mechanism of vesicular

exocytosis, membrane fusion, and release of anchored

GABA vesicles is triggered by Ca2? influx through

cFig. 1 GABA cycling between interneurons, cells of the oligoden-

drocyte (OL) lineage, and astrocytes. A In the central nervous system,

interneurons form an intricate signaling network with cells of the OL

lineage, i.e., myelinating OLs and their precursors (OPCs), and with

perisynaptic as well as perinodal processes of astrocytes. B In the

synaptic microenvironment, extracellular glutamate is converted into

glutamine in astrocytes by glutamine synthetase (GS). After release,

glutamine is taken up by interneurons and transformed into GABA by

the glutamate decarboxylases GAD65 and/or GAD67. Upon action

potential arrival, GABA is released into the synaptic cleft by vesicles

expressing GABA transporters (vGAT). After binding to postsynaptic

neuronal GABAA and/or GABAB receptors, GABA induces postsy-

naptic neuronal hyperpolarization. But neuron-released GABA can

also act on the GABA receptors of OPCs modulating axonal

myelination. In addition, extrasynaptic GABA is taken up by neuronal

GAT1 and astroglial GAT3 transporters. Both transporters, however,

are also expressed by OPCs, but functional studies are still required to

determine their roles. C Also, OLs can express GS to produce

glutamine. The latter might be transported to myelinated axons, where

it can be converted into GABA. Additional experiments are still

required to test this hypothesis.
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voltage-gated Ca2? channels (VGCCs). In addition, GABA

can reach the extracellular space via reversal of GABA

transporters (GATs), called non-vesicular release [42–44].

Previously, GATs were mainly considered to be responsi-

ble for GABA uptake from the synaptic cleft. For this

GABA uptake, GATs utilize the chemical Na? gradient,

aided by a Cl- gradient; e.g., neuronal GAT1 co-transports

two Na? and one Cl- together with one GABA molecule.

This transport not only increases the intracellular levels of

GABA, Na?, and Cl-, it also depolarizes the neuron.

Under baseline conditions, GATs operate near equilibrium

[43]. Therefore, upon moderate depolarization evoked by a

short series of action potentials, transporter reversal occurs

[45, 46]. However, during excessive network activity and

enhanced synaptic GABA release, elevated levels of

extracellular GABA favor GABA uptake by GATs [47].

Therefore, how the operation of GATs, including their

reversal, is exactly controlled and how this process is

related to physiological functions is yet unclear.

As a very complex but highly precise organ, our brain

keeps a balance of excitatory and inhibitory signals to

control proper behavioral performance. As reported, both

vGAT-null (little, if any, GABA release) [48] and GAT1-

null (no GABA clearance) mice cannot survive beyond

birth [49]. Therefore, it is critical to maintain GABA

homeostasis in the extracellular space by synchronized

regulation of GABA release and uptake. In the brain, two

different GATs fine-tune the neuronal excitability: GAT1

(SLC6A1) on presynaptic terminals and GAT3 (SLC6A11)

on perisynaptic astroglial processes (Fig. 1B). Transcrip-

tome studies have revealed that astroglial GAT3 dominates

over GAT1. In addition to neurons, OPCs and OLs express

functional GAT1, though at rather low levels [35, 40, 50]

(Fig. 1B). However, functional studies demonstrating the

biological impact of GAT1 for cells of the OL lineage are

still missing. In addition to GAT1 and 3, some GAT2

(SLC6A13) immunoreactivity has been observed on CNS

blood vessels [51]. GAT2 mainly permits efflux of GABA

and taurine from the brain to the circulating blood stream

[51]. Therefore, GAT2-deficient mice have slightly

increased taurine in the brain [52]; however, they perform

normally under physiological conditions. Transcriptome

data suggest GAT2 expression by OPCs, though at a low

level. This is interesting in respect to the current notion that

OPCs can also contribute to the blood-brain barrier (BBB)

while migrating along blood vessels during development

[53]. Taken together, these findings suggest a potential

novel function of OPCs in neural circuits, by either taking

up GABA from extracellular space or by being associated

with the overall GABA efflux through the BBB to the

periphery. Nevertheless, more functional studies are

required to identify the role of GAT2 in OPCs. In juvenile

rats, GAT1 and GAT3 have also been detected in OLs [40],

however, it is yet elusive whether and how both GATs

function in OL GABA circulation.

GABA Receptors and Their Biological Actions
on Neurons

To exert inhibition, GABA binds to two distinct receptors:

GABAA and GABAB. GABAA receptors are ligand-gated

ionotropic transmembrane receptors, permeating Cl– ions

in both directions [54]. To date, a plethora of 19 GABAA

receptor subunits have been identified in the mammalian

CNS: a1–6, b1–3, c1–3, d, e, h, p, and q1–3 [55]. In

general, the pentameric receptor assembly is composed of

two a, two b and one c subunit (Fig. 2A, B). Due to various
subunit compositions and distinct regional distributions,

GABAA receptors exhibit tremendous diversity in terms of

biophysical properties and dynamic regulation [55, 56].

Since the subunits q1–3 form complexes with themselves

only, and not with other subunits, they are designated as

GABAC or GABAA-q receptors. However, they are similar

to GABAA receptors in structure, function, and mechanism

of action [57].

The GABAA receptor is permeable to Cl- anions in both

directions depending on the difference between extra- and

intracellular Cl- concentrations. In general, extracellular

Cl- is above its equilibrium potential. Therefore, upon

postsynaptic GABAA receptor activation, a fast Cl- influx

generates neuronal hyperpolarization. This raises the

threshold for postsynaptic action potentials and thereby

decreases excitatory neurotransmitter release, i.e., inhibi-

tory neurotransmission [58, 59] (Fig. 2A). Notably,

GABAA receptors are also expressed at extra-synaptic

regions. These receptors can be activated by GABA

spillover, leading to tonic inhibition [55].

GABAB receptors are metabotropic G-protein-coupled

receptors. Two major GABAB receptor isoforms (GABAB1

and GABAB2) and various splice variants (GABAB1a–g)

have been described [60, 61]. GABAB1 and GABAB2 are

co-expressed, generating functional receptors in a hetero-

dimeric assembly [62–64], although some functional

homodimers have been described as well [65]. The

ligand-binding B1 subunit remains in the endoplasmic

reticulum through a retention signal until assembly with the

B2 subunit [66]. Only the assembled receptor dimers reach

the cell surface and function. GABA activation occurs via a

Venus flytrap domain of the B1 subunit [60, 67].

Neuronal GABAB receptors are located in both pre- and

postsynaptic membranes. Its G protein activation triggers

dissociation of Ga and Gbc subunits. Binding of Gbc to

VGCCs leads to reduced presynaptic Ca2? influx prevent-

ing vesicular release (Fig. 2A) [68, 69], while decreased

postsynaptic Ca2? current suppresses neuronal excitability
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[70, 71]. In addition, postsynaptically, Gai/o inhibits

adenylyl cyclase, thereby reducing cAMP levels, while

Gbc activates G protein-gated inwardly-rectifying K?

channels, hyperpolarizing the postsynaptic membrane

(Fig. 2A). GABAB receptors regulate gene expression by

interacting with activating transcription factor 4 (ATF-4), a

member of the cAMP response element-binding protein

(CREB)/ATF family [60, 72, 73]. Disruption of GABAB

receptor-mediated responses has been associated with

several neuropathologies including epilepsy and hyperal-

gesia [74].

Apart from acting as an inhibitory neurotransmitter,

GABA is also considered to be a neurotrophic factor. In

cultured cerebellar granule cells, retinal neurons, and

neuroblastoma neurons, GABA promotes neurite growth

[75]. Another peculiar finding is that GABA can act as an

excitatory neurotransmitter in cortical and hippocampal

neurons during early postnatal days [76–78]. At this age,

the Nernst potential of Cl- is positive in respect to the

resting membrane potential due to higher activity of the

cation-chloride importer Na-K-Cl cotransporter in

comparison to the extruder K?-Cl- cotransporter 2, and

the opening of GABAA receptors results in Cl- efflux with

subsequent depolarization [79].

Expression of GABA Receptors in Cells
of the Oligodendrocyte Lineage

Already in 1984, GABA-evoked responses were reported

in a subpopulation of OLs from explant cultures of the

mouse spinal cord [54]. These cells were depolarized by

GABA (1 mmol/L, 4 mV depolarization). This depolar-

ization was sensitive to competitive as well as non-

competitive GABAA receptor antagonists [54]. These

experiments provided the first evidence of the functional

expression of GABAA receptors in OLs. A follow-up study

on cultured OPCs and OLs further demonstrated that the

GABA-induced depolarization (10-2 mmol/L, 30–680 pA

in 60% of the OL lineage cells) was due to Cl- efflux [80]

(Fig. 2B). Also, in acutely isolated slices of corpus

callosum and hippocampus, GABAA receptors evoked

Fig. 2 GABA receptor expres-

sion in neurons and OPCs.

A Activation of ionotropic

GABAA receptors induces Cl-

influx to hyperpolarize neurons.

The GABAB1 subunit confers

ligand-binding, while the B2

subunit transduces the GABA

signal into the cell. Activation

of the neuronal GABAB recep-

tor induces dissociation of Ga

and Gbc subunits. The Ga sub-

unit inhibits adenylyl cyclase

(AC), while Gbc activates G

protein-gated inwardly rectify-

ing K? channels and inhibits

voltage-gated Ca2? channels

(VGCCs), thereby reducing

neurotransmitter release. The

regulation of VGCCs can occur

pre- and postsynaptically.

B Different from neurons, in

OPCs, activation of GABAA

receptors causes a Cl- efflux

and depolarization based on the

higher levels of cytosolic Cl-.

GABAB receptors expressed in

OPCs are thought to transduce

signals via Ga with or without

association of Gbc; or via the Gq

pathway linked to phospholi-

pase C, further increasing intra-

cellular Ca2? release from the

endoplasmic reticulum.
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depolarization in OPCs (1 mmol/L GABA, 75 pA and

324 pA, respectively) [81, 82]. Notably, GABAA receptor

expression was found to be down-regulated during the

lineage progression from proliferating OPCs to myelinating

OLs. The current response to GABA as well as intracellular

Ca2? increases were drastically reduced in situ [80, 81, 83]

and in vitro [84]. In line with this, recent transcriptome

studies as well as single-cell qRT-PCR have shown a

decrease of all GABAA receptor subunits (a1–5, b1–3, and
c1–3) through OL development [35, 85, 86]. In particular,

the c2 subunit is only expressed in OPCs and not in OLs

[35, 85, 86]. Interestingly, the c2 subunit is specifically

detected at the postsynaptic OPC membranes of parvalbu-

min fast-spiking interneuron-OPC synapses [87], at levels

comparable to neuronal postsynaptic expression [88, 89].

Of note, the c2 subunit is required for the postsynaptic

clustering of GABAA receptor subunits [88]. From post-

natal week 2 to 4, the number of OPCs expressing a2, a5,
b1, and c2 is decreased while that of a3 and 4 is increased

[86]. Of interest, this is the exact age when the synaptic

transmission of OPCs switches to extra-synaptic commu-

nication [20]. However, the c2 subunit does not appear to

affect OPC proliferation and differentiation, which appears

unperturbed in mice with conditional deletion of the c2
subunit in OPCs [90].

While GABAA receptor levels are strongly reduced in

mature OLs [35, 80, 83, 84], axonal contacts trigger the

expression of a1 and a3 in vitro as well as in situ [83].

However, neuronal activity does not appear to be required,

since blocking it with tetrodotoxin did not alter the OL

response to GABA in neuron-OL co-cultures. It is not clear

yet whether these two subunits co-assemble in the same

GABAA receptor complex or whether they are components

of separate and distinct receptors. Additional studies are

required to address the functional role of a1 and a3, but
also of other GABAA receptor subunits in OPCs and OLs.

It will be exciting to learn how the spatial-temporal

pattern of each subunit, including its subcellular localiza-

tion, can be correlated with distinct functions in the various

subpopulations of the OL lineage. The heterogeneity of

OLs, in terms of anatomical location in the brain, was

already described at 1921 by del Rı́o Hortega [91]. A

century later, using the single-cell RNAseq approach,

studies have provided direct evidence for and confirmed an

even more complex heterogeneity of OL lineage cells

[92–94]. Reconsidering the early finding that only a

subpopulation of OLs respond to GABA [54], we are

now confronted with numerous subgroups of OLs that may

or may not express GABA receptors. And, even if they are

expressed, the pentameric composition of each receptor

might differ in each subgroup and result in a huge diversity

of GABA responses. So far, it is too early to speculate

about the exact role of each subunit.

The metabotropic GABA receptor subunits GABAB1

and GABAB2 are both expressed throughout the OL lineage

[35], from the subventricular zone [95] to the corpus

callosum [40] and spinal cord [65]. However, so far,

GABAB receptors have not been detected in compact

myelin structures [96]. Both B1 and B2 subunits were

found to be down-regulated during OPC differentiation to

OLs in vitro [95]. Intriguingly, the ratio of GABAB1 to

GABAB2 also changes with the differentiation of OPCs

into OLs, suggesting that B1 or B2 subunits can cooperate

with other elements, even forming homodimers with novel

functions as is known for some neurons [97, 98]. In the

hippocampus of GABAB2-null mice, an atypical electro-

physiological GABAB response has been recorded, sug-

gesting that GABAB2 is not indispensable for GABAB

receptor signaling [97]. In addition, several studies also

reported coupling of the GABAB2 subunit with other

G-protein-coupled, heptahelical receptors. The GABAB2

subunit is functionally paired with the M2 muscarinic

receptor in cortical neurons [98]. As well, functional

cooperation of GABAB2 subunits and somatostatin receptor

4 has been found in the non-perisynaptic processes of

astrocytes [99]. All these reports point to close interactions

of GABAB receptor subunits with other G-protein-coupled

receptors. However, additional studies are necessary to

determine whether this applies to OPCs and/or OLs and if

this might change with aging.

Physiological Functions of GABA Receptors
in the Lineage of Oligodendrocyte

Proliferation, Differentiation, and Myelination

While the sensitivity to GABA is largely reduced in mature

OLs [65, 81, 95], a pivotal role of GABA signaling has

been suggested during the origin of OPCs and the initial

stages of axon recognition and myelination [22, 100].

Systemic application of the GABAA receptor antagonist

bicuculline drastically increased OPC proliferation while

an increase of GABA evoked the opposite in cerebellar

white matter [22]. In addition, endogenous GABA bisected

the number of OPCs and mature OLs in organotypic slice

cultures of mouse cortex, and this was reversed by the

GABAA receptor blocker GABAzine [18], suggesting an

inhibitory role of GABAA receptor signaling on OPC self-

renewal and myelination [18]. However, it is still elusive

whether this occurs by direct activation of OPC GABAA

receptors or by a more complex process integrating the

activation of OPC GABAA receptors and signals from a

GABA-evoked neuronal response.

GABAergic signaling of the OL lineage seems to be

essential for interneuron myelination. First of all, in layers
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2/3 and 4 of cortex, the majority of myelinated axons are

interneurons [26]. Among these, parvalbumin (PV)-posi-

tive interneurons account for a large proportion. Secondly,

interneuron myelination is positively related to axonal

activity and caliber [24, 25]. Considering that PV neurons

are fast-spiking interneurons in the neocortex [101, 102],

these studies strongly suggest a putative GABAergic

communication between PV interneurons and OPCs.

Indeed, a recent study revealed that disruption of PV

interneuron-OPC interaction due to a loss of the c2 subunit

of GABAA receptors in OPCs results in hypomyelination

of PV neurons in the barrel cortex [103]. PV-OPC synaptic

structures were visualized by Tanaka et al. in 2009 [104].

A few years earlier, interneuron-OPC synapses were first

detected in acute hippocampal slice preparations by Lin

and Bergles [105]. CA1 interneurons directly release

GABA, acting on the postsynaptic GABAA receptors of

OPCs. These inhibitory neuron-OPC synaptic structures

have been subsequently confirmed in numerous studies

[20–22, 104] in both grey and white matter

[20–22, 86, 87, 90, 105, 106] (Fig. 3A). In cortex, for

instance, OPC synapses are *90% inhibitory [87]. This

synaptic transmission (via GABAA receptors) peaks at the

second postnatal week (p10), and is immediately followed

by a drastic increase in the OL population [20]. However,

the communication pattern switches to extra-synaptic until

the fourth postnatal week, when the GABAergic currents of

OPCs are mainly elicited by GABA spillover. Of note, at

this time point, the differentiation of cortical OLs is largely

completed, further suggesting that, in the early postnatal

cortex, synaptic interneuron-OPC contacts are essential for

OPC differentiation and interneuron myelination. Extra-

synaptic GABA level, however, could be involved in the

adaptive regulation of myelination. Indeed, forced

increases of GABAergic connectivity between interneurons

and first-wave OPCs favor deep layer myelination in the

somatosensory cortex [106]. It will be interesting to

investigate whether different waves of OPCs [107] form

synapses with impact on distinct neuronal network activity

or other biological processes. In addition, it is important to

state that GABA-mediated myelination might be very

different from glutamate-based processes, as indicated by

shortened nodes and internodes as well as higher myelin

basic protein expression of myelinated GABAergic axons

than in non-GABAergic axons [26].

To date, no direct evidence is available demonstrating a

decisive role of GABAergic signaling for the development

of OL lineage cells in vivo. In vitro, GABA application

fails to affect primary OPC proliferation [108, 109], while

selective activation of GABAB receptors with baclofen

promotes the proliferation of the OPC cell line CG-4 [95].

These results further suggest the manifold roles of GABA

when activating both GABAA and GABAB receptors

leading to a complex series of events. However, the

Fig. 3 Synaptic and non-synaptic neuron-OPC communication.

A Schematic of neuron-OPC communication in the brain, including

direct soma-soma (A1) and synaptic contact (A2). B–D OPC somata

(PDGFRa?, red) are in close contact with neuronal somata (NeuN?,

green) (arrows) in cortex (ctx, B and C) and hippocampus (hc, D).

Micrographs in B and C are from the cortex of NG2-CreERT2 9

Rosa26-CAG-lsl-tdTomato mice [6, 133]. Images were acquired by

confocal laser-scanning (LSM710, B and C) or automated epifluo-

rescence microscopy (AxioScan.Z1) (D) with appropriate filters and

objectives. Scale bars, 20 lm for B and 50 lm for D.
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expression and even the functions of GABA receptors

could differ between primary OPCs and stable cell lines.

Indeed, a recent in vitro study showed that GABAB

receptor activation favors primary OPC differentiation

rather than self-renewal and survival [40]. Nevertheless, an

in vivo investigation is necessary to clarify the exact

biological function of GABA receptors. In fact, the

conditional knockout of the GABAA receptor c2 subunit

during early development (p3–p5) does not influence OPC

proliferation and differentiation [90]. Absence of the c2
subunit reduces the number of OPCs without affecting

differentiation into OLs, suggesting that c2-mediated

interneuron-to-OPC synapses might be required for the

fine tuning of OPC self-maintenance [90].

Migration

OPCs maintain their density while migrating to either their

target areas followed by differentiation or into sites of

injury where they contribute to scar formation [9]. The

migration is partially modulated by GABAergic signaling

[95, 110], as has been shown for isolated primary OPCs

and OPCs in explant preparations. Furthermore, this impact

on migration appears to be more dominated by GABAA

than GABAB receptor signaling, since it is blocked by the

GABAA antagonist bicuculline, but not affected by

GABAB antagonists [110]. However, GABAB receptors

have been found to promote the migration of CG-4 cells

[95]. Again, such differences might be due to the distinct

properties of OPCs in vivo versus in vitro and changes in

stable cell lines. Receptor expression as well as the ratio of

GABAA/GABAB receptors might change during the isola-

tion and culturing processes. And most importantly, the

microenvironment, i.e., the three-dimensional tissue orga-

nization including the stiffness and composition of the

extracellular space, strongly influences migration. There-

fore, in vivo studies are inevitably needed to address the

impact of GABAergic signaling on OPC migration.

Monitoring Network Activity

OPCs receive GABAergic input in two non-exclusive

modes, either directly via neuron-OPC synapses, i.e.,

contact sites between OPC processes and neuronal com-

partments including nodes of Ranvier, or, more diffusely,

from GABA spillover from adjacent neuron-neuron

synapses [20]. Close contacts between neuronal somata

and OPCs have also been observed, although neurotrans-

mitter-based connectivity is absent at such locations

[111, 112] (Fig. 3A–D). About 40% of all cortical OPCs

are in close contact with *4% of all cortical neurons, and

these are mostly GABAergic. These anatomically close

pairs of neurons and OPCs do not communicate via

synaptic structures. However, these cell-cell contacts could

very well monitor neural network activity [113], similar to

the way astrocytes sense their adjacent environment [114].

In the hippocampus, the pairs of OPCs and neurons can

receive the same synaptic input from another neuron. OPCs

closely apposed to neurons exhibit strongly synchronized

excitatory postsynaptic currents [111]. Interestingly, in the

cortex, such anatomical proximity is increased when mice

are treated with the GABAB receptor agonist baclofen or

the GABAA receptor antagonist picrotoxin. OPCs can

sense presynaptic excitatory signals after positioning their

soma and synapse close to interneurons and thereby

regulate the local network. Considering the heterogeneity

of OPCs [115], it is also possible that a certain subpop-

ulation of OPCs favors this soma-soma communication.

However, more in vivo experiments are necessary to

address the cause and importance of such contacts.

Signaling Pathways of GABA Receptors in the OL
Lineage

In OPCs, the activation of GABAA receptors induces

membrane depolarization via Cl- efflux. Concomitantly,

AMPA (a-amino-3-hydroxy-5-methyl-4-isoxazolepropi-

onic acid)-type glutamate receptor currents are inhibited

[105]. The activation of GABAA receptors also raises the

intracellular Ca2? concentration [20, 84, 104, 116, 117] via

at least two distinct pathways. (1) GABA-induced depo-

larization activates voltage-gated Na? channels expressed

by OPCs. Subsequently, increases of intracellular Na?

reverses the activity of the Na?-Ca2? exchanger and causes

Ca2? elevation in OPCs. This Ca2? signaling pathway,

without using VGCCs, is involved in the migration of

OPCs [110]. (2) In the adult mouse cortex, GABA-evoked

depolarization activates VGCCs, thereby directly elevating

[Ca2?]i. and promoting the release of BDNF (brain derived

neurotrophic factor) in the sensory-motor area and entorhi-

nal cortex [104].

In contrast, the activation of GABAB receptors nega-

tively regulates adenylyl cyclase via Gai/o proteins and

dampens the intracellular cAMP levels of OPCs [95].

Subsequently reduced protein kinase A activity suppresses

gene transcription for BDNF and AMPA receptors via

altered phosphorylation and the nuclear translocation of

transcription factors such as CREB protein, thereby

modulating synaptic and neural plasticity [118–120]. In

cultured OPCs, GABAB receptor-mediated differentiation

has also been shown to involve Src-family kinases, which

are known to be associated with myelination [40]. Again,

additional in vivo studies need to be carried out to elucidate
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the exact downstream pathways of OL GABAB receptors

(Gai/o and/or Gq) and the potential involvement of cAMP

and/or Ca2? (Fig. 2B).

GABA Signaling Under Pathological Conditions

As the major inhibitory neurotransmitter in the brain,

GABA plays crucial roles not only in physiological

processes but also in many neurological disorders

[121, 122]. To date, disturbances of GABAergic signaling

have been robustly studied, but significantly less is known

for the cells of the OL lineage.

In hypoxic regions associated with a stroke insult,

GABA release is drastically increased at the penumbra

[123, 124]. Counterintuitively, the GABAA receptor-me-

diated synaptic input to OPCs is reduced [22], but

accompanied by extensive proliferation of OPCs, delayed

OL maturation, and abnormal myelination [22]. This

coincides with the finding that under physiological condi-

tions GABA acts as neurotrophic factor. GABA via

GABAA (at least c2 subunit) receptors does not influence

OPC proliferation and myelination [108], while GABAB

receptor activation promotes myelination, at least in vitro

[40], suggesting an inhibitory function of GABAA recep-

tors in myelination. However, whether this communication

is synaptic or extrasynaptic is unclear. Upon GABAergic

stimulation, adult cortical OPCs produce neurotrophic

factors like BDNF, which are increased after stroke

[104]. BDNF, in turn, promotes OPC proliferation under

physiological and pathological conditions [13, 14].

Whether the newly generated OPCs participate in the

regeneration is unknown.

In a rat model of temporal lobe epilepsy, GABA-

mediated inhibition is reduced due to two processes: (1)

GABA synthesis is decreased mainly due to decreased

GAD65 levels and (2) inhibitory postsynaptic currents

(IPSCs) decline because of down-regulation of GABAA

(especially subunits a1, c, and d) and GABAB receptors.

However, GABAA-a5 and CREB are up-regulated [125]. As

an effector of CREB, BDNF expression is increased by

seizure activity, which in turn induces hyperexcitability in

hippocampal neurons [126]. In mice with mutant CREB,

epilepsy is suppressed, suggesting a potential therapeutic

option to target epilepsy [127]. However, whether and how

GABAA and GABAB receptor-CREB signaling pathways

in OPCs and OLs also contribute to epileptogenesis needs

further analysis.

Dysfunction of GABA-mediated OPC neurotransmis-

sion has not yet been demonstrated in multiple sclerosis

(MS), a disease with progressive demyelination. But

several reports suggest the importance of GABAergic

signaling during the course of MS. In the brain of MS

patients, both pre- and postsynaptic GABAergic neuro-

transmission are decreased [128, 129]. However, GABA

level are increased in the sensorimotor cortex of MS

patients but decreased in the hippocampus [130, 131]. With

the knowledge that both GABAA and GABAB receptors are

involved in OPC proliferation and differentiation under

physiological conditions [18, 95], GABAergic neurotrans-

mission of OPCs and OLs could also affect the disease

progression of MS. Indeed, a recent single-cell RNAseq

transcriptome study of mature OLs prepared from exper-

imental autoimmune encephalomyelitis (EAE) mice

revealed reduced levels of the GABAB1 subunit, but

unchanged levels of the GABAB2 and GABAA receptor

subunits [132]. As under physiological conditions, GABAB

receptors of OLs also influence myelination in EAE.

Interestingly, in these EAE mice, the expression of GABA

transporter GAT3 is down-regulated in OPCs, while GAT1

is increased in OLs. However, the mRNA level of the

transporter might not coincide with the respective transport

activity. Therefore, elevations or reductions of extracellular

GABA level cannot be inferred readily. In addition, under

pathological conditions, GATs can reverse-transport

GABA to the extracellular space. The scenario gets even

more complex in light of the according timeline: Are

expression changes of GATs a result of demyelination and

thereby ahead of the remyelination failure or rather a

consequence? Answering how GABAergic signaling in

cells of the OL lineage is involved in de- and remyelination

remains for the future.

Conclusion

GABA, a neurotransmitter as well as a neurotrophic factor,

is synthetized and taken up by OPCs and OLs. For a long

time, GABA has been recognized as the main mediator of

neuronal inhibition. Now, we have learnt that this trans-

mitter is broadly sensed by the OL linage, i.e., OL

precursor cells as well as mature OLs. In contrast to

neurons, however, in OPCs and OLs, GABA positively

stimulates signaling cascades, mainly leading to enhanced

Ca2? levels. Thereby, GABA promotes myelination as well

as neural recovery. GABAergic signaling in cells of the OL

lineage cells represents an exciting novel field of research,

especially the GABA-dependent interneuron-OPC commu-

nication. The concomitant analysis of OL differentiation

and the modulation of neuronal network activity by distinct

patterns of myelination will not only help to understand the

normal brain but will be pivotal in complex neuropatholo-

gies that depend on temporally precise neuronal firing and

transmission.
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20. Vélez-Fort M, Maldonado PP, Butt AM, Audinat E, Angulo

MC. Postnatal switch from synaptic to extrasynaptic transmis-

sion between interneurons and NG2 cells. J Neurosci 2010, 30:

6921–6929.
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et al. Deletion of the c-aminobutyric acid transporter 2 (GAT2

and SLC6A13) gene in mice leads to changes in liver and brain

taurine contents. J Biol Chem 2012, 287: 35733–35746.

53. Tsai HH, Niu J, Munji R, Davalos D, Chang J, Zhang H, et al.
Oligodendrocyte precursors migrate along vasculature in the

developing nervous system. Science 2016, 351: 379–384.

54. Gilbert P, Kettenmann H, Schachner M. gamma-Aminobutyric

acid directly depolarizes cultured oligodendrocytes. J Neurosci

1984, 4: 561–569.

55. Farrant M, Nusser Z. Variations on an inhibitory theme: phasic

and tonic activation of GABAA receptors. Nat Rev Neurosci

2005, 6: 215–229.

56. Ben-Ari Y, Gaiarsa JL, Tyzio R, Khazipov R. GABA: a pioneer

transmitter that excites immature neurons and generates prim-

itive oscillations. Physiol Rev 2007, 87: 1215–1284.

57. Naffaa MM, Hung S, Chebib M, Johnston GAR, Hanrahan JR.

GABA-q receptors: distinctive functions and molecular phar-

macology. Br J Pharmacol 2017, 174: 1881–1894.

58. Kaila K. Ionic basis of GABAA receptor channel function in the

nervous system. Prog Neurobiol 1994, 42: 489–537.
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74. Schuler V, Lüscher C, Blanchet C, Klix N, Sansig G, Klebs K,

et al. Epilepsy, hyperalgesia, impaired memory, and loss of pre-

and postsynaptic GABAB responses in mice lacking GABAB(1).

Neuron 2001, 31: 47–58.

75. Redburn DA, Paul MJ. GABA-its role and development in

retina. Progress in retinal research 1987, 6: 16.

76. Ben-Ari Y, Cherubini E. Zinc and GABA in developing brain.

Nature 1991, 353: 220.

77. Ben-Ari Y, Tseeb V, Raggozzino D, Khazipov R, Gaiarsa JL.

gamma-Aminobutyric acid (GABA): a fast excitatory transmit-

ter which may regulate the development of hippocampal

neurones in early postnatal life. Prog Brain Res 1994, 102:

261–273.

78. Ganguly K, Schinder AF, Wong ST, Poo M. GABA itself

promotes the developmental switch of neuronal GABAergic

responses from excitation to inhibition. Cell 2001, 105:

521–532.

79. Rivera C, Voipio J, Payne JA, Ruusuvuori E, Lahtinen H, Lamsa

K, et al. The K?/ Cl- co-transporter KCC2 renders GABA

hyperpolarizing during neuronal maturation. Nature 1999, 397:

251–255.

80. Von Blankenfeld G, Trotter J, Kettenmann H. Expression and

developmental regulation of a GABAA receptor in cultured

murine cells of the oligodendrocyte lineage. Eur J Neurosci

1991, 3: 310–316.

81. Berger T, Walz W, Schnitzer J, Kettenmann H. GABA- and

glutamate-activated currents in glial cells of the mouse corpus

callosum slice. J Neurosci Res 1992, 31: 21–27.
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Abstract Autism spectrum disorder (ASD) is a heteroge-

neous neurodevelopmental disorder associated with both

genetic and environmental risks. Neuroimaging approaches

have been widely employed to parse the neurophysiolog-

ical mechanisms underlying ASD, and provide critical

insights into the anatomical, functional, and neurochemical

changes. We reviewed recent advances in neuroimaging

studies that focused on ASD by using magnetic resonance

imaging (MRI), positron emission tomography (PET), or

single-positron emission tomography (SPECT). Longitudi-

nal structural MRI has delineated an abnormal

developmental trajectory of ASD that is associated with

cascading neurobiological processes, and functional MRI

has pointed to disrupted functional neural networks.

Meanwhile, PET and SPECT imaging have revealed that

metabolic and neurotransmitter abnormalities may con-

tribute to shaping the aberrant neural circuits of ASD.

Future large-scale, multi-center, multimodal investigations

are essential to elucidate the neurophysiological underpin-

nings of ASD, and facilitate the development of novel

diagnostic biomarkers and better-targeted therapy.

Keywords Autism spectrum disorder � Positron emission

tomography � Magnetic resonance imaging � Molecular

imaging � Functional connectivity � Serotonin � Oxytocin

Introduction

Autism spectrum disorder (ASD) is a heterogeneous

neurodevelopmental disorder characterized by impaired

social communication and restricted, repetitive behaviors

[1], typically emerging at about 24 months of age. The

global prevalence rate of ASD is about 1% [2], and its

prevalence rate in Chinese children is estimated at 0.7%

[3]. According to the latest report, ASD is associated with

an annual economic burden of [250 billion dollars in the

USA, mainly due to special education costs, higher medical

costs, and loss of parental labor [4].

The etiologies of ASD are complex and are thought to

be attributable to both genetic and environmental risk

factors [5]. Evidence from genetic research has associated

[100 genetic variants with ASD risk [6]. Currently, the

clinical diagnosis of ASD is mainly based on observation

of behaviors [7], and there is no valid biomarker that can

aid in its diagnosis, or predict the onset, progression, or
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severity. Furthermore, it is primarily treated through

behavioral and educational interventions with no available

medication for treating its core neurobiological determi-

nants [8]. Hence, it is a priority to better understand the

neurobiological mechanisms in order to provide early

biologically-based diagnosis and more effective therapeu-

tic interventions for ASD.

Neuroimaging provides a non-invasive window into the

human brain. Over the past few decades, neuroimaging

modalities including positron emission tomography (PET)

and single-positron emission computed tomography

(SPECT) combined with structural and functional magnetic

resonance imaging (MRI) have been increasingly used to

explore the neural anatomical, functional and molecular

bases underlying ASD. Molecular imaging techniques such

as PET and SPECT allow the mapping of biological

processes in vivo at the cellular and molecular levels, and

facilitate the non-invasive visualization of ASD-specific

metabolic and neurochemical changes in vivo [9, 10]. MRI

provides anatomical and functional information underlying

ASD.

In the current review, we present the recent advances in

structural, functional, and molecular neuroimaging for

ASD. We included original neuroimaging articles on ASD

published between 2010 and June 30, 2020, particularly

structural MRI, resting-state functional MRI, PET, and

SPECT, and briefly summarize the main findings followed

by discussion of future directions. We did not cover task-

related functional MRI due to space limitations. We

searched PubMed using the following search terms:

‘‘autism’’, ‘‘magnetic resonance imaging’’, ‘‘connectivity’’,

‘‘resting state’’, ‘‘perfusion’’, ‘‘positron emission tomogra-

phy’’, and ‘‘single photon emission computed tomography’’

alone and in combination. Neuroimaging studies examin-

ing ASD and typically developing (TD) subjects were

included. We screened each retrieved article by the

relevance of its abstract, and checked the reference list of

each article for further relevant publications.

MRI

MRI is a versatile imaging modality that is capable of

probing extensive physiological processes based on the

special spin properties of protons and neutrons [11]. One

key strength of MRI is its superb spatial resolution

(micrometers), enabling the in vivo detection of subtle

changes in brain morphology. Using specialized tech-

niques, diffusion tensor MRI interrogates the microstruc-

ture of white matter based on free water diffusion, and

arterial spin labeling (ASL) allows the quantitative mea-

surement of tissue perfusion. In addition, functional MRI

enables the investigation of functional connectivity

patterns based on the blood-oxygen-level-dependent signal

[12]. In particular, resting-state functional MRI and

structural MRI have been widely employed to investigate

the neural correlates of ASD (Fig. 1).

MR Imaging of Brain Morphology

Numerous structural MRI studies on ASD have indicated

alterations in brain morphology, mainly in cortical surface

area and thickness, gray matter volume, and white matter

connectivity, particularly in the frontal cortex, temporal

cortex, and amygdala [13–17]. Table 1 summarizes the

main findings of structural MRI studies in ASD.

Cortex

Voxel-based morphometry is an objective and pragmatic

approach to assessing anatomical abnormalities (for

methodology, see [18]). By using voxel-based approaches,

gray matter volume abnormalities have been identified

throughout the brain in ASD [15, 16]. Recent meta-analysis

of voxel-based studies in ASD has provided evidence of

age-related cerebral enlargement, particularly gray matter

overgrowth in the prefrontal cortex (PFC) [13, 14]. The

PFC is involved in multiple cognitive and social functions,

such as social cognition, inhibition [19, 20], working

memory [21], language [22], motivation, and reward-based

learning [20]. Thus, structural abnormalities in the PFC

may be associated with the social impairment and language

deficits in ASD.

Emerging evidence from longitudinal neuroimaging

studies has indicated age-specific anatomical changes and

atypical neurodevelopmental trajectories in ASD

[16, 23–25]. For instance, autism is marked by brain

overgrowth during infancy and the toddler years, followed

by an accelerated rate of decline in size and perhaps

degeneration from adolescence to adulthood when

decreases in structural volume are observed. This has led

to the theory of age-specific anatomic abnormalities in

autism [23], which may be related to age-specific changes

in gene expression, and molecular, synaptic, and cellular as

well as circuit abnormalities. To address the original cause

driving these age-specific changes in anatomical abnor-

malities is a challenge in autism research, and it has been

suggested that the optimum age for studying the patho-

physiology of autism is the first three postnatal years and

prenatal life [23].

A number of longitudinal studies focused on infants and

toddlers offer critical insights into the atypical neurode-

velopmental trajectories of ASD in early postnatal life

[17, 24–33]. A recent prospective study on infants at risk

for ASD (106 high-risk and 42 low-risk) has revealed that

children who go on to develop ASD show cortical surface
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area hyper-expansion from 6 months to 12 months of age.

This hyper-expansion starts in domains mediating auditory

and visual processing and is highly predictive (a positive

predictive value of 81%) of the diagnosis of ASD in high-

risk infants [29]. The presence of cortical surface area

hyper-expansion precedes the onset of brain volume

overgrowth in the second year after birth [26, 29, 33].

Besides, several studies found no differences in cortical

thickness in ASD toddlers [29, 30, 33]. Thus, it has been

suggested that the early cortical overgrowth in ASD may

be driven by accelerated cortical surface area expansion

rather than increased cortical thickness [29, 30, 33], since

distinct developmental mechanisms may account for the

radial expansion that produces the multilayered cortex of

mammals and for the tangential expansion of cortical

surface area [34]. Specifically, tangential expansion of the

neocortical surface area is closely associated with the

number of radial units formed by symmetrical divisions

along the ventricular zone, whereas cortical thickness is

controlled by the number of asymmetric radial glial cell

divisions [35, 36]. Since each round of mitosis results in an

exponential increase in the number of progenitor cells,

small changes affecting the duration of symmetric growth

will have a dramatic impact on surface area. Thus, cortical

surface area hyper-expansion in ASD individuals is

possibly attributed to dysregulated neural progenitor cell

proliferation and differentiation, and this has been sup-

ported by the findings from ASD patient-derived neural

progenitor cells showing excessive proliferation compared

with normal controls [37–39]. On the other hand, incom-

plete synaptic pruning could also contribute to the brain

overgrowth in ASD [40], but the underlying mechanisms

are not conclusive and need to be further elucidated in

future studies.

Besides, atypical cortical folding has been indicated in

ASD [41, 42], as measured by the local gyrification index

(lGI). Gyrification, the process by which the brain forms

sulcal and gyral regions, allows for optimized compact

wiring of neuronal fibers that promotes efficient neural

processing in the brain [43]. In individuals with ASD aged

7 years–19 years, lGI is increased in the left parietal and

temporal and right frontal and temporal regions compared

with TD [42]. lGI declines with age, but more steeply in

ASD aged 41 years–61 years; compared with TD, lGI is

decreased bilaterally in insular and anterior cingulate

cortex (ACC), left postcentral, and orbitofrontal and

supramarginal regions. Gyrification is postulated to be

influenced by axonal tension [44] or differential expansion

Fig. 1 Schematic of multilevel

imaging-based studies on ASD

brain development in the con-

text of the temporal dimension

(horizontal axis) at different

scales (vertical axis). Different

indices are derived from struc-

tural, functional, and molecular

imaging, such as gyrification,

structural connectivity, func-

tional connectivity, perfusion,

metabolism, and neurotransmit-

ter systems. Longitudinal neu-

roimaging studies monitor and

delineate brain developmental

trajectories in ASD, which are

postulated to be related to cas-

cading neurodevelopmental

processes. Bottom panel,

prominent processes relevant to

ASD during fetal and post-natal

brain development. Adapted

from [163].
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Table 1 MR imaging of brain morphology.

Reference Age range Brain regions Main findings in ASD group

Schumann

et al. [15]

Longitudinal, 1.5-5 years Cerebrum : GMV and WMV in cerebrum; notably in frontal, temporal, and

cingulate cortices

Hazlett

et al. [17]

18-35 months Cerebrum; cerebellum : GMV and WMV in in frontal, temporal, and parietal-occipital lobes

Sparks et al.
[70]

3-4 years Cerebrum; cerebellum;

hippocampus;

amygdala

:Volumes in cerebrum, cerebellum, amygdala, and hippocampus

Courchesne

et al. [24]

2-16 years Cerebrum; cerebellum;

cerebellar vermis

: Cerebral GMV and WMV; cerebellar WMV; ; cerebellar GMV,

cerebellar vermis lobules VI–VII in 2- to 3- year-olds

Carper et al.
[25]

2-9 years Cerebrum; frontal lobe : Volumes in dorsolateral and medial frontal regions in those under

age 5

Shen et al.
[26]

(Longitudinal, prospective)

6-9, 12–15, and 18–24

months

Cerebrum; extra-axial

CSF

: Extra-axial CSF, particularly over the frontal lobes (6-9 mo); : total

cerebral volume (12-15 and 18–24 mo)

Hazlett

et al. [29]

(Longitudinal, prospective)

6-7, 12-13, 24-25 months

Global brain tissue; sur-

face area; cortical

thickness

: Cortical surface area (6-12 mo); : TBV (12-24 mo); no difference in

cortical thickness

Ohta et al.
[30]

3-3.5 years Cortical grey matter;

cortical thickness; sur-

face area

: Cortical surface area (3 y); no difference in cortical thickness

Shen et al.
[31]

(Longitudinal, prospective)

6-7, 12-13, 24-25 months

Extra-axial CSF; lateral

ventricle

: Extra-axial CSF (6-24 mo); no difference in lateral ventricle volume

Shen et al.
[32]

2-4 years Extra-axial CSF;

cerebrum

: Extra-axial CSF (2-4 y)

Hazlett

et al. [33]

(Longitudinal, prospective)

2-3, 4-5 years

Cerebrum; cortical

thickness

: Volume in cerebrum, particularly in temporal lobe white matter; no

difference in cortical thickness

D’Mello

et al. [49]

8-13 years Cerebrum; cerebellum ; GM in cerebellar lobule VII (Crus I/II)

Pierce et al.
[50]

3-8 years Cerebellar vermis;

cerebrum

; Area of cerebellar vermal lobules VI–VII

Foster et al.
[51]

6-17 years Global brain tissue; cor-

tical thickness; surface

area

: GM concentration in frontal, temporal lobes, putamen, and caudate

nucleus; ; GM concentration in cerebellum

Wolff et al.
[52]

(Longitudinal, prospective)

6-7, 12-13, 24-25 months

Corpus callosum (CC);

global brain tissue

: Area and thickness in CC, particularly in the anterior CC (6-12 mo);

correlation between CC area and thickness (1 y) and repetitive

behaviors (2 y)

Haar et al.
[53]

6-35 years Global brain tissue; cor-

tical thickness; surface

area

: Ventricular volume; cortical thickness in several area; ; CC volume;

no difference in intracranial volume, cerebellar and amygdala

volume

Schumann

et al. [55]

1-5 years Amygdala : Amygdala volume

Barnea-Go-

raly et al.
[58]

8-12, 11-15 Amygdala; hippocampus : Right hippocampus volume (8 y); ; right hippocampus volume (15

y)

Pote et al.
[59]

4-6 months Global brain tissue; CSF;

lateral ventricle

: Cerebellar and subcortical volumes (4–6-mo)

Kohli et al.
[41]

41-61 years Cortical thickness; sur-

face area; cortical

folding

; lGI bilaterally in insular and ACC, left postcentral, and middle

frontal and right orbitofrontal and supramarginal regions; positive

correlations between lGI in the bilateral insula and right

orbitofrontal cortex and executive function scores

Kohli et al.
[42]

7-19 years Cortical thickness; sur-

face area; cortical

folding

: lGI in left parietal and temporal and right frontal and temporal

regions

ACC, anterior cingulate cortex; CT, cortical thickness; CSF, cerebrospinal fluid; GM, grey matter; GMV, grey matter volume; lGI, local

gyrification index; ROI, region of interest; SA, surface area; SBM, surface-based morphometry; TBV, total brain volume; VBM, voxel-based

morphometry; WMV, white matter volume.
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rates of cortical layers [45]. In ASD, altered gyrification

patterns can be impacted by abnormal neuronal prolifer-

ation and migration. Further investigations of cortical

folding would deepen our understanding of cortical devel-

opment, and allow us to better define the neurobiological

mechanisms associated with ASD.

Recently, the largest study to date of brain asymmetry in

ASD has mapped the differences in brain asymmetry

between participants with ASD and TD [46], suggesting

altered lateralization in ASD. Cerebral lateralization is a

prominent feature of the brain in organizing certain motor

and cognitive functions, such as handedness and language

[47]. Individuals with ASD exhibit generally reduced

asymmetry compared to TD, which suggests abnormal

hemispheric specialization in autistic individuals. Interest-

ingly, many of the regions that show significant alterations

in asymmetry, including medial frontal, anterior cingulate,

and inferior temporal regions, overlap with the default

mode network (DMN), which further supports a role of

abnormal functional lateralization of the DMN in ASD

[48].

Cerebellum and Subcortical Areas

Other morphometric studies of ASD have also character-

ized abnormalities in the cerebellum [49–51], corpus

callosum [52–54], amygdala [16, 55], caudate nucleus

[51, 56], and cerebrospinal fluid (CSF) [26, 31, 32]. The

posterior lobe of the cerebellum (lobules VI and VII) is

functionally coupled to the PFC and the ACC [57]. It is

thought to be engaged in cognitive-affective functions, and

thus may play a critical role in the pathophysiology of ASD

[49, 50]. Similarly, given the important role of the

amygdala in emotion processing, the aberrant amygdala

structure may underlie the social-emotional deficits in

individuals with ASD [24, 58]. There is evidence that

children with ASD have an enlarged amygdala that shows a

significant correlation with the severity of their social and

communication impairments [55]. Moreover, accumulating

evidence has implicated enlargement of the caudate

nucleus within the cortico-striatal circuits, and enlargement

of the caudate is correlated with the repetitive behaviors in

children with ASD [56, 59]. Notably, a disproportionately

large midsagittal corpus callosum relative to total brain

volume has been identified in a longitudinal study on ASD

infants, particularly in the anterior region, which mediates

sensory-motor functions and behavioral inhibition [52].

Besides, the authors reported that the increased area and

thickness of the corpus callosum are significantly corre-

lated with the severity of restricted, repetitive behaviors in

ASD toddlers at age 2. In contrast, decreased corpus

callosum volume has been reported in older children and

adults with ASD compared to TD subjects [53, 54]. This

atypical trajectory of the corpus callosum fits the theory of

age-specific anatomical abnormalities in ASD, and could

be related to the early excessive thin axons and subsequent

insufficient axon growth and refinement in ASD patients

[52, 60]. In addition, patients with ASD have elevated

extra-axial CSF (defined as CSF in the subarachnoid space

surrounding the cortex) relative to TD children from

infancy to age 3 [26, 31, 32]. Given the important role of

normal CSF circulation for the delivery of neural tropic

factors as well as the clearance of neurotoxins and

metabolites [61, 62], it has been suggested that the

abnormal cortical development in ASD may be

attributable to a dysfunction of CSF circulation [32].

Notably, abnormal white matter connectivity has also

been indicated in ASD (Table 2). Diffusion tensor imaging

(DTI) is a specialized MRI technique for non-invasive

detection of fiber orientation and white matter connectivity

by assessing the diffusion of water molecules in nervous

system tissue [63]. DTI-derived metrics like fractional

anisotropy (FA) and mean diffusivity are used to measure

the orientation and the magnitude of diffusion, respec-

tively, indicative of the white-matter microstructural prop-

erties including axon composition and myelination. A

longitudinal DTI study has characterized increased FA and

volume of fiber tracts (12 out of 15) in infants who later

developed ASD at 6 months of age [27], whereas

decreased FA and volume were identified in older children

with ASD compared with TD controls [27, 64, 65],

suggesting that axonal plasticity is implicated in the

development of ASD. The changes of white matter

connectivity properties over time could be associated with

the dynamic processes of axonal pruning and myelination

[66], e.g. early excessive thin axons and subsequent

insufficient axon refinement in ASD patients. Another

longitudinal study in ASD toddlers has reported axonal

over-connectivity, as indexed by FA, in the frontal white

matter tracts including the uncinate fasciculus connecting

the frontal cortex and the amygdala as well as the arcuate

fasciculus that is involved in language transmission [28], in

agreement with the findings of Wolff et al. [27]. Elevated

FA has also been reported in the corpus callosum and

superior and inferior longitudinal fasciculi, as well as the

inferior frontal-occipital fasciculus in tract-based spatial

statistical studies of preschool-aged children and adults

with ASD [67, 68]. Intriguingly, one recent study using the

high angular resolution diffusion-weighted imaging

method, which is more sensitive to deep brain structures,

has provided evidence of abnormal structure in the

mesolimbic reward pathway which connects the nucleus

accumbens and the ventral tegmental area in ASD children;

this supports the hypothesis that impaired reward process-

ing circuitry might be a mechanism underlying ASD [69].
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Taken together, MRI studies employing voxel–based

morphometry and DTI have reported age-related alter-

ations in surface area, cortical thickness, cortical folding,

brain lateralization, white matter connectivity, and gray

matter volume in the prefrontal and temporal cortex,

cerebellum [49–51], corpus callosum [52–54], amygdala

[55, 70], caudate nucleus [51, 56], and CSF [26, 31, 32] in

ASD patients, which may partly account for the emotional,

behavioral executive, and language impairments. Although

demographic features, such as sex and intelligence quotient

can to some extent explain these age-specific findings [71],

individual differences in ASD, such as the level of

impairment, and the presence of medical and behavioral

comorbidities in the selected groups may be another

important factor in these inconsistent patterns of abnor-

mality related to age. Longitudinal studies have delineated

several atypical developmental trajectories as early as

6 months, and provide critical insights into the atypical

neurodevelopment of ASD in early postnatal life

[17, 24–33]. The presence of several prodromal abnormal-

ities, such as greater cerebellar and subcortical volumes at

4–6 months, elevated extra-axial CSF level at 6 months,

increased thickness of the corpus callosum and cortical

surface area hyper-expansion at 6 months–12 months, total

brain volume overgrowth between 12 months and

24 months, and hyper-connectivity in the frontal white

matter tracts in high-risk infants at 6 months–24 months of

age, may aid in pre-symptomatic diagnosis and progression

prediction of ASD.

MR Imaging of Resting-State Functional

Connectivity

An increasing number of resting-state functional MRI

investigations have concentrated on the alterations in the

cerebral functional connectivity of patients with ASD by

measuring spatiotemporal patterns of blood-oxygen-level-

dependent signals (Table 3). The upsurge of interest in this

field stems from the theory that the intrinsic activity of the

brain may play a pivotal role in higher-order cognition

[72]. Diverse methodologies such as independent compo-

nent analysis, seed-based correlation analysis, graph-theo-

retical analysis, and regional homogeneity have been

widely used to analyze the functional connectivity (re-

viewed in [73]). Taking advantage of these methodologies,

atypical functional connectivity has been characterized in

ASD, including in the salience network (SN) [74–77],

DMN [75–78], executive control network (ECN)

Table 2 Diffusion tensor imaging studies.

Reference Age range Brain regions Main findings in ASD group

Wolff et al.
[27]

(Longitudinal, prospective)

6-7, 12-13, 24-25 months

Global main fiber

tracts

: FA in the body of corpus callosum, left fornix, inferior longitudinal

fasciculus, uncinate fasciculus at 6 months; : FA in anterior thalamic

radiations, anterior internal capsule at 24 months

Solso et al.
[28]

(Longitudinal, prospective)

1-4 years

Frontal tracts : FA and volume in forceps minor, inferior frontal superior frontal tract,

uncinate, frontal projection of the superior corticostriatal tract; : FA in

arcuate fasciculus portion of the superior longitudinal fasciculus; :
volume in inferior frontal occipital fasciculus, inferior longitudinal

fasciculus (12 months)

Nordahl

et al. [54]

(Longitudinal) 2-4,3-5, 5-7

years

Corpus callosum

(CC)

; CC regions with fibers directed to superior frontal cortex and

midsagittal CC area in both males and females with ASD, ; CC region

with fibers directed to the orbitofrontal cortex in males with ASD; ; CC

region associated with the anterior frontal cortex in females with ASD;

: MD, AD and RD in females with ASD

Sundaram

et al. [64]

2-7 years Association fibers in

frontal lobes

: MD in short- and long-range fibers; ; FA in short-range fibers

Langen

et al. [65]

19-39 years Fronto-striatal tracts;

global brain

volume

; FA of white matter tracts connecting putamen to frontal cortical areas; :
MD of white matter tracts connecting accumbens to frontal cortex; ;
total brain WM volume

Andrews

et al. [67]

3-5 years Global main fiber

tracts

: FA in CC, inferior frontal-occipital fasciculi, inferior and superior

longitudinal fasciculi, middle and superior cerebellar peduncles, and

corticospinal tract

Catani

et al. [68]

18-41 years Global main fiber

tracts

; FA in regions that include frontal lobe pathways; : MD in the left

arcuate fasciculus, cingulum, uncinated and anterior portions of the CC

connecting left and right frontal lobes

AD, axial diffusivity; FA, fractional anisotropy; MD, mean diffusivity; ROI, region of interest; PT, probabilistic tractography; RD, radial

diffusivity; WM, white matter.
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[75–77, 79], and dorsal attention network [77, 79, 80]. The

SN, primarily composed of the anterior insula and dorsal

ACC, is thought to be involved in detection and the

allocation of attention to internal and external stimuli, and

coordination between large-scale networks such as the

DMN and the ECN to guide appropriate behaviors [81].

Disruption of the SN may account for reduced attention to

social stimuli in ASD individuals. The DMN, comprising

the medial PFC, posterior cingulate cortex, precuneus, and

temporo-parietal junction, is implicated in autobiographical

memory, introspective thought, and theory of mind

[82–84]. A majority of studies have reported a trend of

both global hypo-connectivity and local hyper-connectivity

of the DMN in children with ASD [85–87]. It has been

speculated that excess neurons may cause early brain

overgrowth and produce a mis-wired brain with exuberant

local and short-distance cortical interactions impeding the

function of large-scale, long distance interactions between

brain regions [88]. Dysfunction of the DMN may explain

the disturbance of self-referential thought in ASD [87]. The

ECN, predominantly anchored in the dorsal lateral PFC and

parietal cortex, plays a crucial role in decision-making,

working memory, and cognitive control [89]. Disruption of

this network may account for the impairment in cognitive

flexibility in ASD [79, 89]. The dorsal attention network,

mainly consisting of the middle temporal area complex,

intraparietal sulcus, and the frontal eye fields, underlies

top-down control of attention [90], thus dysfunction of this

network may contribute to the attention shift deficits in

ASD.

One study investigated the DMN, SN, and ECN

simultaneously using resting-state functional MRI [75]

and revealed that all three large-scale networks showed

atypical intrinsic connectivity in children and adolescents

with ASD relative to TD controls. Specifically, the DMN

and ECN had age-related over-connectivity in young

children with ASD but not in adolescents with ASD, so

this may reflect delayed network segregation in ASD. In

addition, the SN was under-connected internally and with

the ECN, and the connectivity within the SN was

associated with socio-communicative impairment, indicat-

ing that reduced SN functional integrity may compromise

its role in switching between DMN and ECN. Watanabe

et al. [91] found that high-functioning adults with ASD

showed fewer neural transitions than neurotypical controls,

and such atypically stable brain dynamics underlay general

cognitive ability and core symptoms in ASD. This study of

brain network dynamics revealed that functional stability in

neural circuits and atypical functional coordination among

networks may underpin the aberrant decreases in the

flexibility of dynamics in the brains of adults with ASD.

Besides the above networks, several other functional

connections have also been reported to be compromised in

the development of ASD. Hahamy et al. [92] examined

both intra- and inter-hemispheric functional connectivity in

children with ASD using resting-state functional MRI.

They found topographically distorted inter-hemispheric

functional connectivity in ASD when compared to TD

children, and indicated that the level of distortion in

homotopic inter-hemispheric functional connectivity was

correlated with autism severity. This study demonstrated

that individualized differentiation of functional connectiv-

ity patterns might be a core neural characteristic of ASD, in

accordance with the findings of Dickie et al. [93]. In

addition, Shou et al. have reported alterations of functional

connectivity in children with ASD in the vasopressin-

related neural circuits that are critically implicated in social

behaviors [94].

Notably, a growing number of neuroimaging studies

have explored the diagnostic (that is, predictive) value of

various measures of brain anatomy, functioning, and

connectivity for ASD [29, 95]. To explore whether the

pre-symptomatic pattern of functional connectivity can be

used to predict the diagnosis in ASD, Emerson et al. [95]

carried out a prospective investigation in 59 infants at high

risk for ASD using resting-state functional MRI. The

authors reported that a machine learning algorithm based

on the functional connections (selected as those that

correlated with 24-month ASD-related behaviors) of

6-month-old infants at high familial risk for ASD is highly

predictive of an ASD diagnosis at 24 months (positive

predictive value of 100%). This study indicates that

atypical brain connectivity patterns precede the emergence

of behavioral anomalies and functional MRI could facil-

itate the detection of ASD at the prodromal stage.

Taken together, patients with ASD exhibit patterns of

under- and over-connectivity compared to TD in multiple

brain regions and networks: the SN [74–77], DMN

[75–78], ECN [75–77, 79], dorsal attention network

[77, 79, 80], and corticostriatal [79] and vasopressin-

related neural circuits [94]. Aberrant homotopic connec-

tivity [92] and atypical brain dynamics [91] in ASD

compared to controls have also been reported. Long-range

under-connectivity and short-range over-connectivity have

been hypothesized as brain abnormalities in autism[96].

Other hypotheses suggest abnormal segregation and inte-

gration of resting-state networks [97] and idiosyncratic

connectivity [75, 85, 92]. Moreover, the functional con-

nectivity pattern evaluated with a machine learning algo-

rithm may be valuable in predicting a diagnosis before the

onset of ASD.

MR Imaging of Perfusion

ASL is a noninvasive MR-based imaging technique using

endogenous water in arterial blood as a freely-diffusible
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Table 3 Resting-state functional MRI studies in ASD.

Reference Age range

(mean)

Brain regions examined Main findings in ASD group/connectivity

Uddin et al. [74] 7-12 (9.9)

years

Networks: SN (frontal-insular, ACC); ECN

(dlPFC, PPC); DMN (medial PFC, PCC);

dorsal attention network (intraparietal sulcus

and frontal eye fields)

: Connectivity in SN and posterior DMN

(precuneus, PCC, and left angular gyrus)

Abbott et al. [75] 9-17

(13.9)

years

Networks: SN; DMN; ECN : Connectivity between DMN (PCC seed) and

rECN (right IPL seed); ; connectivity in SN

internally (right anterior insular seed) and with

lECN (left IPL seed)

Plitt et al. [76] (17.9)

years

Networks: SN; DMN; frontoparietal task control

network

Connectivity involving SN, DMN, and fron-

toparietal task control network are highly

predictive of future autistic traits and the

change in autistic traits and adaptive behavior

over the same time period; functional connec-

tivity involving the SN predicted reliable

improvement in adaptive behaviors with 100%

sensitivity and 70.59% precision

Elton et al. [77] 6-18

(13.2)

years

Networks: SN; DMN; ECN; dorsal attention

network

: Connectivity between DMN and middle frontal

gyrus, bilateral IPL, and right insula; : con-

nectivity between dorsal attention network and

the precuneus, cerebellum, and right precentral

gyrus; ; connectivity between dorsal attention

network and medial frontal gyrus and lateral

temporal cortices; : connectivity between SN

and dorsal ACC; ; connectivity between SN

and the medial frontal gyrus, left middle frontal

gyrus, and left postcentral gyrus; : connectivity

between ECN and the left cerebellum; ;
connectivity between ECN and the medial

PFC, right superior frontal gyrus, right pre-

central gyrus, left middle frontal gyrus, left

postcentral gyrus, and medial frontal gyrus

Doyle-Thomas et al. [78] 6-17

(12.3)

years

DMN; whole brain ; Connectivity between PCC-L and the left

medial frontal gyrus, left and right angular

gyri, and right inferior temporal gyrus; ;
connectivity between PCC-R and the left

medial frontal gyrus, left PCC, left and right

angular gyrus, and right inferior temporal

gyrus; : connectivity between PCC-L and the

left IPL, left superior frontal gyrus, left pre-

central gyrus, right middle frontal gyrus, right

superior parietal lobule, and right IPL; :
connectivity between PCC-R, and the left and

right IPL, right middle frontal gyrus, left

precentral gyrus, left superior frontal gyrus

Holiga et al. [79] 7-12,

12-18,

18-30

(17.5)

years

Whole brain ; Connectivity in sensory-motor regions and

right temporal regions, insula, amygdala, and

hippocampus; : connectivity in PFC, ACC,

PCC, and parietal cortices

Oldehinkel et al. [80] 7-30 years Networks: SN; sensory and motor networks : Connectivity of the cerebellum with sensory

and motor networks; ; connectivity of the

visual association network with somatosensory,

medial and lateral motor networks

Yerys et al. [85] 8-13 years Networks: DMN; SN ; Connectivity within DMN (PCC-MPFC); :
connectivity between DMN and SN

Hahamy et al. [92] (26.6)

years

Whole brain ; Homotopic interhemispheric connectivity,

particularly in the primary somatosensory and

motor cortices; : connectivity in frontal and

temporal cortex
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tracer for the measurement of tissue perfusion with high

reproducibility [98] (Fig. 1). Altered cerebral perfusion has

been indicated in both gray and white matter in ASD using

ASL. One study explored the resting cerebral blood flow

and functional connectivity simultaneously in high-func-

tioning children with ASD using ASL MRI. The authors

found frontotemporal hyper-perfusion as well as hypo-

perfusion in the dorsal ACC in children with ASD

compared to TD children [99]. While the functional

connectivity was positively associated with the perfusion

in TD children, this association was abnormal in children

with ASD [99]. The increased functional connectivity in

the ACC was accompanied by hypo-perfusion in this same

area in children with ASD [99], possibly reflecting

neurovascular decoupling, which impairs the function of

the ACC and contributes to the social impairments in ASD.

It has been speculated that possible factors driving

neurovascular decoupling in ASD could be changes of

inhibitory gamma-aminobutyric acid (GABA) neurotrans-

mitters, which has been well replicated in ASD. However,

the specific neural mechanism still needs to be further

clarified. Furthermore, the functional connectivity strength

between the anterior and posterior modules of the DMN is

reduced in ASD compared to TD children, indicating long-

range hypo-connectivity. These results suggest that ASD

children experience cerebral energetic inefficiency. More

recently, Peterson et al. [100] measured both cortical and

subcortical perfusion in ASD patients using ASL, and

identified hyper-perfusion in cortical white and subcortical

gray matter. Interestingly, the regional cerebral blood flow

throughout the frontal white matter in the ASD group was

inversely correlated with the N-acetylaspartate metabolite

levels, a marker for neuronal density and mitochondrial

metabolism [101]. These results suggest increased myelin

synthesis in ASD patients and that elevated cerebral blood

flow might represent a compensation for maintaining the

energy status of axons.

Taken together, these ASL-based studies indicate aber-

rant resting functional connectivity and altered resting

perfusion in both gray and white matter, and significantly

enhance our knowledge of brain network organization and

energetic efficiency in patients with ASD. The ability of

ASL to quantify the cerebral metabolic changes non-

invasively with excellent reproducibility renders it a

valuable imaging technique to inform the pathophysiology

of ASD.

PET and SPECT

PET and SPECT are molecular imaging techniques that use

radiolabeled tracers to probe molecular interactions of

biological processes in vivo, with high sensitivity and

specificity [102]. They offer critical insights into biological

events in vivo, such as glucose metabolism [103], gene

expression, blood flow, oxygen consumption, neurotrans-

mitter release and receptor occupancy [104] (Fig. 1). PET,

a representative mode of molecular imaging and

transpathology [105], exhibits higher sensitivity and tem-

poral resolution compared with SPECT, as well as the

potential for quantitative and dynamic imaging [106].

Table 4 summarizes the main findings of PET/SPECT

studies in ASD.

Table 3 continued

Reference Age range

(mean)

Brain regions examined Main findings in ASD group/connectivity

Dickie et al. [93] 6-65 years DMN; dorsal attention; ventral attention; fron-

toparietal; sensory motor; and visual network

; Connectivity in DMN, dorsal attention, ventral

attention, frontoparietal, sensory motor, and

visual network; : connectivity in DMN and

ventral attention network

Jann et al. [99] (13.8)

years

DMN Frontotemporal hyperperfusion and hypoperfu-

sion in the dorsal ACC; increased local FC in

the anterior module of the DMN accompanied

by decreased CBF in the same area

Peterson et al. [100] 5-60

(24.9)

years

Global brain tissue : rCBF values throughout frontal white matter

and subcortical gray; negative correlation with

NAA metabolite levels throughout frontal

white matter

ACC, anterior cingulate cortex; CBF, cerebral blood flow; dlPFC, dorsolateral prefrontal cortex; DMN, default mode network; ECN, executive

control network; FC, functional connectivity; IPL, inferior parietal lobules; NAA, N-acetylaspartate; PCC, posterior cingulate cortex; PCC-L, left

posterior cingulate cortex; PCC-MPFC, posterior cingulate cortex medial prefrontal cortex; PCC-R, right posterior cingulate cortex; PFC,

prefrontal cortex; PPC, posterior parietal cortex; rCBF, resting cerebral blood flow; rECN, right executive control; Seed, seed-based correlation

analysis; SN, salience network.
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PET Imaging of Brain Metabolism

Using 18F-fluorodeoxyglucose (18F-FDG) PET, previous

studies have characterized changes in cerebral glucose

metabolism in patients with ASD while performing tasks.

A recent study assessed cerebral glucose metabolic rates in

ASD patients using 18F-FDG PET [107]. The results

showed decreased task-dependent glucose metabolism in

the amygdala, frontal premotor and eye-field areas, and the

parietal lobe in ASD patients relative to TD controls, which

could be related to hypoactivation of these regions during a

cognitive task [108]. Increased glucose metabolism has

been detected in the hippocampus, occipital cortex, poste-

rior cingulate cortex, and basal ganglia. The increased

metabolic rate in the posterior cingulate cortex could reflect

decreased cognitive task engagement of subjects with

ASD, which in healthy participants typically leads to

decreased metabolic activity in this central-to-DMN area

[109]. Another possibility is that it could represent

inefficient functioning of the DMN in ASD, e.g., a greater

metabolic cost is devoted to the maintenance of a cohesive

sense of self, a putative role of the posterior cingulate

cortex [110]; this is thought to be the central impairment in

autism.

In addition, other investigations have also characterized

increased metabolism in white matter structures including

the corpus callosum, internal capsule, and the white matter

in the frontal and temporal lobes of patients with ASD

compared to those of TD controls [111]. Theoretically, the

metabolic and wiring costs in connections among anatom-

ically adjacent brain areas are lower than those among

distant brain regions [112]. The increased glucose meta-

bolism in white matter structures of ASD patients might be

associated with metabolically inefficient transfer of infor-

mation in the autistic brain, possibly due to inefficient

axonal wiring.

However, it is worth noting that metabolic abnormalities

in these regions have also been indicated in schizophrenia

[107], major depression [111], and bipolar disorder [113],

thus further investigations are needed to identify specific

metabolic alterations underlying the unique clinical fea-

tures of ASD.

PET and SPECT Imaging of Neurotransmitter

Systems

Serotoninergic System

Multiple lines of evidence have indicated that serotonergic

system dysfunction is implicated in ASD (reviewed in

[114, 115]). For instance, the serotonin 5-HT1A receptor

agonist buspirone has been shown to ameliorate the

obsessive–compulsive behaviors in children with ASD

[116]. However, there is also evidence indicating that

selective serotonin (5-HT) reuptake inhibitors failed to

show additional benefit for repetitive behaviors in ASD as

compared to placebo [117]. The disparity in results may

suggest only a subset of autistic patients benefit from

modulation of the serotonergic system.

Several studies have focused on the changes of 5-HT

synthesis in ASD. a-11C-methyl-L-tryptophan (AMT) is a

radiolabeled tryptophan analogue that allows for the non-

invasive visualization of 5-HT synthesis (Fig. 2). Using

AMT PET, Chugani et al. [118–120] found global

abnormalities [118], as well as asymmetric regional

abnormalities of brain 5-HT synthesis in the dentato-

thalamo-cortical pathway [119]; these were later suggested

to be related to handedness and language function in ASD

children [120].

Serotonin transmission abnormalities have also been

indicated in ASD. 18F-setoperone is a radioligand for

visualization of 5-HT2 receptors through PET (Fig. 2).

Beversdorf et al. [121] explored 5-HT2 receptor density in

high-functioning autistic adults using 18F-setoperone PET.

They characterized lower 5-HT2 receptor binding in the

thalamus in high-functioning autistic adults compared to

controls, and this was associated with language impair-

ment. The lower 5-HT2 receptor binding may occur as a

consequence of increased synthesis of 5-HT [118], or

inadequate activity of 5-HT2 receptors in autism may result

in increased synthesis in autism. This needs to be further

clarified.

The serotonin transporter (SERT) regulates serotonin-

ergic signaling through the reuptake of released 5-HT into

presynaptic neurons [122] (Fig. 2). Genetic studies have

proposed links between SERT polymorphisms and autism

in some families [123]. The SERT is also the target of the

widely-used selective serotonin receptor inhibitors in ASD

for symptom management. Iodine-123-labelled N-(2-fluo-

roethyl)-2b-carbomethoxy-3b-(4-iodophenyl)-nortropane

([123I] nor-b-CIT) is a radioligand that binds specifically to

the SERT (Fig. 2). Using [123I] nor-b-CIT SPECT,

Makkonen et al. [124] evaluated the SERT availability in

ASD children. They found significantly lower SERT

binding in ASD patients compared to controls in various

areas, including the medial frontal cortex, the midbrain,

and the temporal lobe, indicating diminished SERT binding

capacity in autistic individuals. These results have been

supported by the findings of Nakamura et al. [125], who

found markedly reduced SERT binding in the whole brain

in adults with high-functioning autism compared to con-

trols using carbon 11 (11C)–labeled trans-1,2,3,5,6,10-b-

hexahydro-6-[4-(methylthio)phenyl]pyrrolo-[2,1-a]iso-

quinoline ([11C](?)McN-5652) PET to measure SERT

availability (Fig. 2). Specifically, the reduction of SERT

binding in the thalamus was correlated with the repetitive,
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obsessive behaviors, and the reduction in the anterior and

posterior cingulate cortex was associated with the social

cognition in ASD, compatible with previous studies

[121, 126]. Taken together, these studies indicate a

disturbed serotonergic system in ASD patients and high-

light its involvement in social cognition, and the restricted,

repetitive behaviors in ASD.

Dopaminergic System

Dopamine (DA) is a catecholamine neurotransmitter

involved in reward and social motivation that may be

central to the social deficits in autism [127]. Previous

studies have characterized abnormalities in DA synthesis

and DA transporters in ASD patients [124, 125, 128]. 18F-

labelled fluorodopa (18F-FDOPA) is an L-DOPA analogue

that allows the evaluation of DA synthesis. Using 18F-

FDOPA PET, Ernst et al. [128] have found decreased 18F-

FDOPA accumulation in the anterior medial PFC in 14

drug-naı̈ve ASD children compared to age-matched

healthy controls, indicating that prefrontal dopaminergic

deficits may account for the cognitive impairment in ASD.

Nakamura et al. [125] measured DA transporter binding in

20 adults with high-functioning autism and 20 age- and

intelligence quotient-matched TD adults using 2-b-car-

bomethoxy-3-b-(4-fluorophenyl) tropane (11C-WIN-

35,428) PET. In the autistic group, they found significantly

higher DA transporter binding in the orbitofrontal cortex, a

key region in the network underlying emotional regulation

[129]. Over-functioning of the dopaminergic system in the

orbitofrontal-limbic circuit could be associated with the

impulsive and aggressive behaviors in ASD.

GABAergic System

Gamma-aminobutyric acid (GABA) is the most prevalent

inhibitory neurotransmitter in the mature central nervous

system, mainly acting on GABAA and GABAB receptors.

But GABA-mediated signaling also plays a central role in

regulating key developmental processes, such as cell

proliferation, neuron differentiation, and circuit refinement

(reviewed in [130]). Emerging evidence has suggested that

impaired GABA-mediated signaling lead to an imbalance

of excitation and inhibition that may contribute to the

pathogenesis of autism (reviewed in [131, 132]). To

investigate the GABAA receptor in ASD patients, Mori

et al. [133] performed 123I-iomazenil (123I-IMZ) SPECT in

children with ASD and found decreased 123I-IMZ accu-

mulation in the superior and medial frontal cortex, a region

that is thought to be associated with theory of mind, in the

ASD group compared to the control group. A more recent

study examined the GABAergic system in 28 high-

functioning adults with ASD [134]. While they did not

find altered GABAA receptor density in high-functioning

adults with ASD using 18F-flumazenil (18F-FMZ) PET,

region-dependent and sex-specific differences in GABA

concentrations were indicated. Notably, they discovered a

higher GABA concentration in the left dorsal-lateral PFC

in the autistic group than in TD adults, which may underlie

the hypo-activation of dorsal-lateral PFC during working

memory tasks in adults with ASD [135]. Another possi-

bility is that higher cortical GABA levels occur in

compensation for primary defects in GABAergic signaling.

Glutamatergic System

Glutamate is the predominant excitatory neurotransmitter

in the brain and plays vital roles in brain development and

neural plasticity. Deficiency in Shank 3 gene coding the

postsynaptic scaffold protein located in glutamatergic

neurons, has been associated with ASD [136]. A recent

Fig. 2 Schematic of PET and SPECT modalities for assessing

presynaptic and postsynaptic serotonergic targets. 5-Hydroxytryptamine

(5-HT, serotonin) is synthesized from the amino-acid tryptophan via
hydroxylation (forming the intermediate precursor 5-hydroxy-

tryptophan), and then stored in synaptic vesicles. a-11C-methyl-L-

tryptophan (11C-AMT) is a radiolabeled tryptophan analogue that

allows for non-invasive visualization of 5-HT synthesis. Serotonin

reuptake into presynaptic neurons occurs via a serotonin transporter

(SERT). [123I] nor-b-CIT, 11C-DASB and [11C](?)McN-5652 are

radioligands that bind specifically to SERTs. 5-HT1A receptors are

located on both presynaptic and postsynaptic neurons. 18F-MPPF

allows the visualization of 5-HT1A receptors in vivo. Two different

types of 5-HT receptors are expressed on postsynaptic neurons:

5-HT1A and 5-HT2A. 18 F-setoperone is a radioligand for mapping

5-HT2 receptors.
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study reported significantly higher metabotropic glutamate

receptor 5 in the cerebellum and postcentral gyrus in ASD

adults compared to those in the TD group, using 18F-3-

fluoro-5-[(pyridin-3-yl)ethynyl]benzonitrile (18F-FPEB)

PET to measure metabotropic glutamate receptor 5 density

[137]. The cerebellum is crucial to the control of action

through the integration of sensory and motor signals

necessary for skilled movement [138]. Morphological

changes in the cerebellum of subjects with autism have

been identified, such as changes in total cerebellar volume,

altered Purkinje cell density, and abnormal deep cerebellar

nuclei [138]. Changes of glutamate signaling in the

cerebellum may contribute to abnormalities in these

somatosensorimotor-cerebellar circuits, leading to the

motor and cognitive deficits associated with autism.

Intriguingly, positive correlation between [18F]-FPEB

binding and autistic symptomatology as measured by the

autism behavior checklist has been found in the precuneus,

a principal component of the DMN. Changes in glutamate

signaling, leading to an excitatory/inhibitory imbalance,

coupled with structural and functional abnormalities in the

DMN, potentially impact the functioning of the DMN.

PET Imaging of Neuroinflammation

Increasing evidence has suggested involvement of the

immune system in the pathophysiology of ASD. The 11C-

PBR28 is a radiotracer that is able to detect subtle changes

of 18-kDa translocator protein (TSPO) expression [139].

The putative roles of TSPO include apoptosis, steroidoge-

nesis, neuroinflammation, energy production, cell metabo-

lism, and oxidative stress [140]. Changes in TSPO may

reflect abnormalities in these processes. Using 11C-PBR28

PET-MR, Zürcher et al. [141] reported significantly lower

TSPO levels in young male adults with ASD compared to

those of age- and sex-matched controls in multiple brain

regions, including the precuneus/posterior cingulate cortex,

insular cortex, and temporal, angular, and supramarginal

gyri bilaterally. Decreased TSPO in ASD could reflect

changes in glia, neurons, or endothelial cells. Additional

research is warranted to elucidate the specific mechanism

behind the abnormal TSPO expression in ASD.

Taken together, impaired serotonergic, dopaminergic,

glutamatergic, and GABAergic systems are critically

involved in shaping the disturbed neural circuitry of

ASD. However, the specificity of such abnormalities

remains to be elucidated, since similar alterations in

neurotransmitter systems have also been shown in other

psychiatric disorders, such as schizophrenia [107]. In

addition, glucose metabolic abnormalities and neuroin-

flammation may contribute to the pathogenesis of autism.

Thus, the onset and progression of ASD is a complex

process that involves multiple mechanisms. Additional

research is warranted to identify the ASD-specific molec-

ular basis and to further our understanding of the neural

correlates of ASD.

Intervention-Related Neuroimaging Biomarkers

To date, psychological and behavioral interventions are

still the predominant treatment for ASD. However, behav-

ioral therapies are typically expensive and difficult to

access, and can put substantial strain on families and

caregivers. To provide on-demand, personalized interven-

tions for ASD is urgently needed. Lately, technology-based

interventions, such as wearable digital intervention and

robot-assisted therapy, have shown potential to improve

socialization in ASD and hold great promise for augment-

ing the current standard of care [142, 143]. However,

effective pharmacological treatments for the core symp-

toms of ASD are still lacking. Oxytocin, a neuropeptide

mediating social affiliation, is emerging as a promising

medical therapy for ASD [144]. Neuroimaging techniques,

such as resting-state MRI and PET have become important

methods for measuring the therapeutic effect of oxytocin in

patients with ASD [145–151] (Table 5). Using resting-state

functional MRI, researchers found that oxytocin enhanced

the functional connectivity of the DMN [152], and cortical-

striatal circuits [153]. Specifically, 6-week intranasal

administration of oxytocin enhanced the functional con-

nectivity between the ACC and dorsal medial PFC in ASD

patients, and significantly attenuated the impaired recipro-

cal social interactions [152]. Moreover, this functional

connectivity enhancement was robustly correlated with

symptom improvement. However, these findings cannot be

extrapolated to female patients with ASD due to the

unbalanced sex representation (all male participants).

Another study focused on the effect of oxytocin on

intrinsic functional connectivity in females [83] and found

that oxytocin increased cortical-striatal connectivity and

this was positively associated with autistic traits. Future

work might include efforts to quantify how therapeutically

effective treatments remediate topologically sub-optimal

network configurations in ASD patients using graph

theoretical measures.

Using 20-methoxyphenyl-(N-20-pyridinyl)-p-[18F]flu-

oro-benzamidoethylpiperazine (18F-MPPF) PET to assess

5-HT1A receptors (Fig. 2), Lefevre et al. [154] investigated

the therapeutic effect of oxytocin on the serotoninergic

system in ASD patients. In TD controls, they found an

oxytocin-serotonin interaction which was absent in patients

with ASD. Hirosawa et al. [155, 156] investigated the

serotonergic modulation after long-term administration of

oxytocin in ASD patients using (11C)-3-amino-4-(2-

[(demethylamino)methyl]phenylthio)benzonitrile (11C-
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DASB) PET to measure SERT availability (Fig. 2). The

authors found significantly elevated 11C-DASB binding in

regions including the left inferior frontal gyrus and striatum

in patients with ASD following oxytocin administration.

Given that oxytocin-based therapy can modulate the

serotonergic system and enhance the functional connectiv-

ity in frontal-striatal neural circuits that are enriched in

dopaminergic neurons [153, 157] in patients with ASD,

further studies are needed to investigate the interaction of

oxytocin with the dopaminergic system.

One study has investigated the therapeutic effect of deep

brain stimulation for an ASD patient with self-injurious

behaviors using 18F-FDG PET [158]. The authors reported

that the glucose metabolism in the occipital cortex as well

as the prefrontal and frontal cortex was significantly

decreased with symptomatic improvement 2 years after

bilateral nucleus accumbens deep brain stimulation. More-

over, the reduction in glucose metabolism was associated

with decreased volumes in these regions as revealed by

volumetric MRI after deep brain stimulation. These results

indicate that ASD patients with life-threatening self-

injurious behaviors have organic lesions associated with

structural and functional alterations, and such lesions can

be modulated by deep brain stimulation to achieve

symptomatic improvement, suggesting the therapeutic

potential of nucleus accumbens-targeted deep brain stim-

ulation for these patients.

Taken together, neuroimaging studies significantly

increase our understanding of the treatment outcome in

ASD at the circuit level, and offer objective biomarkers for

the evaluation of novel therapies for ASD.

Conclusions and Future Perspectives

Accumulating evidence has suggested that ASD encom-

passes alterations of brain structural and functional con-

nectivity, particularly in regions and networks implicated

in social-cognition. Longitudinal neuroimaging studies

have delineated atypical developmental trajectories of

ASD that are associated with cascading neurobiological

processes (Fig. 1). Meanwhile, impaired serotonergic,

dopaminergic, glutamatergic, and GABAergic systems as

well as neuroinflammation may be critically involved in the

pathogenesis of ASD. Still, further research is warranted to

explore how imaging biomarkers are related to the

treatment effect, symptomology, and genetic variants of

ASD.

While most neuroimaging findings show extensive

variability [159], the progress of finding clinically-relevant

biomarkers is likely to be facilitated by identifying

homogeneous ASD subgroups based on neuroimaging

features, referred to as neurosubtyping (for review, see

[160]). Future neurosubtyping approaches would benefit

from leveraging findings from the larger literature of

candidate biomarkers. Examining the totality of attributes

in the context of each other is crucial for understanding the

developmental course of individuals. Big data and data-

driven methods may be promising approaches to decom-

posing the extensive heterogeneity in ASD [161].

Advanced analytical models that are tailored to capture

the categorical and dimensional nature of ASD hetero-

geneity will be important to delineate biologically and

clinically meaningful subgroups [162] and model complex

growth- and time-related courses. In addition, the high

comorbidity rate underscores the need for a trans-diagnos-

tic framework for deepening our understanding of the

heterogeneity within and beyond autism.

Future longitudinal studies covering younger patients

may help identify the causative mechanisms and vulnerable

developmental stages of ASD. Big data approaches cou-

pled with data-driven methods will likely facilitate efforts

to decompose the ASD heterogeneity. In parallel, large-

scale, multi-center, multidisciplinary collaborations are

increasingly important to elucidate neurophysiological

underpinnings of ASD and facilitate the development of

objective diagnostic biomarkers and ASD-targeted therapy.

Future advances in imaging techniques and the develop-

ment of new tracers may further our understanding of the

pathophysiology and promote drug development by reveal-

ing novel mechanistic or therapeutic targets for ASD.
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Geoffray MM, et al. Oxytocin fails to recruit serotonergic

neurotransmission in the autistic brain. Cereb Cortex 2018, 28:

4169–4178.

155. Fukai M, Hirosawa T, Kikuchi M, Ouchi Y, Takahashi T,

Yoshimura Y, et al. Oxytocin effects on emotional response to

others’ faces via serotonin system in autism: A pilot study.

Psychiatry Res Neuroimaging 2017, 267: 45–50.

156. Hirosawa T, Kikuchi M, Ouchi Y, Takahashi T, Yoshimura Y,

Kosaka H, et al. A pilot study of serotonergic modulation after

long-term administration of oxytocin in autism spectrum

disorder. Autism Res 2017, 10: 821–828.

157. Young LJ, Wang Z. The neurobiology of pair bonding. Nat

Neurosci 2004, 7: 1048–1054.

158. Park HR, Kim IH, Kang H, Lee DS, Kim BN, Kim DG, et al.
Nucleus accumbens deep brain stimulation for a patient with

self-injurious behavior and autism spectrum disorder: functional

and structural changes of the brain: report of a case and review

of literature. Acta Neurochir (Wien) 2017, 159: 137–143.

159. King JB, Prigge MBD, King CK, Morgan J, Weathersby F, Fox

JC, et al. Generalizability and reproducibility of functional

connectivity in autism. Mol Autism 2019, 10: 27.

160. Hong SJ, Vogelstein JT, Gozzi A, Bernhardt BC, Yeo BTT,

Milham MP, et al. Toward neurosubtypes in autism. Biol

Psychiatry 2020, 88: 111–128.

161. Lombardo MV, Lai MC, Baron-Cohen S. Big data approaches to

decomposing heterogeneity across the autism spectrum. Mol

Psychiatry 2019, 24: 1435–1450.

162. Tang S, Sun N, Floris DL, Zhang X, Di Martino A, Yeo BTT.

Reconciling dimensional and categorical models of autism

heterogeneity: a brain connectomics and behavioral study. Biol

Psychiatry 2020, 87: 1071–1082.

163. Courchesne E, Pramparo T, Gazestani VH, Lombardo MV,

Pierce K, Lewis NE. The ASD Living Biology: from cell

proliferation to clinical phenotype. Mol Psychiatry 2019, 24:

88–107.

123

X. Li et al.: Structural, Functional, and Molecular Imaging 1071



RESEARCH HIGHLIGHT

STING-ing Pain: How Can Pro-inflammatory Signaling Attenuate
Pain?

Wolfgang Liedtke1,2,3,4,5,6

Received: 20 February 2021 / Accepted: 3 March 2021 / Published online: 9 April 2021

� The Author(s) 2021

Inflammation typically induces pain by producing pro-

inflammatory mediators, but increasing evidence also

indicates a role for inflammation in the resolution of pain

by inducing anti-inflammatory and pro-resolution media-

tors [1, 2]. A recent Nature paper from Duke University,

‘‘STING controls nociception via type-I interferon signal-

ing in sensory neurons’’, is noteworthy in this respect [3].

In this paper, Donnelly et al. from Ru-Rong Ji’s lab

report that activation of the STING (stimulator of inter-

feron genes) signaling mechanism in nociceptive primary

sensory neurons functions in an analgesic manner in naive

and injured mice, using STING agonists, and applying

sophisticated pain behavioral metrics to uninjured mice and

mice with nerve constriction injury or a rigorous model of

bone cancer pain. Their findings indicate that STING

regulates steady-state nociception, which prompted the key

discovery that analgesic STING signaling functions via

type-I interferons (IFN-a or IFN-b). These findings, at the

core of their new study, were derived from genetically-

engineered mice, using behavioral and electrophysiological

measurements from dorsal root ganglion nociceptor neu-

rons. Particularly important mouse lines for these mecha-

nistic studies were type-I interferon-receptor knockout

mice, including cell-specific knockout in nociceptor sen-

sory neurons. In these animals, behavioral evidence of

analgesia in response to a type-I interferon and the

neurophysiologic correlates of nociceptor action potential

formation and calcium currents were missing, suggesting

autocrine signaling in the dorsal root ganglion.

Notably, both pro-nociceptive and anti-nociceptive

inflammatory mediators can contribute to the ensemble of

inflammation. While type-II interferon (IFN-c) is a typical

pro-inflammatory cytokine, type-I interferons (IFN-a and

IFN-ß) can be both pro-inflammatory and anti-inflamma-

tory, depending on context. Previous studies have demon-

strated anti-nociceptive actions of type-I interferons in the

central nervous system [4]. Notably, STING is a strong

inducer of type-I interferons in immune cells following

infections or tissue injury [5, 6]. However, the role of

STING in neurons, in particular primary sensory neurons,

and in a larger context its role in pain have not been

investigated.

The Donnelly et al. paper is a formidable piece of work

because it elucidates a novel and unexpected mechanism of

how interferon signaling is analgesic via STING. The new

STING story from Dr. Ji’s lab stings the dogma of pro-

inflammatory signaling being pro-algesic. Beyond its

impact as a fundamentally new insight, its potential for

translation into new analgesic treatments has to be

recognized, also opening up several new avenues for

further mechanistic insights.

The paper lays out a compelling, frequently not fully

appreciated background and rationale, namely that pain is

an instinct that, via its sentinel function, encodes avoidance
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Fig. 1 Summary of concepts of the new STING paper [3] and future directions.
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behaviors that protect the organism from potential danger,

that neural encoding of pain preprograms the organism for

future danger. In this vital system, as it subserves the

physical integrity of the organism, primary nociceptor

sensory neurons are centerfold because they function as

neural integrators of the primary danger signal, modulated

by inflammation, and coordinating unspecific defense and

also more specific immune responses. So inflammation

‘‘increases the heat’’, sensitizes these nociceptors, and

represents a form of neural injury.

But now we know that it is not that simple, with

profound implications. STING signaling, as part of the

early inflammatory response, triggered by bacterial or viral

infection as well as tissue injury, functions as a potent anti-

nociceptive. Gain-of-function and loss-of-function studies

of STING as presented by Donnelly et al. are deep and

convincing. Gain-of-function of STING shows significant

analgesic effects in naı̈ve mice as well as in preclinical

models of chemotherapy-induced painful polyneuropathy

(CIPN), peripheral nerve constriction injury, and bone

cancer pain. These favorable properties beget more advan-

tageous features, namely independence of STING activa-

tion and the resulting analgesia from reward circuitry and

lack of effect of the opioid receptor blocker naloxone.

To complement, the new results on loss-of-function of

STING, both genetically-encoded and chemically-mediated,

paint a clear picture of lowered pain thresholds, indicating

hyperalgesia and overall increased pain sensitivity.

Both approaches unambiguously indict the primary

sensory neurons, in particular nociceptors, in the dorsal

root ganglion as a key cellular site of action for the

observed behavioral and electrophysiological effects on

nociception.

The work is primarily new, unexpected, and relevant for

basic science as well as translational medical science, in

the interdisciplinary arena of pain research - as one expects

for a Nature paper. However, sections of the paper are

outright elegant in approach. What impresses are the rescue

experiments of STING activation in STING pan-nulls

versus STING conditional knockout (cKO) mice, whereby

selective STING activators were completely inert in pan-

null mice, but showed delayed rescue of pain hypersensi-

tivity in the cKO animals. This clarifies the role of sensory

neuronal STING as critical for nociceptor function in the

early pain response. Delayed analgesic effects of STING

activators were present in mice that did not express STING

in nociceptor neurons but elsewhere, so that the cellular

site for these effects is now open for discovery.

STING enhances the expression and secretion of type-I

interferons (IFN-a and IFN-ß) by nociceptors which then

signal in an autocrine/paracrine manner to interferon

receptors, expressed by nociceptors. Importantly, this

signaling critically involves TYK2 kinase, not PI3-kinase,

and not MAP-kinases. TYK2 kinase signaling, in turn, then

attenuates the pro-nociceptive ion channel function of

voltage-gated sodium channels, amongst them Nav1.7, that

are essential for the generation of action potentials [7], and

voltage-gated calcium channels that are critical for neuro-

transmitter release. The forceful exclamation marks of this

impressive study are partial validation of the new pro-

inflammatory yet analgesic STING mechanism in human

DRG neurons, and skillfully-conducted studies in maca-

ques, by primate pain researcher Dr. Mei Chuan Ko at

Wake Forest University.

As we look forward, this leaves us where? There

appears to be a clear and direct translational opportunity,

which is to use low-dose type-I interferons (IFN-a or IFN-

ß, as used for adjuvant therapy of malignancy, in

infections and autoimmune conditions) in chronic-refrac-

tory pain. One can consider the intrathecal route to avoid

systemic effects, and apply low-dose interferon, perhaps

the more widely used interferon-a, to patients with

refractory CIPN or diabetic neuropathy pain. In addition,

existing datasets and patients previously treated with low-

dose IFN-a can be interrogated for whether this treatment

led to diminished pain, in cases where there was pain

before treatment. There appear to be 14 clinical studies

referenced in clinicaltrials.gov. These trials were aiming

for treatment of malignancies or chronic infections, not

pain. In addition to trial application of IFN-a, STING

agonists more recently used for adjuvant anti-malignancy

treatments will be equally interesting, and whether

treatment with them did diminish cancer/malignancy-

associated pain (Fig. 1).

What might be a particularly interesting goal in the basic

science arena is STING’s effect on nociceptors, which will

in turn influence immune cells. This begets the important

question, how does feedback from immune cells modulate

the analgesic effects of STING? In the case of immune-

mediated attenuation of STING analgesic function, then

STING’s analgesic effects could be enhanced further by

blocking (currently unknown) immune-mediated pro-al-

gesic effects downstream of STING. Last but not least, the

canonical ‘‘next’’ steps in the cookbook of pain research

likely are already cooking: a more in-depth study of male/

female sex differences [8], and how the new STING

analgesic signaling plays out in young/old subjects?
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Neuropathic pain is a chronic pain caused by peripheral or

central nervous system injury or diseases that affect the

somatosensory nervous system. It is usually associated

with abnormal sensations called dysesthesia and exagger-

ated pain from normally innocuous stimuli (allodynia) or

noxious stimuli (hyperalgesia), and also aversive emotional

responses [1, 2]. Neuropathic pain can be very difficult to

treat, as classical analgesics like opioids produce inade-

quate pain relief and may cause tolerance and hyperalgesia,

and even addiction after long-term use [3]. Thus, it is of

critical importance to study the mechanisms of develop-

ment, maintenance, and resolution of neuropathic pain.

This study from Dr. Duan’s research team at Zhejiang

University reveals a critical regulatory mechanism for

neuropathic pain [4].

The spinoparabrachial tract is an ascending pathway that

transmits spinal pain signals to the parabrachial nucleus,

which further projects to the amygdala and other brain

regions [5]. Recent studies have shown that the lateral

parabrachial nucleus (LPBN) receives nociceptive inputs

from projection neurons in the dorsal spinal cord [6, 7], as

well as directly from the trigeminal ganglion [8]. However,

the role of the LPBN in neuropathic pain is still elusive.

Combining in-vivo calcium imaging, electrophysiological,

optogenetic, and chemogenetic approaches, Sun et al. [4]

demonstrated that the balance between glutamatergic and

GABAergic LPBN neuronal activity modulates the initia-

tion and maintenance of neuropathic pain. Furthermore, the

GABAergic neurons in the LPBN gate control the sensi-

tization of glutamatergic neurons that regulate the devel-

opment and transmission of neuropathic pain (Fig. 1).

To determine whether LPBN neurons are activated by

neuropathic pain, Sun et al. [4] first profiled neuronal

activation using c-Fos mapping and found that a large

population of glutamatergic neurons but not GABAergic

neurons in the LPBN were activated after common

peroneal nerve (CPN) ligation. Further in-vivo calcium

imaging experiments, by fiber photometry and miniaturized

microscopy, indicated that CPN ligation increased the

sensitivity of glutamatergic neurons, but not GABAergic

neurons, in the LPBN to pinch or mechanical stimulation.

Moreover, Sun et al. [4] demonstrated that optogenetic

activation of VgluT2 neurons or CaMKIIa neurons, which

represent approximately 90% of neurons in the LPBN,

induced mechanical allodynia, thermal hyperalgesia, and

place avoidance, mimicking neuropathic pain-like behav-

iors. On the other hand, optogenetic silencing of VgluT2

neurons or CaMKIIa neurons in the LPBN not only

inhibited the basal sensitivity to mechanical and thermal

stimulation in sham mice, but also induced place prefer-

ence and alleviated the mechanical allodynia and heat

hyperalgesia in mice with neuropathic pain. These results

indicate that glutamatergic neurons in the LPBN are crucial

for both relaying physiological pain and transmitting

neuropathic pain.
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Next, Sun et al. [4] illustrated that glutamatergic

neurons in the LPBN receive direct monosynaptic inner-

vation from local GABAergic neurons by using monosy-

naptic rabies virus tracing. They conducted elegant

electrophysiological experiments to characterize the func-

tional inhibitory synaptic inputs from GABAergic to

glutamatergic neurons in the LPBN. Furthermore, they

found that optogenetic activation of GABAergic neurons in

the LPBN reversed the mechanical allodynia and heat

hyperalgesia, and induced place preference in CPN-ligated

mice, but not in sham-operated mice. Similarly, pharma-

cogenetic activation of GABAergic neurons in the LPBN

had anti-allodynic effects in CPN-ligated mice, and these

were blocked by the GABAA receptor chloride channel

blocker picrotoxin. Surprisingly, Sun et al. also showed

that optogenetic inhibition of GABAergic neurons, which

represent approximately 10% of the neurons in the LPBN,

activated a large population of glutamatergic neurons in the

LPBN and induced neuropathic pain-like symptoms. These

data suggest that GABAergic LPBN neurons critically

participate in the homeostasis of pain sensation in the

LPBN circuit and gate neuropathic pain transmission via

local inhibition of glutamatergic neurons (Fig. 1).

Sun et al. [4] took further steps to test the effects of

persistent activation of glutamatergic or GABAergic neu-

rons in the LPBN. Their results showed that prolonged

activation of glutamatergic neurons in the LPBN by

pharmacogenetic approaches produced mechanical allody-

nia and a conditioned place aversion response. Notably, the

mechanical allodynia lasted at least one month after

withdrawal the pharmacogenetic activator. These data

indicated that prolonged activation of glutamatergic neu-

rons in the LPBN is sufficient to induce neuropathic pain-

like behaviors. Conversely, prolonged activation of

GABAergic neurons in the LPBN during the first week

totally prevented the development of neuropathic pain after

CPN ligation.

Taken together, Sun et al. [4] used multiple approaches

to comprehensively evaluate the roles of LPBN circuits in

modulating physiological and neuropathic pain, including

the transmission and processing of both the sensory and

emotional components. Previous studies demonstrated that

peripheral and central sensitization, mainly in the sec-

ondary order neurons in the spinal dorsal horn, play

important roles in its development and maintenance. Here

Sun et al. [4] present the first evidence that sensitization of

the third-order neurons in the LPBN is also essential in its

development, suggesting that the LPBN is a key regulator

of neuropathic pain. This study also provides a new

strategy for neuropathic pain treatment by targeting LPBN

neurons and circuits.

The study from Sun et al. opens several future directions

that will be helpful for better understanding the LPBN

circuits in pain, especially in chronic pain. Recent studies

have identified several subpopulations of LPBN neurons,

such as that tachykinin receptor 1- and dynorphin-express-

ing neurons play important roles in pain transmission

[7, 9]. Chiang et al. demonstrated that neurons in spatially

segregated regions of the LPBN collateralize to distinct

targets and that activation of distinct efferents gives rise to

separate components of the nocifensive response [9]. But

the manner of encoding the sensory modality information,

such as the mechanical-, heat-, cold-, touch-, and pain-

related emotional aspects by LPBN neurons is still poorly

understood. More studies focusing on the identification of

detailed subpopulations of glutamatergic and GABAergic

neurons in the LPBN, and their respective functions are

warranted. In addition, it has been demonstrated that the

LPBN participates in both ascending and descending pain

pathways. Neurons in the LPBN receive nociceptive inputs

from the trigeminal ganglion, nodose ganglion, and spinal

projection neurons [6, 8], then their outputs project

predominantly to the periaqueductal gray and ventromedial

hypothalamus, central amygdala (CeA), bed nucleus of the

Fig. 1 Glutamatergic neurons

in the LPBN regulate both basal

nociception and neuropathic

pain. GABAergic neurons in the

LPBN directly control the sen-

sitization of glutamatergic neu-

rons, which contribute to the

development and maintenance

of neuropathic pain.
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stria terminalis (BNST), insular cortex, and medullary

formation [8, 10, 11]. The LPBN neurons also receive

inputs from several brain regions, such as the BNST and

CeA [5, 12, 13], which are important for descending pain

control. Future studies that aim to identify the upstream

and downstream neuronal circuits that connect with LPBN

neurons will be helpful to better understand the roles of

LPBN neurons in pain modulation and provide new targets

for chronic pain treatment.
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For a long time, patients with disorders of consciousness

(DoCs) have been considered to have a universally poor

prognosis. However, along with the development of

rehabilitation and nursing technology, the findings from

recent clinical studies herald a philosophical shift: some

DoC patients may have a better outcome than originally

thought. A recent review suggests that [40% of DoC

patients have the potential to achieve an improvement of

consciousness level after specific follow-up [1]. Unfortu-

nately, there is still no effective method to determine the

prognosis of DoC patients early. In the clinic, the prognosis

for DoC remains restricted to symptom-based behavioral

observations. Physicians and scientists have therefore been

seeking accurate and objective biomarkers.

Recently, studies have proposed some novel techniques

and paradigms for improving the prognosis for DoC [2–4].

Particularly, a paper published in Nature proposed to use

the olfactory sniff response as a biomarker for conscious-

ness [2]. The authors believed that the sniff response to

different odorants can reflect situational understanding and/

or learning, which is important to determine the severity of

consciousness injury and predict the outcome for a DoC

patient. Therefore, by measuring the DoC patients’ sniff

responses (i.e. nasal inhalation volume) to different odor-

ants, the authors found that the nasal inhalation volume

was significantly reduced in response to odorants in the

patients in a minimally conscious state (MCS), while it was

not influenced by odorants in patients in a vegetative state,

i.e., a subcategory of DoC diagnosed as having worse

consciousness than MCS. More importantly, the nasal sniff

responses can accurately predict whether or not conscious-

ness will be regained at the single-patient level. Since the

nasal inhalation volume of patients was measured using a

nasal cannula linked directly to a spirometer, this proposed

technology can be deployed at the bedside in wards for a

long time, and this could be an important tool for

monitoring the dynamic fluctuations of a patient’s con-

sciousness level. In another study, Pan et al. instructed the

DoC patients to perform an item-selection task (i.e. select a

photograph or a number from two candidates) by using a

EEG brain-computer interface, and then found that the

patients who completed the task with high accuracy had a

good outcome, including consciousness recovery or

improved consciousness level [3]. In addition, Gui et al.

adopted high-density EEG based on a language paradigm
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that elicited rhythmic brain responses tracking the single-

word, phrase, and sentence rhythms in speech, and found

that the EEG features derived from both speech-tracking

responses and the temporal dynamics of global brain states

predict the patients’ outcomes [4]. In total, these recent

studies have made promising progress and provided novel

views on the prognostic factors for DoC.

Table 1. Prognostic predictors for DoCs

Predictor name Corresponding effects on prognosis

Internal factors

Etiology Traumatic brain injury tends to have a better outcome than a non-traumatic etiology

Age Young adults are more likely to have a favorable outcome than older patients

The effect of age on the prognosis of pediatric DoC patients is not clear

Duration of DoC The longer the duration of DoC, the smaller the chance of consciousness recovery

The long-term outcome cannot be considered as finitive for DoC patients

Clinical diagnosis MCS has a potentially more favorable outcome.

Estimates of misdiagnosis among patients with DoC consistently approximate 40%

It is argued that behavioral criteria for the application of DoC categories should be supplemented with brain-

based criteria

Neurological examinations Neural reflexes and behavioral responses (e.g., olfactory sniff responses) can predict the prognosis

NSE and S-100B are predictive of outcome during acute brain injury. However, no biochemical marker exists

for predicting the prognosis of prolonged DoC

Locations of brain lesions Corpus callosal lesions, dorsolateral upper brainstem injury, or corona radiata injury can result in a worse

prognosis

Signatures of residual brain

function

Brain activity in response to

a stimulus

DoC patients who exhibit high-level responses to stimuli (including auditory/language, visual, noxious

somatosensory, and thermal stimuli) often show clinical signs of recovery at long-term follow-up.

Specific components in the ERP can be used as valuable prognostic factors, including MMN, P300, and

N400.

Perturbational complexity index from synchronous TMS and EEG is an attractive index for the prognosis of

DoC patients

Brain activity following

commands

The presence of near-normal activity following commands (e.g., motor, visuospatial or visual tasks) can be a

marker for consciousness recovery

Brain activity during the

resting state

EEG oscillations in the resting state can provide multiple information for prognosis of DoC, including the

power of fluctuations (local synchronization), functional and effective connectivity (interactions between

areas), and topological characteristics of the brain networks (complexity measures in networks)

Using resting-state FDG PET, higher tracer uptake in the frontoparietal network, and stronger connections

between brain areas in frontoparietal network and thalamic nuclei suggest a better prognosis for DoC

Strong functional connectivity in the default mode network in resting-state fMRI may predict a better

outcome.

Near-normal spatio-temporal patterns in executive control, salience, sensorimotor, auditory, visual, and

subcortical networks can predict a better prognosis.

Anti-correlations between the default mode and executive control networks can be crucial to predicting better

outcomes for DoC patients.

Sleep Sleep patterns with more ‘‘complexes’’ (i.e., alternations between non-REM and REM, reappearance of sleep

spindles) often suggest a good functional recovery.

Near-normal circadian rhythms might indicate a good prognosis for DoC patients.

External factors

Therapeutic interventions Amantadine and tDCS are helpful for recovery from DoC.

Novel treatment approaches have been proposed, but they await systematic assessment.

Rehabilitation and nursing Education and perseverance can reduce complications and improve the chance of recovery.

Medical complications Complication rates are high in DoC patients and negatively affect morbidity and mortality.

DoC, disorder of consciousness; ERP, event-related potential; MMN, mismatch negativity; TMS, transcranial magnetic stimulation; EEG,

electroencephalogram; FDG PET, 18F-fluorodeoxyglucose PET; fMRI, functional MRI; REM, rapid eye movement sleep; NSE, neuron-specific

enolase; S-100B, S100 calcium-binding protein B; tDCS, transcranial direct current stimulation.
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Indeed, the DoCs are acquired brain injuries. DoC

patients have impaired consciousness in common, but this

can have many different causes and be associated with

several neuropathological processes and different severity

of damage. Therefore, a great many prognostic factors have

been suggested to be related to a DoC patient’s prognosis.

Several reviews of these factors have been published in

recent years [5–8]. In our own view, the prognostic factors

can be classified as internal or external. Internal factors are

associated with the patient’s own condition, including

etiology, age, duration of DoC, clinical diagnosis, location

of brain injury, sleep characteristics, and residual brain

activity patterns. External factors pertain to the direct

external environment, including treatment and care, as well

as the resulting medical complications and ethical deci-

sions. To date, there are no effective therapeutic interven-

tions to restore a DoC patient’s consciousness; but recent

studies suggest that some patients might benefit from

therapeutic interventions, even years after the injury [9].

We summarize the internal and external prognostic factors

and their effects on the prognosis for DoC in Table 1.

In summary, DoCs are heterogeneous mixtures of

different diseases or injuries, and comprise a group of

clinical syndromes in the continuum of diffuse and

multifocal brain damage [10]. There is a real possibility

that any prognostic factor when used alone either carries a

risk of false prediction or encounters clinical scenarios

where it cannot be applied. Therefore, on the one hand,

researchers need to persistently explore novel ideas to

identify new prognostic factors; on the other hand, it is

even more necessary to integrate multiple verified prog-

nostic factors to improve the accuracy of prognosis for

DoC patients and enhance clinical utility in different

clinical scenarios.
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Parkinson’s Disease (PD), second only to Alzheimer’s

disease, is a neurodegenerative disease, most commonly

occurring in people over the age of 65 years and is mostly

caused by loss of dopamine neurons [1]. Clinically, motor

symptoms such as resting tremor, motor retardation,

muscular rigidity, and disturbance of postural balance are

the main symptoms, followed by non-motor symptoms

such as cognitive impairment, autonomic nervous system

dysfunction, depression, and sleep disorder [2]. In 2016,

[6.1 million people were affected with PD globally, 2.4

times the number in 1990. The large number of affected

people, coupled with the high mortality and disability rates,

has placed a great burden on society [3]. Traditional

treatment methods mainly include drugs and surgery and

are supplemented by physical therapy. Drugs commonly

used include levodopa, dopamine receptor agonists, and

monoamine oxidase B inhibitors. Surgical treatment

mainly includes deep brain stimulation, focused ultrasound

ablation, and placement of a levodopa infusion pump.

However, medication or surgical treatment only controls

the symptoms and not the progression of the disease [4].

New treatments are urgently needed.

A recent study demonstrated that the transplantation of

autologous induced dopamine progenitor cells derived

from pluripotent stem cells in a patient with PD [5]. The

researchers transformed skin fibroblasts from the patient

into induced pluripotent stem cells, differentiated them into

dopamine precursor cells in vitro, performed a series of

identification and related experiments, and finally com-

pleted a pilot study of autologous cell transplantation

therapy [6]. The patient was a 69-year-old man with a

10-year history of PD. His symptoms of tremors and

postural balance disorder were increasingly serious and

levodopa and other drugs were ineffective. With the

patient’s informed consent and approval of the US Food

and Drug Administration, he received personalized dopa-

mine neural precursor cell autograft transplantation ther-

apy. Before the clinical trial, neurologists performed

neurological examinations and evaluations, followed by a

stereotactic injection into the left putamen, and 6 months

later, into the right putamen. CT was performed immedi-

ately after the injections and no bleeding was found. A

series of detailed neurological examinations and evalua-

tions were performed over 24 months after the injections,

and graft survival was assessed by 18F-DOPA PET. After

clinical evaluation, the patient had no adverse events or

dyskinesias during follow-up. Scores on the MDS-UPDRS,

part III (to assess parkinsonian motor signs), after over-

night withdrawal of dopamine replacement therapy (‘‘off’’)

were 43 at 4 weeks after the first implantation and 33 at 24

months. The scores at the peak dose of dopamine
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replacement therapy (‘‘on’’) were 38 at the time of

implantation, and 29 at 24 months. PDQ-39 scores (to

assess parkinsonian disease-related quality of life; lower

scores indicate better quality) were 62 at the time of

implantation, and 2 at 24 months. Certainly, he did not

follow the usual worsening trajectory of PD patients and

showed some evidence of small improvements. The use of

an autologous source rather than human embryonic stem

cells or other allogeneic tissues has the major theoretical

advantage of removing the need for immunosuppression.

The results greatly encourage researchers in cell replace-

ment therapy, and promote cell transplantation therapy to

the clinical stage; this is a milestone of progress.

In the past few decades, cell transplantation therapy has

been advancing. In 1998, Thomson reported embryonic

stem cell lines from human blastocysts for the first time,

and Kazutoshi reprogrammed human skin fibroblasts into

induced pluripotent stem cells for the first time in 2007 [7],

after which the development of human pluripotent stem

cells entered a new era. PD researchers are also constantly

exploring and promoting the clinical application of basic

stem cell research. In 2011, Sonja differentiated embryonic

stem cells into dopaminergic precursor cells through a

novel method and greatly improved their quality. These

cells were then transplanted into mouse, rat, and monkey

models of PD. Eventually, they found that grafts can

survive without forming teratomas, and the symptoms in

animals improve to some extent after the transplants [8]. In

2017, Tetsuhiro transplanted dopaminergic neural precur-

sor cells derived from induced pluripotent stem cells from

healthy people and patients with PD into a monkey model

of PD, and after two years of examination and evaluation,

found that the transplanted cells were alive, the symptoms

were improved, and some markers, including the Dlk1

gene, may be used to predict the presence of donor cells in

good condition [9]. Since then, many institutions have

carried out clinical trials of dopaminergic neural precursor

cells differentiated from human pluripotent stem cells in

the treatment of PD.

Although we are optimistic that such research may bring

hope for a cure of PD, the tumorigenicity, immunogenicity,

and inherent heterogeneity of cells still pose many

problems such as cell source, cell quality, injection

method, and the number of transplanted cells, which

directly or indirectly affect the efficacy of cell replacement

therapy. Quality control is the lifeline of a cell product;

how to manage cell transplantation in all kinds of clinical

experiments is an urgent problem that needs to be solved.

Currently, in China, the issue of registration and approval

regulations for clinical trials of similar drugs using stem

cells is being explored. As Lindvall emphasized, we should

take a rational, scientific, and rigorous approach to the

therapeutic effects of clinical trials for PD and continue to

optimize the transplantation program [10]. Many col-

leagues in China who are also doing this kind of work.

Let’s work together to promote the project.
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The projections from hypothalamic magnocellular neu-

roendocrine cells (MNCs) to the posterior pituitary (PPi)

are traditionally defined as the hypothalamo-neurohy-

pophysial system (HNS), which releases oxytocin (OXT)

and arginine vasopressin (AVP) into the blood stream to

regulate peripheral function [1]. Recently, accumulating

evidence has confirmed that OXT and AVP are not only

involved in peripheral regulation [2], but also contribute to

various central actions [3, 4], such as memory and social

and stress-related behaviors [5]. However, peripherally

released OXT and AVP rarely cross the blood-brain barrier

and return to the central nervous system. So, whether and

how they exert central effects remain to be elucidated. It is

supposed that MNCs projecting to the PPi also have

collaterals projecting centrally, and these might be respon-

sible for the central actions of OXT and AVP. But there has

been no cell-type-specific dissection of the hypothalamic

MNC projections, due to the limited methods and tech-

niques for imaging and manipulation. Recently, in Neuron

[6], researchers at Zhejiang University and Huazhong

University of Science and Technology in China report the

skillful use of multiple viruses and advanced techniques to

the realize cell-type specific labeling and manipulation of

hypothalamic MNCs. This is the first report of the three-

dimensional reconstruction and cell-type specific func-

tional dissection of the HNS in coordinating both periph-

eral and central actions, which provide technical references

and new insights into the MNC-related mechanisms

underlying central behaviors and psychiatric diseases

(Fig. 1).

Despite the pivotal importance of the HNS in neuroen-

docrine regulation, knowledge on its general structure is

poor due to the limited labeling efficiency of traditional

tracers and the low resolution of imaging techniques [7, 8].

To fully reconstruct the architecture of the HNS and

selectively label the PPi-projecting MNC ensemble in

Sprague-Dawley rats, the authors applied the advanced

retrograde viral tracer Retro-GFP, which was injected into

the PPi to selectively label the cell ensemble directly

innervating the neurohypophysis as GFP? cells. To assess

the neuroendocrine nature of the labeled cells, Fluoro-Gold

(FG) was injected intraperitoneally to label the neuroen-

docrine neurons as FG? cells. And the results showed that

100% of the GFP? cells in the hypothalamic supraoptic

(SON) and paraventricular (PVN) nuclei were co-labeled

with FG, which demonstrated that the labeled GFP? cells

were neuroendocrine neurons. Moreover, the authors used

a well-established marker for parvocellular neuroendocrine

cells (PNCs), thyrotropin-releasing hormone (TRH), to

label the PNCs and found no co-localization of GFP? and

TRH? cells in the PVN, which further identified the GFP?

cells as MNCs rather than PNCs [9]. Above all, the

retrograde viral tracing with Retro-GFP proved to be a fine

choice to label the HNS with higher labeling efficiency and

specificity for the first time, and it is impressive that the

authors cleverly used viral and immune markers to exclude

the interference of non-neuroendocrine neurons and PNCs.

Although this method has made advances, it is still not

quite perfect. For example, all neurons in the SON project

to the neurohypophysis [10], but only 60% of the FG? cells

in the SON were co-labeled with GFP. This result indicates

that although Retro-GFP has higher efficiency, it still

cannot achieve 100% labeling of PPi-projecting MNCs due
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to defective viral infection and retrograde transport, which

might affect the integrity of the HNS structure. Moreover,

the method of labeling neuroendocrine neurons by

intraperitoneally-injected FG is not generally acknowl-

edged and its efficiency needs to be adequately verified.

Besides efficient viral tracers, advanced imaging tech-

niques with higher resolution are also crucial for a clear

visualization of the HNS. Then, with the above established

method for selective labeling, the authors further used

advanced fluorescent micro-optical sectioning tomography

(fMOST) to make a 3D reconstruction of the HNS at high

resolution. The 3D overview and measurement of the HNS

showed that labeled MNCs were distributed in [8

hypothalamic nuclei, and they were divided into three

MNC ensembles: a principal MNC nucleus with abundant

GFP? cells, an accessory MNC nucleus with densely-

packed GFP? cells, and a scattered MNC system with

scattered GFP? cells. However, it is noteworthy that GFP?

fibers were observed outside the hypothalamus, such as in

the piriform cortex, amygdala, and nucleus accumbens, and

they likely represent central collaterals of the PPi-project-

ing MNCs. Subsequently, the authors delineated the

morphology of MNCs by single-cell reconstruction and

provided more clear illustrations of the axons from the PPi-

projecting MNCs. Moreover, the authors further designed

two dual-viral strategies in both anterograde and retrograde

directions, and verified that PPi-projecting MNCs really

sent collaterals to extra-hypothalamic areas. In previous

studies, knowledge of the general structure of the HNS was

poor, and MNCs were traditionally considered to send

unipolar axons to the neurohypophysis [11]. Here, the

authors inspiringly revealed central collaterals from the

PPi-projecting MNCs for the first time, which is pivotal in

revealing the previously unrecognized complexity of the

HNS and provides structural evidence for PPi-projecting

MNCs in coordinating both peripheral and central actions.

Moreover, the reconstructed atlas needs continuing

improvement with more data to summarize the collaterals

of PPi-projecting MNCs from different hypothalamic

subregions and distinguish their cell subsets in the future,

which will benefit the functional dissection of MNC-

related circuits.

After the structural imaging of MNC projections, the

authors investigated their function in coordinating both

peripheral and central actions. In this study, a majority of

the PPi-projecting MNCs were shown to be magnocellular

OXT (Magno-OXT) neurons through immunostaining with

OXT antibody. Moreover, Magno-OXT neurons projected

collaterals to multiple extra-hypothalamic regions, includ-

ing the amygdala, caudate-putamen, and nucleus accum-

bens, reported for the first time in this study. Then, the

authors generated an OXT-Cre rat line, and found that

chemogenetic manipulation of Magno-OXT neurons coor-

dinated both peripheral and central OXT-mediated actions.

Particularly, the promotion of locomotion induced by

chemogenetic activation of Magno-OXT neurons was

reversed by infusing an OXT receptor antagonist into the

caudate-putamen, further verifying the central release of

OXT by Magno-OXT neurons. Although previous studies

have already reported the role of central OXT in various

social and stress-related behaviors, they did not specify the

underlying related circuits. Here, the authors specifically

demonstrated for the first time that Magno-OXT neurons

release central OXT, and they are involved in the circuits

mediating OXT-related central actions, breaking new

ground in dissecting the oxytocinergic circuit mechanisms

underlying OXT-related central behaviors and mental

disorders. However, the wide distribution of PPi-projecting

MNCs enhances the difficulty in area-specific labeling and

manipulation of the Magno-OXT neuronal ensembles in

different hypothalamic nuclei. Nevertheless, a dual-viral

strategy by infusing Retro-DIO-Flp into the PPi and AAV-

fDIO-hM3d/hM4d-EGFP into different hypothalamic

nuclei in OXT-Cre rats might be a feasible method to

overcome the difficulty. Moreover, other than OXT, MNCs

also release other peptides, such as AVP, which has also

been reported to be involved in central behaviors [12].

Therefore, future studies on the function of MNCs should

also pay attention to Magno-AVP neurons or any other

peptide-releasing magnocellular neurons. Although the

functional dissection was not exhaustive, it at least offered

technical references for future MNC-related studies.

Fig. 1 Magnocellular oxytocin neurons coordinate both peripheral

and central actions. The projections from hypothalamic magnocellular

oxytocin cells (Magno-OXT neurons) to the posterior pituitary (PPi)

were traditionally defined as the hypothalamo-neurohypophysial

system (HNS); they release oxytocin (OXT) into the peripheral blood

stream to regulate peripheral function. Magno-OXT neurons also

project to extra-hypothalamic nuclei, including the amygdala (AMY),

caudate-putamen (CPu), nucleus accumbens (NAc), piriform cortex

(Piri C), and auditory cortex (Audi C), to regulate central function.
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In conclusion, this study not only provides advanced

techniques and an efficient strategy for mapping the

connectivity of the HNS, it also offers new insights for

exploring the circuit mechanisms underlying MNC-related

central behaviors and mental diseases, such as stress,

autism, and anxiety-related disorders [13]. Although map-

ping of the HNS has been reported in earlier studies, the

poor efficiency of traditional retrograde tracers and imag-

ing instruments limited the structural dissection. Now,

combing advanced retrograde viral tracers with high-

resolution imaging fMOST, this study provides a full and

clear reconstruction of the HNS architecture for the first

time. Moreover, the authors first realized the specific

labeling of Magno-OXT neurons in OXT-Cre rats, which is

of great importance for further function dissection. Cer-

tainly, the present study is just the beginning for MNC-

related circuit investigation and many valuable issues still

need further research. First, MNCs are distributed in

various hypothalamic nuclei, and it is important to

segregate their anatomical and functional characteristics.

Second, MNCs primarily release OXT and AVP, and it

would be valuable to distinguish the roles of Magno-OXT

neurons and Magno-AVP neurons in behaviors. Above all,

this study used state-of-the-art techniques in the tracing and

manipulation of MNCs, providing valuable references for

further illumination of neuroendocrine networks.
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