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Abstract Genetic composition plays critical roles in the

pathogenesis of autism spectrum disorder (ASD). Espe-

cially, inherited and de novo intronic variants are often

seen in patients with ASD. However, the biological

significance of intronic variants is difficult to address.

Here, among a Chinese ASD cohort, we identified a

recurrent inherited intronic variant in the CHD7 gene,

which is specifically enriched in East Asian populations.

CHD7 has been implicated in numerous developmental

disorders including CHARGE syndrome and ASD. To

investigate whether the ASD-associated CHD7 intronic

variant affects neural development, we established human

embryonic stem cells carrying this variant using CRISPR/

Cas9 methods and found that the level of CHD7 mRNA

significantly decreased compared to control. Upon differ-

entiation towards the forebrain neuronal lineage, we found

that neural cells carrying the CHD7 intronic variant

exhibited developmental delay and maturity defects.

Importantly, we found that TBR1, a gene also implicated

in ASD, was significantly increased in neurons carrying the

CHD7 intronic variant, suggesting the intrinsic relevance

among ASD genes. Furthermore, the morphological defects

found in neurons carrying CHD7 intronic mutations were

rescued by knocking down TBR1, indicating that TBR1

may be responsible for the defects in CHD7-related

disorders. Finally, the CHD7 intronic variant generated

three abnormal forms of transcripts through alternative

splicing, which all exhibited loss-of-function in functional

assays. Our study provides crucial evidence supporting the

notion that the intronic variant of CHD7 is potentially an

autism susceptibility site, shedding new light on identifying

the functions of intronic variants in genetic studies of

autism.

Keywords Autism � CHD7 � Intronic variant � Inherited

variant � TBR1

Introduction

Autism spectrum disorder (ASD) is known as a specific

group of neurodevelopmental disorders characterized by

impairments in social interaction and stereotyped behaviors

[1]. Although both genetic and environmental factors may

contribute to the autistic symptoms, recent genome-wide

analyses indicate that genetic composition is the dominant

cause of ASD [2–4]. The genetic architecture of ASD is
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highly heterogeneous as[ 100 risk genes have been found

[5, 6]. Analysis of de novo and inherited rare variations

linked to ASD has identified convergent functional themes,

such as neuronal development and axon guidance, signal-

ing pathways, and chromatin and transcription regulation

[7–9].

Due to the genetic heterogeneity, one strategy is to

perform genome sequencing for a large number of ASD

families and identify risk genes more comprehensively. As

a result of the increasing resolution and decreasing cost of

DNA sequencing technology such as karyotyping, microar-

rays, whole-exome sequencing, and whole-genome

sequencing, nearly 20% of ASD cases can be explained

by identifiable genetic causes, while the rest remain

unclear. So far, most efforts have been focused on rare

deleterious de novo single-nucleotide variants (likely gene-

disrupting variants) on coding regions or splicing sites.

However, multiple common inherited variants are clearly

suspect factors for ASD [10]. Since inherited variants are

also present in unaffected parents, identifying the causal

relationship between inherited variations and ASD patho-

genesis requires neurobiological evidence as well as

genetic evidence [11, 12].

The current largest genetic sequencing projects for ASD

cohorts are from Europe and the USA, which are mostly

composed of Caucasian, Latino, Ashkenazi Jewish, and

African–American populations. Due to the genetic and

geographical differences between Caucasians and Asians,

the potential genetic causes for Asians population may

incompletely overlap with those in the western world.

Considering the vast population of China, there is no doubt

that a large population of individuals with ASD exist in the

Chinese population. Identification of the ASD risk genes

based on the Chinese population is not only critical to

provide precise diagnoses and specific interventions for

Chinese ASD patients, but also to provide an important

missing piece for a comprehensive and in-depth under-

standing of autism [13].

Therefore, we set out performing whole-exome sequenc-

ing for Chinese ASD probands along with their parents to

identify mutations that do not exist in common databases

and to explore the new pathogenesis of ASD.

Materials and Methods

Ethics Statement

We obtained assent from the Institutional Review Board

(IRB), Shanghai Mental Health Center of Shanghai Jiao

Tong University (Federalwide Assurance Number:

00003065; IRB Organization Number: 0002202). Dr. Yi-

Feng Xu approved and signed our study with ethical review

number 2016–4. Written informed consent was given by

parents since all patients were minors. All participants were

screened using the appropriate protocol approved by the

IRB of Shanghai Mental Health Center, Shanghai Jiao

Tong University School of Medicine.

Participants

A total of 168 core families with probands diagnosed with

ASD were recruited from among the outpatients in the

Department of the Child and Adolescent Psychiatry,

Shanghai Mental Health Center. All patients were diag-

nosed on the basis of the fifth edition of the Diagnostic and

Statistical Manual of Mental Disorders. All patients were

Han Chinese and their ages ranged from 2 to 18 years.

Human H9 Embryonic Stem Cells (hESCs)

hESCs (H9, line WA09 (WiCell), passages 20–40) were

cultured on a feeder layer of irradiated mouse embryonic

fibroblasts in a humidified incubator with 5% CO2 at

37 �C. The hESC medium containing DMEM/F12 (Gibco),

20% Knock Serum Replacement (Gibco, 10828010),

0.1 mmol/L beta-mercaptoethanol (Sigma), 1% (v/v)

Non-Essential Amino Acids (NEAA, Life Technologies),

and 0.5% (v/v) GlutaMAX (Life Technologies). The

medium was changed every day with 10 ng/mL of basic

fibroblast growth factor (PeproTech). hESCs were pas-

saged every 7 days. hESCs with an intronic mutation (8-

61757392-C-T) were transformed from H9 hESCs by

introducing an intronic mutation and two synonymous

mutations by homology-mediated end joining-based tar-

geted integration using CRISPR/Cas9. The editor vector

(Addgene #48138) containing the small guiding RNA

(sgRNA) that targeting exon sequence of CHD7, together

with the donor vector containing a 1.6 kB homologous

sequence of CHD7 and carrying an intronic mutation and

two synonymous mutations, were transfected into H9

hESCs by liposome. Single GFP? cells were isolated using

flow cytometry and cultured. The cells with an intronic

point mutation were identified by DNA sequencing.

Human Embryonic Kidney (HEK) 293 Cells

HEK293 cells were purchased from Cell Bank of the

Chinese Academy of Sciences (Shanghai, China). HEK293

cells with the intronic mutation (8-61757392-C-T) were

transformed from HEK293 cells by introducing an intronic

mutation and two synonymous mutations by homology-

mediated end joining-based targeted integration using

CRISPR/Cas9. The editor vector (Addgene #48138) con-

taining the small guiding RNA (sgRNA) that targeting

exon sequence of CHD7, together with the donor vector

123

1092 Neurosci. Bull. August, 2021, 37(8):1091–1106



containing a 1.6 kB homologous sequence of CHD7 and

carrying an intronic mutation and two synonymous muta-

tions, were transfected into H9 hESCs by liposome. Single

GFP? cells were isolated using flow cytometry and

cultured. The cells with the intronic point mutation were

identified by DNA sequencing. HEK293 synonymous

control cells were similar to HEK293 intronic mutation

cells with two synonymous mutations but without the

intronic mutation. All the HEK293 cells were cultured in

DMEM (Gibco/Life Technologies) with 10% FBS (Gibco/

Life Technologies) at 37 �C in a 5% CO2 incubator

(Thermo Scientific Heraeus).

The primers for cell genotypes were as follows:

CHD7-forward: GAAGTTCACAGGAGCCAGAG

CHD7-reverse: CAGAAAGTAGAATGGTGATTGCCAG

Primary Cultures of Cortical Neurons

Mouse cortical neurons were cultured from E14.5 C57BL/

6J of either sex. Cerebral cortices were dissected, disso-

ciated, and cultured in 0.5 mL/well Neurobasal medium

(Gibco, 21103-049) with 2% B27 (Gibco, 17504-044) and

2 mmol/L Glutamax-I (Gibco, 35050-061) on Lab-Tek II

Chamber Slides (Thermo Fisher Scientific, 154941) at

100,000 cells/cm2. For the axon and dendrite experiments,

the neurons were transfected by Lipo3000 (Invitrogen,

L3000075) with 0.9 lg vector, following the Lipofec-

tamineTM 3000 Reagent Protocol, 24 h after plating. After

transfection, the cultures were fed with new medium every

2 days.

Plasmid Construct

The gene editor vector was an sgRNA targeting sequence

cloned in CRISPR/Cas9 vector (Addgene #48138). The

donor vector was the homologous arm cloned in pUC57.

The vector that expressed GFP was FUGW (Addgene

#14883). The control expression vector was FUGW with

GFP removed. The vector expressing CHD7 was a gift

from Prof. Wei-Jun Feng (Institutes of Biomedical

Sciences Fudan University, Shanghai, China). The vectors

expressing alternative forms of CHD7 (exons 22–23

deletion and exons 22–23 duplication) were modified by

enzyme ligation and homologous recombination from the

vector expressing CHD7. The shRNAs for mouse Chd7,

human CHD7, and human TBR1 were cloned into the

FUGW-H1 vector (Addgene #25870); the shRNA for

control was DsRed.

The shRNA sequences were as follows:

mouse Chd7: GCAGCAGCCTCGTTCGTTTAT

human CHD7: GCAGCAGTCTCGTCCATTTAT

human TBR1: GCCTTTCTCCTTCTATCATGC

DsRed: AGTTCCAGTACGGCTCCAA

Whole-Exome Sequencing

DNA was extracted from the peripheral blood of patients

and their parents using the DNeasy Blood & Tissue Kit

(Qiagen, 69506, Germany), following the manufacturer’s

instructions. For each sample to be sequenced, individual

library preparation, hybridization, and capture were per-

formed following the protocol of the Agilent SureSelect

capture kit (V5) or the IDT XGen Exome Research Panel.

Sequencing was performed on an Illumina HiSeq X-10

instrument (Illumina) following the manufacturer’s proto-

col (HiSeq X-10 System User Guide).

Variation Identification by Sanger Sequencing

Based on the data from whole-exome sequencing (WES),

all families with probands carrying CHD7 variations were

selected for Sanger sequencing to validate whether the

variations were de novo or inherited from parents. The

primers for Sanger sequencing were as follows:

CHD7-forward: CCAGGGTTAGCTTTGTGGGT

CHD7-reverse: TGGCTTTGTGACCCTGTAGC

RNA Isolation and Reverse Transcription

Each group of cells was dissociation in 1 mL TRIzol

(Invitrogen, 15596018). Total RNA was isolated using the

method in the user guide for TRIzolTM Reagent. Reverse

transcription used the Reverse Transcriptase M-MLV kit

(TaKaRa, D2639B). One microgram of total mRNA and

50 nmol oligo dT were used as primers in the reverse

transcription.

Quantitative Real-Time RT-PCR (qPCR)

For qPCR analysis, the gene expression of cDNA samples

was analyzed using SYBR green (Toyobo, QPK-201). The

qPCR program was three steps with melting as follows:

95 �C denaturation for 10 min, followed by 40 cycles of

95 �C for 10 s, 60 �C for 15 s, and 72 �C for 20 s. The

RNA level was calculated and standardized using the DCt

method and the GAPDH expression level as control.

The primers for qPCR were as follows:

CHD7 exon 19-forward: ACGAAAAGGGGCCTATG

GTG

CHD7 exon 20-reverse: TTCAGCCTTCTTAGCCCA

CT

CHD7 exon 25-forward: TCCCTGAACCTTTCCATG

CT

CHD7 exon 26-reverse: TCCCTGAACCTTT

CCATGCT

CHD7 exon 35-forward: ATGGCTGAAGCTGCACC

CTA
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CHD7 exon 38-reverse: AGGCGGTCAAACATCGA

CTC

CHD7 intronic retention-forward: TGGAGAAGAATC

TGCTTGTCTATGGG

CHD7 intronic retention-reverse: TCTGGGCTTTCAC

CTTCTTT

CHD7 exon 22–23 deletion-forward: AATCTGCTTG

TCTATGGGGTCC

CHD7 exon 22–23 deletion-reverse: TCCCTGAACCTT

TCCATGCT

CHD7 exon 22–23 duplication-forward: CAACCATT

CCGGTTTGTCAGC

CHD7 exon 22–23 duplication-reverse: TCTGGGCTTT

CACCTTCTTT

TBR1-forward: GACTCAGTTCATCGCCGTCA

TBR1-reverse: TGCTCACGAACTGGTCCTG

GAPDH-forward: CATCGCTCAGACACCATGGG

GAPDH-reverse: CCTTGACGGTGCCATGGAAT

Chd7-forward: TCCACATTTGCTAAGGCCAG

Chd7-reverse: TTCAGCCTTCTTAGCCCACT

Gapdh-forward: GTGAAGGTCGGTGTGAACGG

Gapdh-reverse: CGCTCCTGGAAGATGGTGAT

Differentiation of Dorsal Forebrain Glutamate

Neurons

hESC colonies were cultured with daily medium changes

until they reached approximately 80% confluence. Then,

the colonies were detached from the feeder layer by

digestion with dispase (Life Technologies), and re-sus-

pended in hESC medium for 4 days to form embryoid

bodies (EBs). For neural induction, the EBs were cultured

in neural induction medium [DMEM/F12, 1% (v/v) N2

supplement, 5% (v/v) B27 without RA, 1% (v/v) NEAA,

all from Life Technologies (NIM)] supplemented with SB-

431542 (2 lmol/L, Stemgent) and DMH-1 (2 lmol/L,

Tocris) for 3 days. The EBs were then attached to a 6-well

plate in NIM supplemented with 5% fetal bovine serum.

The cells were fed with NIM every other day until neural

tube-like rosette formation at around day 16. Then, the

rosettes were blown off using a 1-mL pipette and cultured

in suspension. After 2 days, the cell clusters formed

neurospheres, and then the medium was changed every

other day. On day 26, the neurospheres were digested into

single cells using accutase, and seeded at * 40,000 cells/

cm2 on coverslips pre-coated with Matrigel. After 5 h–6 h,

neuronal differentiation medium [neural basal media, 1%

(v/v) N2, BDNF (10 ng/mL, PeproTech), GDNF (10 ng/

mL, PeproTech), cAMP (1 lmol/L, Sigma), IGF-I (10 ng/

mL, PeproTech), and AA (200 lmol/L, Sigma)] was added

to the wells, and the medium was changed weekly.

Immunohistochemical Staining

Cultured cells were washed with PBS for 5 min, fixed in

4% PFA at room temperature for 30 min, then washed

twice with PBS every 10 min. The cells were blocked with

5% BSA and 0.3% TritonX-100 in PBS at room temper-

ature for 2 h, then incubated overnight at 4 �C with

primary antibody in 3% BSA and 0.1% TritonX-100 in

PBS. After washing 3 times with PBS every 10 min, they

were incubated at room temperature with secondary

antibody and DAPI in PBS for 2 h, then washed 3 times

with PBS every 10 min.

The primary antibodies and dilutions were as follows:

Anti-SOX2 (R&D, AF2018, 1:500)

Anti-PAX6 (DSHB, AB-528427, 1:10)

Anti-TUJ1 (Sigma, T8660, 1:5000)

Anti-KI67 (Abcam, ab15580, 1:800)

Anti-CHD7 (CST, #6505, 1:1000)

Anti-GFP (Abcam, ab6673, 1:400)

Anti-MAP2 (Millipore, MAB3418, 1:1000)

Anti-SMI312 (Biolegend, 837904, 1:1000)

Anti-TBR1 (Abcam, ab31940, 1:1000)

Anti-CTIP2 (Abcam, ab18465, 1:200)

Hoechst (Life-tech/3570, 1:2000)

DAPI (Sigma, D9542, 1:1000)

Western Blot

SDS-polyacrylamide gradient gel (4%–20%) was used in

the Western blot; the electrophoresis program was 80 V for

30 min and then 120 V for 180 min. Proteins were

transferred onto Immobilon polyvinylidene difluoride

membranes (Millipore) for 210 min at 200 mA. The

membrane was blocked by TBST (50 mmol/L Tris-HCl,

pH 7.5, 150 mmol/L NaCl, and 0.1% Tween 20) with 5%

BSA for 2 h at room temperature, incubated overnight at

4 �C with primary antibody in 3% BSA, then washed 3

times with TBST every 10 min. The membrane was treated

with secondary antibody for 2 h at room temperature, then

washed 3 times with TBST every 10 min. The reaction was

analyzed using imaging film.

The primary antibodies and dilutions were as follows:

Anti-CHD7 (CST, #6505, 1:1000)

Anti-GAPDH (ab8245, 1:5000)

Analysis of Dendrites and Axons

About 40–50 GFP-positive (GFP?) neurons were picked up

randomly from each group. The searcher was blinded until

statistical analysis was completed. The images were

analyzed using Fiji software: all dendritic branches and

secondary branches, the longest axon and secondary

branches, and the total length of all neurites were taken
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into account. At least three independent experiments were

performed,

Alternative Splicing Analysis

cDNA was segmentally amplified by PCR. The products

were separated by agarose gel electrophoresis and

retrieved, then ligated with pGEM-T Easy Vector (Pro-

mega). The ligation products were transformed into

Escherichia coli Top10 and monoclonal culture. At least

40 monoclonals were sequenced per sample.

Transcriptome Analysis (RNAseq)

For RNA-sequencing, total RNA was extracted and

subsequently a sequencing library was prepared using the

Illumina TrueSeq Total RNA Sample Prep Kit and

sequenced on the Illumina Hi-Seq 2000. The clean reads

were aligned to 9606 (NCBI Taxonomy ID) genome

(version: GRCh38) using Hisat2. We applied HTseq to

calculate the counts of genes. Reads/Fragments Per Kilo-

base Million Reads was used to standardize the expression

data. We applied the DEseq2 algorithm to filter the

differentially-expressed genes, then we filtered fold-change

(FC) and false discovery rate (FDR) under the following

criteria: (a) log2(FC)[ 0.585 or \- 0.585;

(b) FDR\ 0.05. For Gene ontology (GO) analysis, we

downloaded the GO annotations from NCBI (http://www.

ncbi.nlm.nih.gov/), UniProt (http://www.uniprot.org/) and

GO (http://www.geneontology.org/). Fisher’s exact test

was applied to identify the significant GO categories and

FDR was used to correct the P-values.

Statistical Analysis

Statistical tests were carried out using GraphPad Prism 6

(GraphPad Software, Inc., RRID:SCR_002798). Two-

tailed Student’s t-test was used for sample pairs, one-way

ANOVA followed by Tukey’s multiple comparison tests

was used for 3 or more groups. Data distribution was tested

by the Kolmogorov–Smirnov and Shapiro–Wilk tests in

SPSS software (IBM, RRID:SCR_002865). The data

distribution was normal. Results are shown as the mean ±

SEM, and ‘‘n’’ represents either the number of neurons

(for morphological analysis) or the number of repeated

experiments (for qPCR and RNAseq). Mouse cortical

neurons were independently obtained at least 3 times from

3 different litters. Stem cell differentiation was carried out

independently in at least 3 batches. All data analyses were

performed blinded to the experimental conditions. All

conditions statistically different from the control are

indicated as: *P\ 0.05; **P\ 0.01; ***P\ 0.001;

****P\ 0.0001. If the data were not in the 95% confi-

dence interval of the group, they were excluded.

Results

An Intronic Variant of the CHD7 Gene Found

in Chinese Patients with ASD Leads to Down-

Regulation of CHD7 mRNA

After whole-exome sequencing for 167 ASD probands and

their parents from Shanghai Mental Health Center, we

identified an intronic variation in the CHD7 gene

(NM_017780.3:c.4851-31C[T, het) in 6 probands

(Fig. 1A). Variants of five probands were inherited

paternally, and one variant was inherited maternally and

his non-carrier brother was unaffected (Fig. 1B). Sanger

sequencing was carried out to confirm the presence of the

variant (Fig. 1C).

When we examined the frequency of this variant

(rs149348445) in various populations in the gnomAD

database, we surprisingly found that this variant only

existed in East Asia populations as a common variant with

relatively low frequency (0.39%), and not in Caucasian or

other populations. However, this variant had a nearly

10-times enriched frequency (3.6%, 6/167) in our ASD

cohort, strongly suggesting that this variant is implicated in

ASD.

The CHD7 protein belongs to the CHD family of

chromatin remodelers and catalyzes the translocation of

nucleosomes along DNA in chromatin [14]. Mutations of

the CHD7 gene are the major cause of CHARGE

syndrome, which is characterized by coloboma of the

eye, heart defects, atresia of the choanae, retardation of

growth and development, genital abnormalities, and ear

abnormalities [15]. Children with CHARGE syndrome

frequently exhibit autistic-like deficits in vocalization,

social responsiveness, and repetitive behaviors, suggesting

that CHD7 has a direct impact on autism [16].

Due to the high variability of non-coding regions

between rodents and humans, the mouse Chd7 gene does

not contain similar sites with which we could make mouse

models to mimic the condition. Therefore, to investigate

whether this intronic variant affects the expression of the

CHD7 gene, we set out to perform mutagenesis in hESCs.

The point mutation was introduced into hESCs (H9) by

homology-mediated end joining-based targeted integration

with CRISPR/Cas9 technology [17]. Two synonymous

mutations were also introduced into the sgRNA target

region within exon 22 to avoid unwanted digestion by Cas9

after recombination (Fig. 1D). Two sub-clones (hom1-H9-

hESCs and hom2-H9-hESCs) were successfully estab-

lished, which carried the intronic mutations in a
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homozygous manner (hom; Fig. S1A). Unfortunately,

heterozygous mutations (het) failed to be established.

In order to eliminate the risk of off-target effects, the

sgRNA used was not matched with any regions outside the

target. Nevertheless, we verified the top five predicted high

risks (Fig. S1B) and no off-targets were found.

To determine whether the point mutation affected the

expression of CHD7, we analyzed the mRNA expression

using real-time qPCR with multiple primer pairs amplify-

ing exons adjacent to the intronic variant site and the

mRNA terminus. We found that the relative amount of

CHD7 mRNA was down-regulated in both cell lines

carrying homozygous mutants (hom1-H9-hESCs and

hom2-H9-hESCs) compared to H9 wild-type cells, using

primer pairs amplified upstream (exons 19–20) or down-

stream exons (exons 25–26) of the point mutation, as well

as a primer pair amplifying the 3’ end of mRNA (exons

35–38) (Fig. 1E–G). This evidence indicated that the

intronic variant (ch8-61757392-C-T) in the CHD7 gene

affects the expression of CHD7 in human cells.

Intronic Variation of CHD7 Delays Neuronal Dif-

ferentiation of Human ESCs

Chd7 has been implicated in adult neurogenesis and the

neural differentiation of cerebellar granule cells in mice

[18, 19]. In order to study whether the intronic variation of

CHD7 found in autistic patients affects neuronal differen-

tiation, we differentiated hESCs into dorsal forebrain

glutamate neurons according to an established protocol

(Fig. S2A).

On day 28 (D28) of neural differentiation, we first

examined whether the proliferation of NPCs was affected

by the intronic variant of CHD7. We performed

Fig. 1. An intronic variation of CHD7 found in Chinese ASD

patients leads to down-regulation of CHD7 mRNA. A Position of the

intronic variation in the genomic structure of the CHD7 gene.

B Genogram of the six families with probands carrying the CHD7
variation (blank, non-carrier; blank with dot, asymptomatic carrier;

solid, affected carrier; squares and circles represent males and

females, respectively). C Sanger sequencing to verify the intronic

variation in the CHD7 gene (red arrowheads, variant base).

D Schematic of gene editing (purple arrowhead, normal base; red

arrowheads, introduced mutant bases; HAL/HAR, left/right homology

arm). E–G mRNA levels assessed by RT-qPCR for CHD7 in cell

lines carrying homozygous mutants (hom1 and hom2) with primers

located in exons 19–20 (E); exons 25–26 (F); and exons 35–38 (G).

Values represent the mean ± SEM (n = 3, *P\ 0.05, **P\ 0.01,

***P\ 0.001, ****P\ 0.0001; one-way ANOVA). See also

Fig. S1.
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immunostaining using antibodies against the proliferation

marker KI67 and the neural stem cell marker SOX2. We

found that the percentage of KI67-positive cells among

SOX2-positive cells were similar in NPCs derived from

wild-type H9 cells and the two cell lines (hom1-H9-hESCs

and hom2-H9-hESCs) carrying homozygous variants

(Fig. 2A, B), suggesting that the intronic variation has no

effect on the proliferation of human NPCs.

In order to further examine the process of neural

differentiation, we performed immunostaining for SOX2

(an early neural stem cell marker), PAX6 (an intermediate

neural stem cell marker), and TUJ1 (a neuronal marker) on

D28 (Fig. 2C). We first found that most of the neuronal

cells derived from wild-type or mutant hESCs expressed

the dorsal forebrain progenitor marker PAX6 in a similar

proportion, suggesting that the intronic mutation of CHD7

did not affect the dorsal forebrain progenitor differentiation

of hESCs (Fig. 2D). Interestingly, there were more SOX2-

positive cells in the culture derived from both mutant hESC

lines than in those from wild-type hESCs (Fig. 2E). In

contrast, the proportion of TUJ1-positive cells derived

from mutant hESCs was much lower than that in wild-type

hESCs (Fig. 2F). These results are consistent with the

previous report that a lack of Chd7 in mouse neural stem

cells causes delayed neural differentiation [18].

Taken together, this evidence strongly suggests that the

increase of SOX2-positive cells in hESCs-derived neurons

carrying the intronic variant is most likely due to the

delayed differentiation of forebrain stem cells, rather than

increased proliferative capacity.

Chd7 plays a critical role in chromatin remodeling, and

it has been shown that loss of Chd7 leads to dramatic

changes in gene expression [19]. To further determine the

molecular mechanism by which CHD7 regulates neural

differentiation, we performed RNA-seq with RNA col-

lected from neural precursor cells at D26 after the initiation

of neural differentiation. We found that the expression of

numerous genes changed significantly in NPCs carrying

CHD7 intronic variants comparing to wild-type NPCs

(Fig. 2G, H). Altered genes were involved in biological

processes including dopaminergic neuron differentiation,

dentate gyrus development, and the Wnt signaling pathway

(Fig. S2B). Genes closely associated with neural differen-

tiation and development are of great interest, (marked with

an asterisk in Fig. 2G, H) and we carried out real-time

qPCR to verify the expression change (Fig. S2C–J).

Among them, LMX1A is required for proper ear histoge-

nesis and morphogenesis [20], and loss of hearing is a

pivotal defect of the CHARGE syndrome. WNT5A, a

critical gene in the Wnt signaling pathway, favors bone

marrow MSC differentiation into osteoblasts by inhibiting

the function of activated PPARc through complex forma-

tion between NLK, SETDB1, and CHD7 [21]. LAMB1 is

one of the risk genes for ASD [22]. This evidence indicates

that the intronic variant in the CHD7 gene leads to the

dysregulation of a series of critical genes that are

implicated in neural developmental disorders, and the

effect is similar to that caused by gene deletion.

Intronic Variation of CHD7 Impairs Neurite Devel-

opment and Dendritic Morphology

Cortical glutamatergic neurons comprise the major excita-

tory network in the central nervous system [23]. Gluta-

matergic neurons play critical roles in controlling

cognition, emotion, language, and motor function. Dys-

function of cortical glutamatergic neurons may be relevant

to autism [24]. Several of the known genetic disorders

associated with autism have important implications for

glutamatergic deficits in the disorder.

It has been reported that the development of newborn

neurons in the subgranular zone of adult Chd7-null mice is

severely compromised, showing less complex dendritic

morphology than wild-type newborn neurons [18]. In order

to study whether the intronic variation of CHD7 found in

autistic patients affects neuronal development, we differ-

entiated hESCs into dorsal forebrain glutamate neurons

using an established protocol (Fig. S2A). The cortical

deeper-layer markers of glutamatergic neurons, TBR1 and

CTIP2, were observed on D40 (Fig. S3).

During the differentiation of NPCs towards mature

neurons, neurites including axons and dendrites start to

develop and form functional synapses. Thus, to determine

whether neuronal development is affected by an intronic

variant of CHD7, we measured the neurites growth of

differentiated neurons derived from hESCs. To visualize

the morphology of neurons, we transfected GFP-expressing

plasmids on D38 after neural differentiation. On D43, we

performed immunostaining using antibodies against GFP

and MAP2 (protein marker for dendrites) and found that

the signals of GFP and MAP2 fully overlapped (Fig. 3A),

suggesting that the polarity of neurons has not been

established as axonal differentiation has not accomplished.

Although neuronal differentiation is ongoing on D43, we

still found that total neurite length and branch number was

lower in neurons carrying homozygous mutations than in

wild-type neurons derived from H9 ESCs, although the

difference was not significant (Fig. 3B, C).

To determine whether intronic variation of CHD7

affects mature neurons, we transfected GFP-expressing

plasmid into mature neurons derived from human embry-

onic stem cells on D68 from the initiation of neural

differentiation. On D72, we immunostained intronic vari-

ant and wild-type neurons, and found that the long axons

labeled by GFP could not be marked by MAP2 (Fig. 3D),

suggesting that axonal differentiation was finished, and
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mature dendrites were labeled by MAP2. We found that

both dendritic length and branch number were significantly

lower in neurons carrying the intronic variant than in wild-

type neurons derived from H9 ESCs (Fig. 3E, F),

suggesting that the intronic variation of CHD7 impairs

the formation of dendritic morphology.

The Morphological Defects Caused by Intronic

Variation are Rescued by Knocking Down its

Up-Regulated Gene TBR1

To investigate whether the intronic variation of CHD7

interferes with the gene expression profile during neuronal

development, we performed RNA-seq on RNA from

Fig. 2. Intronic variation of CHD7 delays neuronal differentiation of

hESCs. A Confocal images of differentiated human neural precursor

cells (H9 control, hom1, and hom2) on D28 co-immunostained for

Ki67 and SOX2 (scale bars, 50 lm). B Proportions of Ki67-positive

cells among SOX2-positive cells (at least 1000 cells in 8 fields were

analyzed for each group). C Confocal images of differentiated human

neural precursor cells (H9 control, hom1, and hom2) on D28 co-

immunostained for SOX2, PAX6, TUJ1, and DAPI (scale bars,

50 lm). D–F Statistical ratios of PAX6 (D), SOX2 (E), and TUJ1

(F) to DAPI (at least 1,000 cells in 8 fields were analyzed for each

group; *P\ 0.05, **P\ 0.01, ***P\ 0.001, ****P\ 0.0001; one-

way ANOVA). G, H Heatmaps showing significantly up-regulated

genes (G) and down-regulated genes (H) (fold change[ 1.5,

FDR\ 0.05) in differentiated neural precursor hom1 and hom2 cells

compared to H9 control on D26 (color scale on right; *genes involved

in neural differentiation and development; see also Fig. S2).
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differentiated neurons on D40 after the initiation of neural

differentiation. Interestingly, we found that the genes that

were up-regulated in neurons derived from both hom1-H9-

hESCs and hom2-H9-hESCs compared to the wild-type,

were much more numerous than down-regulated genes

(Figs. 4A, B, S4A), strongly suggesting that CHD7 plays a

negative role in regulating gene expression in neurons

(genes closely associated with neural development are

marked with asterisks in Fig. 4A, B). We further validated

these findings using real-time qPCR in neurons on D40

(Figs. 4C, S4B, C). We found that TBR1, a critical gene

implicated in autism, was strongly up-regulated in neurons

carrying the intronic variation, comparing to wild-type

neurons (Fig. 4A).

The TBR1 gene has been implicated in amygdala

development and the laminar patterning of retinal ganglion

cells as well as cortical neurons [25–27]. Interestingly,

TBR1 is a putative transcription factor that is strongly

expressed in glutamatergic early-born cortical neurons and

regulates differentiation of the preplate and layer VI

neurons [28]. Another up-regulated gene EOMES (TBR2),

and TBR1 are expressed sequentially by intermediate

progenitor cells and postmitotic neurons in developing

neocortex [29]. Given the function of TBR1 in regulating

neuron projection development, as well as the association

of several of the regulated genes with TBR1, we considered

whether the morphological defects could be improved by

restoring the expression of TBR1.

We transfected shRNAs for TBR1 and GFP-expressing

plasmid into differentiated neurons with the CHD7 intronic

variant on D60. As controls, shRNAs for DsRed and GFP-

expressing plasmid were transfected into D60 differenti-

ated wild-type neurons. On D72, we immunostained

neurons with anti-GFP (Fig. 4D). From the results, both

the dendritic length and branch number in neurons with the

intronic variant transfected with shRNA for TBR1 were

Fig. 3. Intronic variation of CHD7 impairs neurite development and

dendritic morphology. A Representative images of differentiated

neurons (H9 control, hom1, and hom2) on D43 transfected with GFP,

co-immunostained for GFP, MAP2, CHD7, and DAPI (scale bars,

50 lm). B, C Quantification of total neurite length (B) and branch

number of differentiated neurons (C) (H9 control hom1, and hom2)

on D43 (25–30 neurons were analyzed for each group; *P\ 0.05,

**P\ 0.01, ***P\ 0.001, ****P\ 0.0001; one-way ANOVA).

D Representative images of differentiated neurons (H9 control, hom1,

and hom2) on D72, co-immunostained for GFP, MAP2, CHD7, and

DAPI (yellow arrowheads, axons labeled by GFP but not MAP2;

scale bars, 50 lm). E, F Quantification of total dendrite length

(E) and branch number (F) of differentiated neurons (H9 control,

hom1, and hom2) on D72 (25–30 neurons were analyzed per group;

*P\ 0.05, **P\ 0.01, ***P\ 0.001, ****P\ 0.0001; one-way

ANOVA; see also Fig. S3).
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Fig. 4. The morphological defects caused by intronic variation are

rescued by knocking down its up-regulated gene TBR1. A,

B Heatmaps showing up-regulated genes (A) and down-regulated

genes (B) (fold change[ 1.5, FDR\ 0.05) in differentiated hom1

and hom2 neurons compared to H9 controls on D40. (color scale on

right; *genes involved in neural differentiation and development).

C TBR1 mRNA levels assessed by RT-qPCR in H9 and cell lines

carrying homozygous mutants (hom1 and hom2). Values represent

the mean ± SEM (n = 3, *P\ 0.05, **P\ 0.01, ***P\ 0.001,

****P\ 0.0001; t-test). D Representative images of differentiated

neurons (H9 control, hom1, and hom2) on day D72 transfected with

GFP and shRNA, co-immunostained for GFP, MAP2, TBR1, and

DAPI (scale bars, 50 lm). E–H Quantification of the total dendrite

length (E and G) and branch number (F and H) of differentiated

neurons (H9 control, hom1, and hom2) on D72 (at least 30 neurons

were analyzed for each group; *P\ 0.05, **P\ 0.01,

***P\ 0.001, ****P\ 0.0001; one-way ANOVA; see also Fig. S4).
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improved over those transfected with shRNA for DsRed,

and did not differ from the wild-type (Fig. 4E–H). This

evidence indicated that TBR1 is an important downstream

gene of CHD7.

Intronic Variation of CHD7 Affects Alternative

Splicing, Resulting in Three Abnormal Transcripts

that are Functionally Deficient

The precise excision of introns is catalyzed by a sophis-

ticated ribonucleoprotein machinery called the spliceosome

[30]. Intron–exon boundaries are delimited by short

consensus sequences at the 50 (donor) and 30 (acceptor)

splicing sites that are recognized by the spliceosome. In

addition, the spliceosome interacts with a catalytic

adenosine (the branch point) and a polypyrimidine tract

(PyT) located between the branch point adenosine and the

30 splicing sites [31].

Since the intronic variation of the CHD7 gene is located

adjacent to the branch point and may form a new splicing

site, it would be intriguing to determine whether alternative

splicing processes are altered in cells carrying the intronic

variant.

Since the intronic variant (ch8-61757392-C-T) was

located in the intron between exons 21 and 22 (Fig. 1A),

in order to examine potential transcripts, we amplified

mRNA segments of CHD7 from exon 21 to exon 24 with

PCR in wild-type hESCs and cells carrying the homozy-

gous intronic variant (Fig. 5A). The amplification products

were ligated with the T-vector followed by monoclonal

sequencing. Interestingly, we found that, besides wild-type

transcripts found in wild-type hESCs, there were three

novel transcripts in hESCs carrying the intronic variant: a

transcript with deletion of exons 22–23 (del), a transcript

with duplication of exons 22–23 (dup), and a transcript

with retention of 32 bp of an intronic fragment with

seamless connection upstream to exon 22 (Fig. 5B).

To further determine the expression level of each novel

transcript in wild-type hESCs and hESCs carrying the

intronic variant, we assessed the level of each transcript

using real-time qPCR with specific primers in RNA

samples from corresponding cell lines (arrows in

Fig. 5B). Importantly, we found that the expression levels

of the three novel transcripts were significantly higher in

hESCs with the intronic variant than in H9 wild-type

hESCs (Fig. 5C–E), suggesting that the intronic variant

compromises the alternative splicing of CHD7 mRNA.

In order to further verify that the intronic variant affects

the alternative splicing of CHD7 in other cell lines, we also

constructed cell lines with the intronic point mutation using

HEK293 cells, and successfully screened heterozygotes

and homozygotes including three point mutations (an

intronic mutation and two synonymous mutations,

abbreviated as 3PM het and 3PM hom, respectively), as

well as heterozygotes and homozygotes with only two

synonymous mutations (abbreviated as 2PM het and 2PM

hom, respectively) as controls. Synonymous mutations

were introduced in the exonic sites using the same strategy

as in hESCs, to avoid unwanted digestion of Cas9 after

homologous recombination. We found that intronic vari-

ants led to increases in the three abnormal transcripts in

HEK293 cells as well, consistent with findings in hESCs

(Fig. S5A–C).

The proportion of each transcript in hESCs and HEK293

cells was analyzed based on the cycle threshold from real-

time qPCR (Fig. S5D, E). The dup transcript accounted for

a considerable proportion of the total transcripts in hESCs

and HEK293 cells. In contrast, the dup transcript was

replaced by the del transcript in 3PM het HEK293 cells.

The intronic retention transcript took up a very small

proportion. These results suggest that the intronic variation

regulates the alternative splicing of exons 22–23 by

unknown mechanisms, and produces novel splicing forms

by changing the selection of splicing sites.

Combined with the results from hESCs and HEK293

cells, the three novel transcripts were significantly

increased with intronic variation, but the degree was

different in each strain. This may be because the effect of

intronic variation is not limited to what we observed,

making dominant selection of splicing sites randomly,

which in turn further deepens the differences.

To further determine whether these abnormal types of

alternative splicing occur in differentiated neural precur-

sors and neurons, we performed real-time qPCR experi-

ments in NPCs and neurons derived from hESCs. Briefly,

we amplified mRNA segments of CHD7 from exon 21 to

exon 24 by PCR on D26 and D40 in differentiated wild-

type H9 cells and cells carrying homozygous intronic

variants. We found that the three types of abnormal

transcript were all present in hESCs and consistently, the

expression levels of these transcripts were significantly

higher in cells with the intronic variant on D26 and D40

than in H9 wild-type cells at the same stage (Fig. S5F–K).

Based on these results, we were curious about the existence

of the three novel transcripts in the mRNA of variant

carriers. Unfortunately, it was difficult to obtain samples

from patients.

We then set out to further address whether the three

abnormal transcripts of CHD7 caused by the intronic

variant are functional. The transcript containing extra 32 bp

of the intronic fragment would have a frameshift during

translation, and thus be functionally deficient. Since exons

22 and 23 together contain 360 bp, the del transcript

lacking these exons and the dup transcript containing two

copies of these exons could be translated to full-length

proteins with fewer or more amino-acids encoded by exons
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22 and 23. To determine whether the protein products

translated from the del and dup transcripts function

differently from the wild-type CHD7 protein, we con-

structed the del and dup CHD7 expression vectors and

assessed the expression of wild-type, del and dup CHD7 in

HEK293 cells by Western blot. We found that the protein

products generated from the del and dup transcripts were

comparable to the wild-type CHD7 protein, at * 336 kD

(Fig. S5L).

To determine whether the proteins carrying duplication

of exons 22 and 23 or without exons 22 and 23 have

function normally like wild-type CHD7, we knocked down

endogenous Chd7 in cultured cortical neurons from E14.5

mice using shRNA that only targeted mouse Chd7 and not

human CHD7 (Fig. S5M, N). Meanwhile, we performed

rescue experiments, by co-expressing wild-type CHD7, del

and dup CHD7 constructs, along with shRNA against

Chd7.

We first measured axonal growth at 3 days in vitro

(DIV) and found that the total axonal length decreased

significantly after Chd7 knockdown. This was fully rescued

by wild-type human CHD7, but not the del or dup form of

CHD7, suggesting that the del and dup forms of CHD7 are

loss-of-function transcripts (Fig. S5O, P).

At 12 DIV, we found that the dendritic length and

branch number significantly decreased after Chd7 knock-

down (Fig. 5F–H), indicating that Chd7 plays a critical role

in the normal development of cortical neurons. Impor-

tantly, the defects of dendritic growth were fully rescued

by wild-type human CHD7, but not the del or dup

transcripts (Fig. 5F–H). Together, this evidence demon-

strates that the del and dup CHD7 transcripts caused by the

intronic variant act in a loss-of-function manner.

In the previous results, we found that the intronic variant

led to an increase of TBR1 expression (Fig. 4C) and

defective neuronal morphology (Fig. 4E–H). In order to

investigate whether this was caused by the decrease of

CHD7, we analyzed the expression of TBR1 5 days after

knockdown of CHD7 by shRNA in differentiated neurons

on D40. The results showed that CHD7 mRNA was

knockdown by 40% (Fig. S5Q) and TBR1 was significant

up-regulated (Fig. 5I). It is worth noting that the protein

expression of CHD7 was predominantly in neural precur-

sors during differentiation and rarely in hESCs and neurons

(Fig. 5J). There was no significant difference in the high

expression period on D26 (Fig. 5K), so it may be that the

subsequent effect caused by the intronic variant is through

CHD7 mRNA rather than the protein, if the factor that the

protein with high molecular weight cannot be quantified

accurately using Western blot could be excluded. If this is

the case, mRNA accumulation in hESCs and neurons is

functional rather than redundant.

Based on the above results, we found that the intronic

variant produced three novel transcripts, especially a huge

increase of the del transcript in 3PM het of HEK293 cells

(Fig. S5A), the dup transcript in 3PM hom of HEK293 cells

(Fig. S5B), and in hom2 of H9 cells (Fig. 5D; Fig. S5G, J),

indicating that the intronic variant leads to instability of

exons 22–23 splicing. Moreover, both transcripts did not

function normally, it can be concluded that this further

reduced the content of normal transcripts to varying

degrees due to alternative splicing. This may partly explain

the phenotypic difference of the intronic variant carriers.

Thus, the intronic variant identified in autism patients

indeed plays a critical role in regulating the function of

CHD7 by down-regulating the mRNA level and disrupted

alternative splicing patterns. The proper neural differenti-

ation and development of human NPCs and neurons were

severely affected by the intronic variant, providing crucial

evidence supporting the notion that the intronic variant site

of CHD7 is a potential autism susceptibility site.

Discussion

Genes implicated in autism have provided critical insights

into the pathogenesis of the disease. Some of the well-

documented autism risk factors include genes associated

with rare syndromic forms of ASD (MECP2, FMR1, and

PTEN), synaptic cell adhesion and scaffolding molecules

(NLGN3, NLGN4, NRXN1, CNTNAP2, and SHANK3),

and genes with de novo mutations (CHD8, SCN2A, and

DYRK1A among others) identified in whole-exome

b Fig. 5. Intronic variation of CHD7 affects alternative splicing,

resulting in three abnormal transcripts that are functionally deficient.

A Agarose gel electrophoresis illustrating PCR products of exons

21–24 from cDNA of H9 control, hom1, and hom2. B Schematic of

alternative splicing around the intronic mutation. C–E mRNA levels

assessed by RT-qPCR for the transcripts with exons 22–23 deletion

(C), exons 22–23 duplication (D), and intron retention (E) in H9

control and two point-mutant cell lines. Values represent the

mean ± SEM (n = 3, *P\ 0.05, **P\ 0.01, ***P\ 0.001,

****P\ 0.0001; one-way ANOVA). F Representative images of

E14.5 mouse primary cortical neurons transfected with GFP, together

with shRNA for DsRed as control or shRNA for mouse Chd7, and

with human CHD7 transcript wild-type, del or dup at DIV 12, co-

immunostained for GFP, CHD7, MAP2, and DAPI (scale bars,

50 lm). G, H Quantification of total dendrite length (G) and branch

number (H) of DIV 12 neurons (at least 30 neurons were analyzed for

each group; *P\ 0.05, **P\ 0.01, ***P\ 0.001, ****P\ 0.0001;

one-way ANOVA). I TBR1 mRNA levels assessed by RT-qPCR in

differentiated neurons after transfection with shRNA for CHD7 at

D40 for 5 days. Values represent the mean ± SEM (n = 8,

*P\ 0.05, **P\ 0.01, ***P\ 0.001, ****P\ 0.0001; t-test).

J Western blot analysis of CHD7 protein expression on D0, D26,

and D40 of differentiation. K Quantification of CHD7 protein

expression on D26 of differentiation. Values represent the mean ±

SEM (n = 3, *P\ 0.05, **P\ 0.01, ***P\ 0.001,

****P\ 0.0001; t-test; see also Fig. S5).
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sequencing studies [5]. Due to the high heterogeneity of

autism, the phenotype of patients varies from mild to

severe and is affected by the genetic background of the

family. Therefore, according to the unified criteria for

autism diagnosis, large-scale family analysis with family

members as controls is very important for the screening of

risk mutations. Deleterious mutations are usually screened

for in coding regions and splicing sites, because such

mutations can result in the loss of gene function. Even so,

at most 25% of ASD cases can be shown to have a genetic

cause. Understanding of the genetic basis of autism has

evolved from high-load disruption caused by a single

mutation to a complex of multi-genes\ variation with low-

load effects. These mutations alone are not enough to cause

the phenotype, but can act as helpers. For this, some

carriers become ill while others are asymptomatic, making

it difficult to present a comprehensive picture of genetic

variation in ASD patients.

Many introns contain highly conserved sequence ele-

ments, including the consensus splice site sequences and

the binding sites for regulatory proteins, as well as the

sequences of non-coding RNA genes [32]. Alternative

splicing increases the diversity of the transcriptome by

generating multiple mRNA isoforms from a single gene. A

pre-mRNA molecule can be alternatively spliced through

exon-skipping, alternative splice-site selection, and intron

retention [33]. Mutations in intronic regions have been

documented in various diseases. For example, a mutation

that creates a novel donor splice site leads to the inclusion

of a 95-nucleotide intronic sequence in BRCA2 mRNA

[31, 34]. A mutation that creates a novel binding site for

SRSF1 activating a splicing enhancer element thus leads to

inclusion of a 147-nucleotide pseudo-exon in COL4A5

mRNA [31, 35]. In addition, genetic variants have been

reported to cause disease through inactivation of intron-

encoded RNA genes [36]. In our study, intronic variation

created a novel acceptor splice site and led to the inclusion

of a 32-nucleotide intronic sequence in CHD7 mRNA

(Fig. 5B, E). Interestingly, two abnormal transcripts with

deletion of exons 22–23 and duplication of exons 22–23

were also found (Fig. 5B–D). We have not further explored

the mechanism of mutation disturbing the splicing stability

of exons 22–23. Nevertheless, the results provide a new

form of alternative splicing. If exon deletion is caused by

the selection of splicing sites and leads to exon-skipping,

the mechanism of exon duplication is much more compli-

cated; for example, the sequence repeat process may be a

combination of transcription and splicing.

As evidence we present in this study, we found that

intronic variation of CHD7 has critical effects on neural

differentiation and morphological development. In our

study, transcriptome sequencing was performed in three

stages of differentiation (hESCs, NPCs, and neurons). The

genes with significant differences between the wild-type

H9 cells and those carrying CHD7 intronic variants on D26

and D40 were listed for analysis (Figs. 2G, H and 4A, B).

Few genes were regulated during the ESC period (data not

show). Moreover, results showed that CHD7 mRNA was

expressed in hESCs while protein expression was scarce,

suggesting that the function of CHD7 in stem cells is

limited. In NPCs, the affected genes participate in

dopaminergic neuronal differentiation, dentate gyrus devel-

opment, and the Wnt signaling pathway (Figs. 2G, H,

S2B). In neurons, the affected genes are involved in cell

metabolism, signal transduction pathways, synaptic trans-

mission, and axon guidance (Figs. 4A, B, S4A).

In a comprehensive analysis of three stages, we found

that the up-regulated genes in each period were highly

specific and regulated only in the specific period, suggest-

ing that the inhibitory action of CHD7 on its target genes is

stage-specific. Among the down-regulated genes, there

were not only highly specific genes, but also genes that

were continuously regulated. For example, some genes

were down-regulated in stem cells and precursor cells such

as ZNF826P; some genes were down-regulated in precur-

sor cells and neurons such as ELAVL4; and some genes

were down-regulated in all three stages such as

LINC01087, MED15P4, and ZNF528-AS1. In addition,

although some genes were regulated only in a specific

period, there were direct interactions between regulated

genes in different periods. For example, FEZF2 that was

up-regulated in the precursor phase can be inhibited by

TBR1 that is up-regulated in neurons during neocortical

development [37]. Based on the above results, CHD7

begins to accumulate in stem cells, but plays a role mainly

in neural differentiation and development. Its function is

partly period-specific and partly continuous, which sug-

gests that different treatments should be given at different

stages in the development of the defects caused by CHD7

mutation.

Conclusions

In conclusion, the level of CHD7 mRNA significantly

decreased in cell lines carrying homozygous mutants

compared to control. Upon differentiation towards the

forebrain neuronal lineage, neural cells carrying the CHD7

intronic variant exhibited developmental delay and matu-

rity defects. TBR1, a gene also implicated in ASD,

significantly increased in neurons carrying the CHD7

intronic variant. Furthermore, the morphological defects in

neurons carrying CHD7 intronic mutations were rescued by

knocking down TBR1, indicating that TBR1 may be

responsible for the defects in CHD7-related disorders.

Finally, the CHD7 intronic variant generated three
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abnormal forms of transcripts through alternative splicing,

all of which exhibited loss-of-function in functional assays.

Our study provides crucial evidence to support the notion

that the intronic variant site of CHD7 is a potential autism

susceptibility site, shedding new light on identifying the

functions of intronic variants in genetic studies of autism.
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Abstract Rapid detection and response to visual threats

are critical for survival in animals. The amygdala (AMY) is

hypothesized to be involved in this process, but how it

interacts with the visual system to do this remains unclear.

By recording flash-evoked potentials simultaneously from

the superior colliculus (SC), lateral posterior nucleus of the

thalamus, AMY, lateral geniculate nucleus (LGN) and

visual cortex, which belong to the cortical and subcortical

pathways for visual fear processing, we investigated the

temporal relationship between these regions in visual

processing in rats. A quick flash-evoked potential (FEP)

component was identified in the AMY. This emerged as

early as in the LGN and was approximately 25 ms prior to

the earliest component recorded in the SC, which was

assumed to be an important area in visual fear. This quick

P1 component in the AMY was not affected by restraint

stress or corticosterone injection, but was diminished by

RU38486, a glucocorticoid receptor blocker. By injecting a

monosynaptic retrograde AAV tracer into the AMY, we

found that it received a direct projection from the retina.

These results confirm the existence of a direct connection

from the retina to the AMY, that the latency in the AMY to

flashes is equivalent to that in the sensory thalamus, and

that the response is modulated by glucocorticoids.

Keywords Subcortical visual pathway � Amygdala � Su-

perior colliculus � Corticosterone � Flash-evoked potential

Introduction

The neural network for visual processing in most mammals

has evolved into a sophisticated neural system to perceive

visual signals including colors, shapes, and textures [1].

Visual information is also crucial for detecting potential

threats, because rapidly identifying and responding to

danger is critical for survival. In rodents and primates,

threatening visual stimulus-processing is highly conserved

and innate [2, 3]. It requires not only the visual system but

also some evolutionarily-conserved nuclei, such as the

amygdala (AMY) [4, 5]. However, the details about how

the visual system interacts with the AMY to process

threating visual stimuli in such an efficient and high-speed

manner remains to be elucidated. In addition, it is unknown

whether the processing of threatening visual signals in this

circuit are affected by other systems, such as hormones.

It has been speculated that the AMY receives informa-

tion about visual fear from two parallel routes: a slower

route from the thalamus through the sensory cortex to the

AMY, which allows cortical analysis (for a review, see

[6]), and a faster subcortical route that unconsciously

processes emotional stimuli; this is composed of a series of

subcortical structures, including the superior colliculus [7]

(SC), the visual pulvinar [8, 9], and the AMY [10–12].

Recently, a fast route from the medial region of the SC via

the lateral posterior nucleus of the thalamus (LP) to the

lateral amygdala has been reported, and a population of

glutamatergic neurons in the AMY has been found to

respond to and mediate fear-related behavior in mice [13].

However, whether there exist some more concise pathways
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still needs to be explored, as indirect neuronal relays before

the AMY might not be the most evolutionary efficient way

to prepare an animal very rapidly for an incoming danger.

Some morphological studies have shown that retinal

ganglion cells innervate the peri-amygdaloid area and the

medial AMY, suggesting a direct retina-AMY projection

[14–17]. However, the function of this projection and the

relationship between the AMY and the classic visual

processing pathway is still unknown. In laboratory animals,

event-related potentials (ERPs) can be easily recorded from

both cortical and subcortical sites. Because of the high

temporal resolution with millisecond precision, the ERP

provides a useful method to investigate early information

processing and the subsequent transitions to higher-level

cognitive operations [18]. We postulated that a flash-

evoked potential (FEP) [19] study that explores the detailed

temporal relationship between the relevant nuclei when

responding to visual stimuli would provide insights about

this projection.

In the present study, we used retrograde neuronal tracing

to examine the projection from the retina to the AMY.

Then, FEPs were simultaneously recorded from the SC,

AMY, LP, lateral geniculate nucleus (LGN), and visual

cortex (V1) in freely-moving rats to measure the relative

latencies across these areas. Glucocorticoids (cortisol in

humans and corticosterone in rodents) are released from

the adrenal cortex in response to stressful situations

[20, 21], and they modulate emotional [22, 23] and

cognitive processing [24, 25] . Thus, we also tested FEPs

in these areas after stress and/or treatment with the

glucocorticoid receptor antagonist RU38486. The response

latency and amplitude of the main components in FEPs

from individual brain regions were compared to understand

signal processing in these areas.

Materials and Methods

Animals

Male adult (8–10 weeks of age) Sprague–Dawley rats

(purchased from the Experimental Animal Institute of

Sichuan Academy of Medical Science) were used. The rats

were housed under standard conditions (12-h light/dark

cycle with lights on from 07:00 to 19:00). Food and water

were available ad libitum and the rats were familiarized

with the experimenter and laboratory conditions for at least

1 week before experiments started. The experiments were

carried out during the light phase of the cycle. All

experiments were conducted in accordance with the

guidelines for National Care and Use of Animals approved

by the National Animal Research Authority. Protocols

were approved by the Medical Animal Care & Welfare

Committee of Kunming University of Science and Tech-

nology (No. 2014010).

Virus-Mediated Retrograde Tracing

Rats were anesthetized with pentobarbital sodium salt (60

mg/kg, Merck) and atropine sulfate (0.4 mg/kg), and then

placed in a stereotactic apparatus (RWD Life Science). 200

nL retrograde AAV (AAV-CMV bGI-EGFP-WPRE-pA,

Shanghai Taitool Bioscience Co., Ltd) was injected into the

right AMY (2.8 mm posterior, 4.8 mm lateral, 8.5 mm

ventral to bregma; see Fig. 1A). Two weeks later, the rats

were sacrificed and perfused with 200 mL of 0.9% saline

followed by 200 mL of 4% paraformaldehyde. Subse-

quently, the brains and eyes were removed and post-fixed

in 4% paraformaldehyde and then 30% sucrose. The eyes

were processed, embedded in paraffin, and sectioned at 3

lm. After that, the sections were stained with DAPI and

then observed for AAV labelling. For the brain, frozen

sections (40-lm thick) were cut on a microtome, and the

AAV injection sites were confirmed.

Electrode Implantation

The recording electrodes were pair of twisted Teflon-

coated stainless-steel wires (50 lm diameter, Stainl. Steel

(HH), 790600, A–M Systems Co.). The electrodes were

inserted into target areas at the following coordinates (in

mm relative to bregma). SC: 5.4 posterior, 0.4 lateral, 4.2

ventral; LP: 4.8 posterior, 2.5 lateral, 4.4 ventral; AMY:

2.8 posterior, 4.8 lateral, 8.5 ventral; LGN: 4.8 posterior,

3.8 lateral, 5 ventral; V1: 7 posterior, 2.5 lateral, 2 ventral.

Two stainless-steel screws (one served as a ground

electrode, and the other as an anchor) were inserted into

the skull through drilled holes without piercing the dura.

The whole assembly was sealed and fixed to the skull using

dental acrylic. All rats were then housed individually for at

least one week of recovery. The location of injection site

was determined using Nissl staining. Off-target recording

locations were excluded from further analysis.

Animal Treatments Before Recording

FEPs were recorded simultaneously from electrodes in the

SC, LP, AMY, LGN, and V1. The rats were given 2 days of

familiarization to the testing procedures, followed by 2–3

days of rest before actual data collection. Tests were

conducted from 10:00 to 18:00, which ensured a relatively

stable physiological state. During testing, the rats were

awake and moving freely. FEPs were recorded from all rats

in the following situations: (1) Control; (2) 30 min after

restraint stress (RS); (3) 30 min after injection of RU38486

(20 mg/kg, i.p.); (4) 30 min after RU38486 plus RS; and (5)
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30 min after injection of corticosterone (10 mg/kg, i.p.).

This approach considerably reduced the number of animals

required and facilitated within-subject comparisons across

tests. In treatment #4, rats were first injected with 20 mg/kg

RU38486 and 15 min later they were exposed to RS. RS

was induced by putting the rat into a plastic tube (6 cm in

diameter and 20 cm long) which prevented forward and

backward movement and limited side-to-side mobility but

did not discomfort the animal in any other way. Holes in

the neck and sides of the tube ensured that the rats were

able to breathe. Each rat was restrained in the tube for 20

min.

Flash-evoked Potential (FEP) Procedure and Data

Analyses

FEP recordings were made in a shielded recording room

with dim background illumination (\3 lux). The animals

were freely-moving in a white Plexiglas testing box (45 cm

9 40 cm 9 25 cm, length 9 width 9 height). The top of

the box was a photic stimulation display. A self-made cable

connector was used to connect electrodes in the head of a

rat and the signal amplifier, which reduced artifacts

associated with cable movements.

Flash stimuli were generated by Psychophysics Toolbox

version 3 (PTB-3, MatLab, R2013a) and presented on a

computer monitor (1600 9 900 at 120 Hz, LCD, Dell,

China) suitably linearized by gamma correction. For FEP

recording, a train of 800 flash stimuli were generated. Each

stimulus lasted 100 ms, with a photic intensity of 133 lux

(DR-1600 Photometer, Gamma Scientific, Hong Kong).

The inter-trial interval of flashes was 1 s to 5 s (0.2–1 Hz,

random). The background noise of the recording room was

45 dB, and no sound was generated when displaying the

flash stimulus (Digital Sound Level Meter AR814, Smart

Sensor, Hong Kong).

Evoked potentials were amplified by UEA-BZ pream-

plifiers (SYMTOP, Beijing, China) with a 2.5-kHz sample

rate, band-pass filtered at 0.1–150 Hz. Data were processed

using EegLab 13.4 (MatLab toolbox). LFPs recorded in

each brain area were filtered with a digital finite impulse

response filter (band-pass 2–60 Hz). Waveforms were

averaged in 500 ms epochs, 100 ms before and 400 ms after

the onset of a flash (time zero).

We used a photodiode placed at the top-left of the

display to synchronize the stimulus flash onset on the

display to the data collection. The electrical signal of the

photodiode was collected on one channel of the EEG

amplifier. The screen luminance as recorded by the

photodiode increased in a non-linear manner reaching its

peak within 6–8 ms. Here, we marked the zero-point by

detecting the maximum of the differential value of the

photodiode signal, which indicated the fastest signal

change.

FEP Component Identification and Statistical

Analysis

Averaged FEP waveforms for each of the five brain areas

are shown in Fig. 2 (components designated by their

Fig. 1 Retrograde tracing of neuronal projection between retina and

amygdala. A Schematic of the AAV retrograde tracer with EGFP

injection into the AMY (1, coronal sections; 2, sagittal sections).

B Merged fluorescence micrograph showing the location of EGFP-

accumulating cells (dashed line, AMY; scale bar, 1 mm). C Magnified

image of the labeled area as in B (from another section) (blue, DAPI;

green, EGFP; scale bar, 50 lm). D Axon of an EGFP-accumulating

cell (blue, DAPI; green, EGFP; scale bar, 10 lm). E Eyeball stained

with hematoxylin and eosin (HE; scale bar, 0.5 mm). F Magnified

image of the rectangle on the retina in E (scale bar, 50 lm). G EGFP-

positive neural cells in the inner layer in an area of the retina as in

F (from another section) (blue, DAPI; green, EGFP; scale bar, 20

lm).
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polarity and by their sequence from the onset of the light

flash are identified in the traces). Peak latencies and

amplitudes were measured from the waveforms of each of

the five brain regions (Fig. 2). We measured the highest

amplitude value of peaks and valleys of the FEP waveform

during baseline (100 ms before stimulation), then we

compared this value with that after the flash. If there was a

significant difference between these two values, the

components of evoked potential were identified and named

in order. The first positive component in the FEP waveform

was named P1, and the first negative component was

named N1. Peak latencies were measured from the onset of

the stimulus. The peak-to-peak (P1/N1, N1/P2) amplitudes

between two adjacent wave troughs and crests were used as

a measure of wave amplitude in each FEP. We named the

late components of the FEPs P130, N280, and N300, based

on their latency and amplitude (positive or negative). The

amplitude and latency of each late component was

measured. Data are presented as the mean ± standard

error of the mean (SEM). The effects of stress and/or a

glucocorticoid receptor antagonist on the FEP were ana-

lyzed by comparing the differences of latency and ampli-

tude between each treatment by two-way ANOVA.

Between-group factors were the RS treatment and the

RU38486 treatment. Within-group factors were P1 latency,

P1 amplitude, peak-to peak amplitude, and late FEP

components when analyzing different data.

Statistics

The statistical analyses were performed using SPSS 20.0

(SPSS, Chicago, IL, USA), and figures were plotted and

constructed using Prism 6 (GraphPad Software, Inc., San

Diego, CA, USA) or SPSS. Normality was tested using the

Kolmogorov-Smirnov test and F-tests were used to assess

equality of variance. Data from FEP test were analyzed

using either two-tailed Student’s t-tests (normal distribu-

tion), Mann-Whitney U tests (non-normal distribution), or

one-way ANOVA with Tukey’s post hoc test. P levels are

indicated as ns P [0.05, *P \0.05, **P \0.01, or

***P\0.001, except where indicated, when criteria could

be defined more stringently.

Results

Amygdala Receives Direct Innervation from Retina

To determine whether there is a direct projection from the

retina to the AMY, the retrograde tracer, adeno-associated

virus (AAV) carrying enhanced green fluorescent protein

(EGFP) with the CMV promoter was injected into the

AMY (Fig. 1A). Two weeks later, the animals were

sacrificed, and the eyeballs and brain were then prepared

for histological observation. In the AMY sections, a

number of EGFP-accumulating cells displayed green

fluorescence under the fluorescence microscope at the

AAV injection site (Fig. 1B), which indicated that the

retrograde tracer (AAV with EGFP) was taken up by local

neural cells. Some of these EGFP-positive cell had long

axons (Fig. 1C, D). In the eyeball sections, the retinal

ganglion cells were located in inner layer of the retina

(Fig. 1E, F), and some of the EGFP labeled cells with green

fluorescence were observed in the ganglion cell layer.

Fig. 2 Group averaged flash-evoked potential (FEP) waveforms for

the control. A Upper panel, schematic of FEP recording in freely-

moving rats in response to flashes in a dim environment. Lower panel,

waveform of FEPs averaged from 800 trials (vertical lines, flash

onset). B FEP waveforms recorded in the LGN, AMY, SC, LP, and

V1. C Boxplots showing the P1 latencies of the main FEP

components in the five brain areas (n = 12 in LGN, AMY, and SC,

n = 13 in LP, n = 11 in V1; data are presented as the mean ± SEM).

123

1110 Neurosci. Bull. August, 2021, 37(8):1107–1118



Because AAV cannot be transmitted across synapses, these

results suggested that there are some direct projections

from the retina to the AMY.

Flash-evoked Potentials in SC, LP, AMY, LGN,

and V1

In the current study, we recorded FEPs in brain areas

associated with visual information processing (AMY, LP,

SC, LGN, and V1) in freely-moving rats (Fig. 2A). The

FEP waveforms in each area showed different patterns

(Fig. 2B). An early P1 component was recorded in the

AMY, with a latency of 23.75 ± 0.70 ms, which was as fast

as that in the LGN (21.25 ± 0.65 ms; P [0.05, one-way

ANOVA with Tukey’s multiple comparison test), and

significantly shorter than that in the SC (49.17 ± 0.52 ms),

LP (60 ± 1.14 ms), and V1 (52.18 ± 1.27 ms).

Effects of Stress and/or RU38486 on FEPs in Visual

Pathway

Stress has been reported to modulate visual processing and

visual behavioral outcome in animals [26]. Glucocorticoid

receptors are widely expressed in the AMY [27]. To test

whether the rapid detection of a flash in the AMY and other

areas are affected by stress, we recorded FEPs simultane-

ously in the five brain regions after the following treat-

ments: (1) RS; (2) corticosterone antagonist (RU38486)

injection; and (3) RS plus RU38486 injection.

Effects in the Amygdala

The highest positive amplitude in the AMY under baseline

conditions was lower than that of the P1 component

(baseline: 5.21 ± 1.55 lV, P1: 26.70 ± 5.06 lV; n = 6,

paired t-test, t(5) = 3.53, P = 0.017). We then measured the

latency and amplitude of FEP components after saline or

after stress or RU38486 treatment (Fig. 3A). The latency

and amplitude of the P1 component after RS did not differ

from that after saline. After RU38486 injection, the P1

component was diminished and was only discriminated in

4 of the 7 tested rats. Therefore, the latency of P1 did not

differ significantly between control and the three treatment

groups (Fig. 3B). In order to explore the differences in

amplitude, in the 3 rats that P1 component cannot be

discriminated, P1 amplitude was valued as the mean

amplitude during the earliest and latest latencies among the

4 rats. We found a significant effect of RU38486 on P1

amplitude (main effect of RU38486: F(1,24) = 18.77,

P\0.001). The P1 amplitude was decreased by RU38486

and RU38486 plus RS compared with controls (F(3,33) =

10.15, P \0.001; Tukey’s multiple comparisons test:

Control vs RU38486: P = 0.045; Control vs RU38486 ?

RS: P = 0.001; Fig 3C).

Besides, the amplitude of N300, a later component in

the AMY, was significantly decreased by stress (main

effect of stress: F(1,24) = 5.80, P = 0.024) and RU38486

treatment. One-way ANOVA comparisons showed that the

N300 amplitude was decreased after all three treatments

compared with control (F(3,29) = 11.64, P\0.001, post hoc

Tukey: control vs stress: P \0.001; control vs stress: P =

0.001; control vs stress: P = 0.006).

These results suggested that the P1 component in the

AMY was not affected by RS, but was diminished by the

glucocorticoid receptor antagonist, indicating that gluco-

corticoid receptors are necessary for this early component.

In addition, we found that the later FEP component in the

AMY was affected by both RU38486 and stress.

Effects in the LGN

In the LGN, the P1 component was also not changed by

stress, but was modulated by RU38486 (main effect of

RU38486: (F(1,23) = 16.001, P = 0.001). As shown in

Fig. 4A, the P1 component in the LGN was diminished

after RU38486 injection. 30 min after RU38486 injection,

the latency of the P1 component in the LGN was longer

than control (F(3,23) = 5.517, P = 0.005, Tukey’s multiple

Fig. 3 Effects of stress and/or RU38486 on FEPs in the AMY.

A Group averaged FEP waveforms in the AMY in control and under

restraint stress (RS) and/or RU38486 treatment (solid vertical line,

flash onset; dashed boxes, P1 and N300 components. B P1 latencies

after each treatment (Control, 23.75 ± 0.70 ms; RS, 21.14 ± 1.12 ms;

RU38486, 21.00 ± 1.68 ms; RU38486?RS, 25.80 ± 2.29 ms). C P1

amplitude after each treatment (Control, –26.53 ± 5.13 lV; RS, 30.95

± 5.16 lV; RU38486, 4.89 ± 4.00 lV; RU38486?RS, –7.66 ±9.62

lV). D Effects of stress and/or RU38486 on a later FEP component

(N300) in the AMY (Control, –8.94 ±2.36 lV; RS, 6.65 ± 2.24 lV;

RU38486, 4.58 ± 1.26 lV; RU38486?RS, 2.10 ± 1.58 lV). Data are

presented as the mean ± SEM (*P\0.05, ***P\0.001 vs Control).
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comparison test: control vs RU38486: P = 0.020, Fig. 4B),

and the amplitude of the P1 component in RU38486 plus

RS group was decreased compared with control (F(3,23) =

5.739, P = 0.004, Tukey’s multiple comparison test:

Control vs RU38486 ? RS: p = 0.011, Fig. 4C). In

addition, the P1/N1 peak-to-peak amplitude decreased after

RU38486 and/or stress (F(3,23) = 4.137, P = 0.017, Control

vs RU38486: P = 0.014, Control vs RU38486 ? RS: P =

0.012, Tukey’s multiple comparison test, Fig. 4D).

These results indicated that, just as in the AMY, the P1

component in the LGN was not changed by RS, but was

diminished by the glucocorticoid receptor antagonist

RU38486.

Effects in the SC

The latency of the P1 component in the SC was increased

by RS (main effect of stress: F(1,26) = 14.42, P = 0.001). As

shown in Fig. 5B, 30 min after RS treatment, the P1 latency

was significantly longer than control (t(16) = 2.545, P =

0.022, dependent samples t-test, two-tailed). The P1

latency in rats receiving RS plus RU38486 was also longer

than that in rats receiving RU38486 alone (t(10) = 2.76, P =

0.02, dependent samples t-test, two-tailed) and the control

(t(15) = 5.659, P \0.001, dependent samples t-test, two-

tailed). However, there was no effect of stress or RU38486

on P1 amplitude (Fig. 5C). We then analyzed the P1/N1

peak-peak amplitude of the SC FEP, and found that two-

way ANOVA showed no effects of stress or RU38486, but

one-way ANOVA with post hoc Tukey’s test indicated that

the P1/N1 peak-peak amplitude in rats undergoing restraint

was increased compared with control (F(3,31) = 2.30, P =

0.045; Control vs RS: P\0.05).

These results suggested that RS modulates the early

component in the SC by increasing the P1 latency and P1/

N1 peak-to peak amplitude, but RS has no effects on the

late component of FEPs in the SC. As to the glucocorticoid

receptor antagonist, RU38486 did not change any of the

FEP components recorded in the SC.

Effects in the LP

In the LP, the latency of the P1 component was increased

by stress (main effect of stress: F(1,26) = 7.132, P = 0.003).

After RS, the P1 latency was approximately 6 ms longer

than the control (Control: 59.08 ± 0.90 ms; RS: 66 ± 1.03

ms, F(3,26) = 3.245, P = 0.038; control vs stress: P\0.05,

Tukey’s multiple comparisons test, Fig. 6B). But stress did

not alter the P1 amplitude or the P1/N1 peak-to peak

amplitude. After RU38486 or RU38486 plus RS, neither

the latency nor the amplitude of the P1 component differed

from the control (Fig. 6C).

Fig. 4 Effects of stress and/or RU38486 on FEPs in the LGN.

A Group averaged FEP waveforms in control and under restraint

stress (RS) and/or RU38486 treatment (black vertical line, flash onset;

dashed box, P1 component). B P1 latencies after each treatment

(Control, 21.11 ± 0.84 ms; RS, 20.75 ± 0.67 ms; RU38486, 27.20 ±

2.67 ms; RU38486?RS, 25.60 ± 1.6 ms). C P1 amplitude after each

treatment (Control, 38.30 ± 8.42 lV; RS, 41.04 ± 11.53 lV;

RU38486, 10.97 ± 6.22 lV; RU38486?RS, –8.30 ± 3.75 lV).

D Effects of stress and/or RU38486 on P1/N1 peak-to peak amplitude

(Control, 90.82 ± 15.89 lV; RS, 80.76 ± 18.09 lV; RU38486, 28.96

± 7.21 lV; RU38486?RS, 27.41 ± 10.91 lV). Data are presented as

the mean ± SEM (*P\0.05, **P\0.01 vs Control).

Fig. 5 Effects of stress and/or RU38486 on FEPs in the SC. A Group

averaged FEP waveforms in control and under restraint stress (RS)

and/or RU38486 treatment (black vertical line, flash onset; dashed

box, P1 component). B P1 latencies after each treatment (Control,

49.27± 0.51 ms; RS, 52.14 ± 1.18 ms; RU38486, 50.50 ± 1.18 ms;

RU38486?RS, 54.50 ±0.85 ms). C P1 amplitude after each treatment

(Control: 129.73 ± 17.39 lV; RS: 188.53 ± 25.20 lV; RU38486,

157.56 ± 28.90 lV; RU38486?RS, 180.06 ± 36.47 lV). D Effects of

stress and or RU38486 on P1/N1 peak-to peak amplitude (Control,

230.62 ± 35.17 lV; RS, 376.30 ± 58.70 lV; RU38486, 339.41 ±

61.16 lV; RU38486?RS, 373.94 ± 76.13 lV). Data are presented as

the mean ± SEM (*P\0.05, **P\0.01 vs Control).
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As shown in Fig. 6A, there was a late FEP component in

the LP that changes after stress and RU38486 (main effect

of stress: F(1,28) = 4.402, P = 0.045; main effect of

RU38486: F(1,28) = 6.84, P = 0.014, two-way ANOVA). In

the control, the amplitude of this component declined

between 130 ms and 150 ms after the flash onset, but

RU38486-treated rats did not show a significant decline

and demonstrated a plateau around this P130 component.

One-way ANOVA indicated that the P130 amplitude

increased after RU38486 and RU38486 ? RS when

compared with control (F(3,28) = 5.448, P = 0.004; Control

vs RU38486: P \0.05; Control vs RU38486 ? RS:

P\0.01, Tukey’s multiple comparisons test; Fig. 6D).

These results showed that RS modulated the early

component by increasing the P1 latency, while the

glucocorticoid receptor antagonist RU38486 changed the

late component of the FEP in the LP.

Effects in the V1

As shown in Fig. 7, the P1 component of the FEPs in the

visual cortex was not affected by stress or RU38486,

neither the latency nor the amplitude changed after the

treatment (Fig. 7B, C). We then analyzed the effects of RS

and/or RU38486 on the P2 latency and amplitude, as well

as the N1/P2 peak-to-peak amplitude, and the data showed

no differences from controls. These results indicated that

the FEPs in the visual cortex were not modulated by either

RS or a glucocorticoid receptor antagonist.

Effects of Corticosterone on FEPs in Visual Pathway

Corticosterone, the adrenal steroid hormone, is known to

be secreted during stressful situations in rats and has been

reported to enhance visual behavioral outcomes [28]. To

further confirm the effects of stress on flash processing, we

recorded FEPs 30 min after corticosterone injection (10

mg/kg, i.p.). No change of P1 latency or amplitude in the

AMY, LGN, and V1 were found, just as after RS. There

were also some changes of P1 component in the SC: the

P1/N1 peak-to-peak amplitude was increased by corticos-

terone administration (t(5) = 2.942, P = 0.032), and the P1

amplitude in the LP was increased by corticosterone (t(4) =

4.81, P = 0.009). As for the late FEP components, stress

decreased N300 in the AMY (t(5) = 3.651, P = 0.015) and

N280 in the LGN (t(6) = 6.868, P = 0.001), and increased

P130 in the LP (t(4) = 4.77, P = 0.009) and the N1/P2 peak-

to-peak amplitude in V1 (t(9) = 2.31, P = 0.046), but no

changes in the late components were seen in the SC

(Table 1).

All these results indicated that corticosterone and RS

have similar effects on FEPs in the AMY, LP, SC, LGN,

Fig. 6 Effects of stress and/or RU38486 on FEPs in the LP. A Group

averaged FEP waveforms in control and under restraint stress (RS)

and/or RU38486 treatment (black vertical line, flash onset; dashed

box, P1 component). B P1 latencies after each treatment (Control,

59.08 ± 0.90 ms; RS, 66.00 ± 1.03 ms; RU38486, 61.17 ± 2.83 ms;

RU38486?RS, 64.17 ± 2.80 ms). C P1 amplitude after each

treatment (Control, 31.52 ± 5.76 lV; RS, 48.37 ± 13.54 lV;

RU38486, 53.41 ± 6.31 lV; RU38486?RS, 59.26 ± 10.07 lV).

D Effects of stress and or RU38486 on P130 amplitude (Control, 7.80

± 8.69 lV; RS, 38.12 ± 12.83 lV; RU38486, 43.41 ± 9.88 lV;

RU38486?RS, 56.01 ± 8.29 lV). Data are presented as the mean ±

SEM (*P\0.05, **P\0.01 vs Control).

Fig. 7 Effects of stress and/or RU38486 on FEPs in V1. A Group

averaged FEP waveforms under control or restraint stress (RS) and/or

RU38486 treatment (black vertical line, flash onset; dashed box, P1

component). B P1 latencies after each treatment (Control, 51.73 ±

0.99 ms; RS, 52.50 ± 1.38 ms; RU38486, 52.17 ± 1.64 ms;

RU38486?RS, 57.33 ± 3.24 ms). C P1 amplitude after each

treatment (Control, 98.29 ± 13.45 lV; RS, 95.73 ± 21.87 lV;

RU38486, 84.75 ± 13.98 lV; RU38486?RS, 96.03 ± 22.21 lV).

D Effects of stress and or RU38486 on N1/P2 peak-to peak amplitude

(Control, 248.23 ± 29.19 lV; RS, 326.58 ± 61.83 lV; RU38486,

290.26 ± 28.74 lV; RU38486?RS, 341.33 ± 53.00 lV). Data are

presented as the mean ± SEM (*P\0.05, **P\0.01 vs Control).
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and V1. Early components of FEPs in the AMY, LGN, and

V1 were not affected by stress, but stress modulated the

early components in the SC and LP. Stress modulated

certain late component in most of the five areas except for

the SC.

Discussion

In the present study, we recorded flash-induced potentials

in the AMY, SC, LP, LGN, and V1, which are components

of the sub-cortical and cortical pathways in visual pro-

cessing. We found a rapid FEP component in the AMY that

was as quick as in the LGN and much quicker than that in

the SC. This component was not changed by RS or

corticosterone treatment, but diminished after injection of

RU38486, a glucocorticoid receptor blocker. Along with

our neuronal tracing experiment, which showed a direct

projection from retina to AMY, we postulated that the

AMY receives direct innervation from the retina, and this

pathway might play roles in the rapid processing of visual

information.

Rapid detection of threat in the environment is critical

for survival. The AMY is one of the most extensively

studied subcortical nuclei responsible for the defensive

responses to a wide range of threats. However, it remains

unknown how visual information gains access to the AMY.

It was known that a large number of retinal ganglion cells

target the SC (also known as the optic tectum) in

vertebrates. The SC, distinct from the dLGN [29, 30], is

a subcortical center that mediates early sensorimotor

integration and transformation. In primates, the SC sends

projections to the pulvinar [31, 32], which subsequently

project to high-order visual cortical areas [8, 33]. In

rodents, the SC sends projections to the LP, which serves

as a pulvinar- like structure [34]. Recently, it has been

confirmed that the pathway through the SC and pulvinar to

the AMY play important roles in fear detection, enabling

quick information processing without being consciously

perceived [35, 36]. However, evaluation and comparison of

the processing speed in cortical and subcortical structures

is still an open issue owing to current methodological

limitations.

In the present study, we recorded FEPs simultaneously

in the SC, LP, AMY, LGN, and V1. FEPs are electrical

potentials obtained by averaging hundreds of EEG epochs

after visual flash stimuli. The waveform of an FEP

represents the summation of functional activity of large

numbers of neuronal elements acting in synchrony during

information processing and is time-locked to the stimulus

[37, 38]. By comparing the latencies to the first main

component of FEPs in different brain areas, we clarified the

temporal course of these brain regions. As shown in Fig. 2,

a quick FEP component emerged at approximately 21 ms

after the flash in LGN, at approximately 49 ms in the SC,

60 ms in the LP, and 52 ms in V1. Different from the

postulated sequence from the SC, through the LP to the

AMY, we found a quick FEP component in the AMY at

approximately 23 ms after the flash onset and as quickly as

in the LGN. The LGN is the primary relay for visual

signals from retina to cortex. But why did the AMY

respond to the flash as quickly as the LGN? Which

pathway leads to this response?

We then injected rAAV2-retro into the right AMY in

rats. Two weeks later, GFP expression was found in the

retina of the right eye, which suggesting direct retinal

inputs to the AMY. These results are consistent with recent

studies showing that the intrinsically photosensitive retinal

ganglion cells (ipRGCs ) in the retina project their axons

directly to the medial and the central AMY [16]. Thus,

besides the recognized sub-cortical pathway from the SC

through LP to the lateral AMY [39], which quickly

processes visual fear, there is a direct pathway from retina

to AMY. The P1 component in the AMY might occur via

this direct pathway, and the P2 component in AMY is more

likely to represent signal processing from the SC through

the LP to the lateral AMY because it occurs after the early

component in the LP. However, further studies to identify

Table 1 Effects of stress and/or RU38486 administration on early and late components of FEPs recorded in the AMY, LGN, SC, LP, and V1.

AMY LGN SC LP V1

P1

Lat.

P1

Amp.

LC

Amp.

P1

Lat.

P1

Amp.

LC

Amp.

P1

Lat.

P1

Amp.

LC

Amp.

P1

Lat.

P1

Amp.

LC

Amp.

P1

Lat.

P1

Amp.

LC

Amp.

Restraint

Stress

– – ; – – – : – – : – – – – –

RU38486 N/A ; ; : – ; – – – – – : – – –

RU38486/

Stress

N/A ; ; – ; ; : – – – – : – – –

‘–’ no change from control; ‘: increased than control; ‘;’ decreased than control; P\0.05. Lat., latency; Amp., amplitude; LC, late component;

N/A, not applicable.
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which kind of RGCs in retina are labelled by retro-AAV in

the AMY are needed in order to understand more about the

AMY-projecting neurons in the retina.

The amplitude of P1 in the AMY was smaller than that

in other regions, such as the SC or V1. A possible reason

might be that only some portion of neurons in the AMY

respond to visual stimuli, because it is not a specific visual

center. In addition, it is possible that the early response in

the AMY is not sufficient for detection, especially for weak

visual stimuli. It is still the SC-pulvinar connection that

sends the actual information that the AMY then uses to

inform the threat response. The AMY is more likely to

functionally modulate rapid visual detection than to

process rapid detection independently. Further studies

using optogenetic methods might clarify the role of this

direct projection in visual processing.

The homeostasis of hormones in the brain is important

for cognitive and emotional behaviors. Acute stress has

been shown to alter the way emotional and cognitive

systems process information. Stress causes the secretion of

corticotropin-releasing hormone (CRH) from the periven-

tricular nucleus of the hypothalamus, which then causes the

release of adrenocorticotropic hormone from the pituitary,

resulting in the secretion of glucocorticoids from the

adrenal cortex. Glucocorticoid receptors are widely

expressed throughout the brain, such as the prefrontal

cortex, hippocampus, and AMY, which may modulate

emotional arousal and memory consolidation, as well as

visual signal processing [40]. Glucocorticoid receptor

mRNA has also been detected in the human primary visual

cortex [41]. In the SC, it has been found that the

serotonergic system, operating at some level of glucocor-

ticoid function, is involved in the integration of appetitive

and consummatory grooming behaviors in the cat [42].

Thus, it is reasonable to suggest that stress would modulate

FEPs recorded in brain areas expressing glucocorticoid

receptors or receiving projections from these brain areas.

Stress is one of the triggering factors that causes mental

disorders, such as anxiety and depression. Acute RS is a

widely used and convenient method to induce both

psychological and physical stress. Restraint is painless

and does not cause physical harm to the animals, but does

activate the HPA-axis and increases the production of

glucocorticoids, initiating the deleterious effects of stress

[43]. After RS, rats always show increased restricted

mobility, aggression, and fecal pellet output. In this study,

stress did not change the P1 component in FEPs recorded

in the AMY, LGN, and V1, but increased P1 latency and

P1/N1 peak-to peak amplitude in the SC, and increased P1

latency in the LP. It is known that early FEP components

(peak latency less than *100 ms) are involved in sensory

processing. Although there is one recent study showing that

intracerebroventricular infusions of corticotropin releasing

factor increase the magnitude of dLGN neuronal responses

to threshold level light stimuli and increase the speed of

transmission of these signals through the thalamic visual

circuitry [44], we did not found any changes in the P1

component in the LGN, and there was also no change in the

P1 component in the AMY and V1. In nocturnal animals

such as rodents, a strong white flash in a dim background

can be seen as a threatening stimulus, like looming visual

stimuli [45, 46]. Thus, the randomly generated flash in our

FEP study might be a stress to rats and the effect of RS on

FEPs might meet a ceiling effect such that RS had no

further effect. We then recorded FEPs in the five brain

regions 30 min after 10 mg/kg corticosterone injection

(Fig. 8). Similar to the results after RS, corticosterone-

treated rats also showed no changes in the P1 component in

the AMY, LGN, and V1, but increased P1 amplitude in the

LP, and increased P1/N1 peak-to-peak amplitude in the SC.

Thus, the flash stimuli used in this study might lead to

stress in rats, and the fearful visual signal leads to a quick

P1 component in the AMY, confirming the role of the

AMY in rapid visual processing in rats.

Interestingly, the P1 amplitude in both the AMY and

LGN was diminished by the glucocorticoid receptor

Fig. 8 Effects of corticosterone treatment on FEPs in the AMY,

LGN, SC, LP, and V1. A Averaged FEP waveforms from different

brain regions. B Histograms showing significant changes in FEP

components after corticosterone administration compared with con-

trol. Data are presented as the mean ± SEM (*P\0.05, **P\0.01 vs
Control).
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antagonist RU38486 compared with control. These results

indicated that the normal function of glucocorticoids is

critical for the early processing of visual stimuli in the

AMY and LGN. As visual signals are important for

arousal, and the AMY is associated with arousal modula-

tion, the direct retinal pathway might be associated with the

regulation of arousal in rats, and this deserves further

research. However, RU38486 did not change the early and

late FEP components in the SC or V1. As stress or

corticosterone increased the P1 latency in the SC, these

results suggested that stress can modulate the function of

the SC and V1, but the activity of glucocorticoid receptors

is not necessary for the function of these two areas.

As to the late components, we found that they were

modulated by stress in the AMY, LGN, and LP, but not in

V1 and the SC. The later components of the FEP reflect

higher cognitive processing, which requires the normal

functions of many brain areas. Thus, the change of the late

component caused by stress might be a result of changes in

early visual processing through the SC, LP, or other related

regions, as the P1 component in the SC and LP was

significantly changed by stress. Interestingly, the P300

amplitude in the AMY was also decreased by RU38486,

suggesting that both glucocorticoid receptor agonists and

antagonists modulate the later processing of visual stimuli

in the AMY. As the FEP in the LGN was significantly

changed by RU38486, the changes of P300 in the AMY

might also a result from the changes in the previous stage

of signal processing. In V1, although there were no

changes in the late component after RS or RU38486

treatment, the N1/P2 peak-to-peak amplitude in rats

injected with corticosterone significantly increased after

exposure to stress, thus, the function in V1 might also be

changed by stress.

To our knowledge, this is the first study to record FEP

simultaneously in the AMY, LP, SC, LGN, and V1 in

freely-moving rats. FEPs recorded in V1 and SC have been

described in many studies [38, 47, 48], the results of which

are similar to ours, indicating valid recording and data

analysis in this study. However, the P1 latencies in our

study were longer than that reported in previous studies

[38, 48]. We postulate that the zero-point of the flash

marked by our photodiode may be earlier than the peak of

the stimulus luminance that maximally drove the retinal

ganglion cells, lengthening our overall latency estimate. In

addition, the shape of FEP waveforms can be affected by

the bandpass filter parameters, which could cause the P1

latency to differ from that reported by others.

There have been no reports of FEPs recorded in the

AMY, LP, and LGN. There are only some studies

showing auditory-evoked potentials (AEPs) in the lateral

AMY. It was found that the N150 component of the

AEP recorded from the lateral AMY undergoes a

profound amplitude increase in fear conditioning [49],

and this enhancement is specific for learning experiences

that are accompanied by autonomic arousal [50].

Although the waveform of the AEP has some similarity

with the FEP recorded in this study, these studies did not

pay attention to the earliest P1 component as this

component represents early signal processing which is

not affected by higher cognitive processing such as

learning and memory. The LP is a critical relay structure

that conveys threat-related visual information through the

subcortical visual circuit [51], which receives projections

from the SC. Both early and late components of FEP in

LP were changed by stress. Stress decreased the latency

and increased the amplitude of P1 in rats, and the

amplitude of the late P130 component also increased

after stress treatment. These results suggested that visual

processing in the LP is sensitive to stress. Many LGN,

V1, and SC neurons are visually selective, and do not

respond optimally to full-field flashes. Many of these

neurons have antagonistic surrounds and therefore

respond to contrast, not luminance. Thus, visually

selective cells may not be well driven by a full-field

flash. In FEP recordings, the averaged waveforms are the

summation of local field potentials recorded from each

brain area. The FEP measures do not allow us to infer

whether their changes are due to excitatory or inhibitory

effect on neuronal responses.

In conclusion, we recorded FEPs in the SC, LP, AMY,

LGN, and V1, which serve as the subcortical and cortical

pathways of emotional visual processing. By comparing

the latency of the first main component of these FEPs, we

found a quick component in the AMY, which emerged as

quickly as in the LGN and even quicker than that in the SC.

Along with the neuronal tracing finding of a direct neuronal

projection from retina to AMY, we postulate that there is a

direct retina-to-AMY pathway for quick detection of visual

stimuli in rats. We also found that this quick detection of a

flash requires normal glucocorticoid receptor function or

arousal in rats.
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Abstract Plasticity in the glutamatergic synapses on

striatal medium spiny neurons (MSNs) is not only essential

for behavioral adaptation but also extremely vulnerable to

drugs of abuse. Modulation on these synapses by even a

single exposure to an addictive drug may interfere with the

plasticity required by behavioral learning and thus produce

impairment. In the present work, we found that the

negative reinforcement learning, escaping mild foot-shocks

by correct nose-poking, was impaired by a single in vivo

exposure to 20 mg/kg cocaine 24 h before the learning in

mice. Either a single exposure to cocaine or reinforcement

learning potentiates the glutamatergic synapses on MSNs

expressing the striatal dopamine 1 (D1) receptor (D1-

MSNs). However, 24 h after the cocaine exposure, the

potentiation required for reinforcement learning was dis-

rupted. Specific manipulation of the activity of striatal D1-

MSNs in D1-cre mice demonstrated that activation of these

MSNs impaired reinforcement learning in normal D1-cre

mice, but inhibition of these neurons reversed the rein-

forcement learning impairment induced by cocaine. The

results suggest that cocaine potentiates the activity of direct

pathway neurons in the dorsomedial striatum and this

potentiation might disrupt the potentiation produced during

and required for reinforcement learning.

Keywords Cocaine � Reinforcement learning � Striatum �
Medium spiny neurons � Long-term potentiation

Introduction

It is well acknowledged that chronic cocaine abuse is a

devastating neuropsychiatric disorder causing a wide range

of emotional and cognitive deficits [1–4]. In contrast, the

prolonged deleterious effects of occasional or recreational

use of cocaine is still in debate [5–7]. Recent studies found

that recreational users are less able to inhibit overt manual

and covert attentional responses, and show more switching

costs and perseverative errors [8, 9]. It has also been found

that a single injection or exposure of mice to cocaine

affects excitatory synapses, although this dosage of cocaine

is not sufficient to make mice addicted [10–12]. Such

deficits also impair a series of adaptive behaviors, includ-

ing reinforcement learning [13, 14], which relies on the

proper functioning of the basal ganglia-thalamo-cortical

loop [15, 16]. In addition, synapses in this loop are the

primary targets of many addictive drugs, including cocaine

[17–19]. However, the neuropathological changes in the

basal ganglia circuits induced by acute cocaine exposure

and the relationship between these changes and the

impairment of reinforcement learning are still unclear.

Basal ganglia circuits are essential for action selection

and the encoding of action-outcome relations. Lesions or

disorders affecting different nodes of these circuits lead to

a variety of deficits in action initiation and goal-directed

movement [17–21]. These same circuits are able to
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undergo plastic changes, ranging from plasticity in synaptic

strength and excitability to the remodeling of microcircuits,

in response to environmental challenges [22, 23]. There-

fore, the basal ganglia circuits are not only important for

the initiation and performance of actions, but also neces-

sary for reinforcement learning and behavior remodeling. It

has been reported that the dorsomedial striatum (DMS) is

heavily involved in reinforcement learning, while the

dorsolateral striatum is closely associated with the execu-

tion of habituated behaviors [20, 24]. Two major pathways

constitute the cortico-striatal-basal ganglia loops: the direct

pathway, a monosynaptic gabaergic projection from

medium-sized spiny neurons expressing dopamine 1 (D1)

receptors (D1-MSNs) to the substantia nigra pars reticulata,

and the indirect pathway, a polysynaptic projection from

MSNs expressing dopamine 2 (D2) receptors (D2-MSNs)

to the substantia nigra pars reticulata through the external

globus pallidus and subthalamic nucleus [20]. Striatal D1-

MSNs and D2-MSNs are differentially modulated by

dopamine and work in an antagonistic manner to facilitate

or suppress movement, respectively [20]. A large body of

experimentation has demonstrated that long-term plastic

changes of the excitatory synapses on striatal D1-MSNs

facilitate movement, positive reinforcement, and reward,

while long-term plastic changes of the excitatory synapses

on striatal D2-MSNs mediate inhibition of motion, nega-

tive reinforcement, and punishment [13, 14, 16], showing

the fundamental roles of striatal plasticity in behavioral

adaptations, including reinforcement learning [16, 25].

Single administration of cocaine has been frequently

used in animal experiments to study the acute effects of the

drug on the plastic changes in neurotransmission in

different brain regions [12, 26, 27]. It has been demon-

strated that cocaine binds with the dopamine transporter

and inhibits the re-uptake of dopamine into dopaminergic

terminals, therefore increasing the extracellular dopamine

concentration, which in turn results in the potentiation of

dopaminergic neurotransmission and an exaggerated effect

of dopamine on postsynaptic neurons. The persistent

neuroadaptive effects left by such an acute action mediate

the emotional and behavioral changes of single cocaine

exposure [28, 29]. Previous studies have found that acute

exposure to cocaine exerts significant effects on the

glutamatergic transmission onto D1-MSNs and/or the D2-

MSNs in the nucleus accumbens and the dopaminergic

neurons in the ventral tegmental area [12, 30, 31].

A few studies also indicate that both the effects of acute

cocaine and the completion of reinforcement learning rely

on plastic changes in the glutamatergic transmission on

striatal MSNs [21, 24, 32]. Therefore, the plastic changes

induced by acute exposure to cocaine may disturb the

formation of the neural plasticity required for reinforce-

ment learning, causing impairments in the learning.

Negative reinforcement learning is essential to animals

for behavioral adaptation, it has been widely used as a

standardized experimental behavioral paradigm, and sub-

stance dependence or even single injection of cocaine

affects negative reinforcement learning (NRL) [33–35], but

the mechanisms are still unclear. The present work aimed

to study the effects of a single in vivo exposure to cocaine

on NRL in mice. To reach this goal, the changes in the

glutamatergic transmission on DMS D1-MSNs and D2-

MSNs induced by cocaine, reinforcement learning, and

reinforcement learning at 24 h after exposure to cocaine

were recorded. Since both the exposure to cocaine and the

experience of reinforcement learning facilitated striatal

glutamatergic transmission on DMS D1-MSNs, the suffi-

ciency and necessity of the facilitation induced by cocaine

in the learning impairment was also investigated by

manipulation of the activity of DMS D1-MSNs.

Materials and Methods

Animals

Male C57BL/6J mice between 7 to 8 weeks old (from the

Model Animal Research Center of Nanjing University,

China) were used to record the effects of cocaine on

reinforcement learning and excitatory neurotransmission

on striatal MSNs. In the chemogenetic activation or

inhibition of D1-MSNs, heterozygotic male progeny of

dopamine 1 receptor (D1R)-Cre (Drd1-Cre, 262, Gensat)

mice (gifts from the laboratory of Professor. Fuqiang Xu)

were used and produced by mating transgenic male mice

with C57BL/6J females. Mice were housed in a pathogen-

free facility maintained at a constant temperature and on a

12-h light/dark cycle (light on from 08:00 to 20:00). Water

and food were available ad libitum. Intraperitoneal injec-

tion of 20 mg/kg cocaine (Qinghai Pharmaceutical Factory,

China) or 0.9% saline was given to the mice 24 h before

experiments. All procedures were approved by the

Medicine Animal Care and Use Committee of Shaanxi

Normal University and conformed to the Guide for the

National Institutional Animal Care.

Behavioral Tests

Open Field Test (OFT)

Each mouse was gently placed in a corner of an illuminated

(10 lux) square box (50 9 50 9 35 cm3), facing the opaque

walls. Its movements were automatically recorded for 10

min with a video camera above the box and analyzed with

EthoVision software (Version 1.9, Noldus Information

Technology, USA). The locomotor activity was evaluated
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as the total distance travelled, and anxiety-like behavior

was evaluated by measuring the time spent and total

number of entries in the center area.

Negative Reinforcement Learning to Escape Foot-Shocks

(NRL)

NRL was performed as described previously [36]. All

learning experiments were conducted in operant chambers

(30 9 24 9 30 cm3; MED Associates, USA), which were

positioned in sound-attenuating boxes, equipped with a

ventilation fan, a house light, an observation window, and

two nose-pokers located 2 cm above the metal grid floor.

Briefly, a day before the reinforcement learning experi-

ment, each mouse was placed in an operant chamber and

allowed to explore the chamber freely for 100 min for

adaption to the environment, during which no shock was

delivered. On the day of reinforcement training, foot-

shocks were delivered through the metal grid floor. A very

mild intensity (0.15 mA) was used. One of the two nose-

pokers was designated randomly as ‘‘active’’ and was

illuminated by a light-emitting diode (LED, 20 lux) during

the shock period and its activation triggered shock

termination. Shock and the light began simultaneously

and terminated whenever the learning mouse poked the

active nose-poker, signaled by a 1.5-s tone (2.9 kHz, 65

dB) and turning off the LED; this was followed by a

pseudorandom timeout period ranging from 30 s to 60 s.

The learning procedure consisted of 50 trials, amounting to

a total session duration of approximately 100 min. We

defined one successful session as consisting of eight

consecutive correct responses, similar to previous studies

[37]. The trials continued until each mouse completed 50

trials. The total number of right or wrong (poking the

inactive nose-poker) responses, and the escape latency

were recorded.

Electrophysiological Recording

Brain Slice Preparation

Acute brain slices for analyzing synaptic function were

prepared as previously described [38, 39]. Briefly, each

mouse was anesthetized with isoflurane and decapitated.

The brain was then rapidly removed and glued to a cutting

stage immersed in artificial cerebrospinal fluid (ACSF)

containing (in mmol/L): 125 NaCl, 2.5 KCl, 25 glucose, 25

NaHCO3, 1.25 NaH2PO4, 2 CaCl2, and 1 MgCl2, gassed

with 5% CO2/95% O2. Sagittal slices (300 lm) through the

striatum were cut with a microslicer (VT 1200S, Leica,

Germany) at an advance speed of 0.06 mm/s. The slices

were then transferred to a holding chamber filled with

oxygenated ACSF at 34 �C and allowed to recover for at

least 0.5 h before use.

Electrophysiology

Individual slices were transferred to a recording chamber

and continuously perfused with ACSF for the duration of

the experiment. The DMS area in each slice was visually

identified according to The Mouse Brain in Stereotaxic

Coordinates (second edition). DMS MSNs were visualized

under an upright microscope (DM LFSA, Leica, Germany).

The recording pipettes had 3–8 MX resistance when filled

with the RNase-free intracellular solution (in mmol/L): 140

CsCH3SO3, 10 HEPES, 2 QX-314, 2 MgCl2, 0.2 EGTA, 4

MgATP, 0.3 Na2GTP, 10 Na2-phosphocreatine (pH 7.2–7.4

with CsOH). All experiments were carried out in the

presence of 100 lmol/L picrotoxin (PTX, Sigma, USA).

Series and input resistances were determined with each

afferent stimulus and were monitored for stability through-

out each experiment. Recordings were obtained using a

Multiclamp 700B amplifier and a Digidata 1550 (Molec-

ular Devices, USA). Data were filtered at 2 kHz and

digitized at 10 kHz. After recording, D1-MSNs and D2-

MSNs were identified by single-cell PCR as described in

the methods for single-cell PCR. A patch pipette filled with

RNase-free intracellular solution positioned close to the

tissue in the recording chamber was used as the negative

control.

For miniature excitatory postsynaptic current (mEPSC)

recording, the cell membrane potential was clamped at

-80 mV in the presence of 1 lmol/L TTX (Hebei Fishery

Science and Technology Development Co., China).

For AMPAR/NMDAR (a-amino-3-hydroxy-5-methyl-

4-isoxazolepropionic acid receptor/N-methyl-D-aspartate

receptor) ratio calculation, a stainless-steel bipolar micro-

electrode was located on the white matter between the

cortex and the DMS close to the recording electrode and

stimulated at a baseline frequency of 0.1 Hz. The AMPAR-

and NMDAR-mediated current ratio was recorded in the

presence of 100 lmol/L PTX at a holding membrane

potential of -80 mV and ?40 mV, respectively. The

AMPAR/NMDAR ratio was calculated as the ratio of the

average peak EPSC amplitude at -80 mV to the average

EPSC amplitude recorded at ?40 mV (averaged at 50 ms

after afferent stimulation). All EPSCs used for analysis

were averaged from 10 consecutive traces.

Long-term potentiation (LTP) was induced in the DMS

in the slices by using the following high-frequency

stimulation (HFS) protocol: 4 trains of 100 Hz paired with

postsynaptic depolarization at 0 mV. Data were excluded

when the series resistance changed by [20%. In this

experiment, MgCl2 was omitted from the ACSF.
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In the pharmacological modulation study, current-clamp

recording was used to measure evoked action potentials in

Clozapine N-oxide (CNO; BrainVTA, China) activation or

inhibition experiments. After applying currents in 25-pA

steps, ranging from –100 pA to 300 pA and 1000 ms in

duration, neurons were allowed to recover for 5 min before

the slices were perfused with ACSF containing 10 lmol/L

CNO. The same current-clamp procedure was performed

15 min after CNO perfusion. All recording sessions were

recorded and analyzed using Clampfit 10.5 software

(Molecular Devices, USA).

Single-Cell PCR

Single-cell PCR was performed as previously reported with

minor modification [40, 41]. Briefly, after recording, the

solution containing an ejected cell was transferred into a

PCR tube containing 3 lL of RNase-free water and 0.5 lL

of 40 U/lL RNasin (Promega, USA).

Single-strand cDNA was synthesized in PCR tubes

containing 2 lL mixed dNTPs (2.5 mmol/L each), 0.5 lL

oligo(dT) primer (50 lmol/L), and 0.5 lL random primer

(100 lmol/L) (all from Takara, Japan). The mixture was

heated to 65 �C for 5 min and then cooled on ice for 1 min,

then 2.5 lL 59 RT Buffer and 0.75 lL Maxima Reverse

Transcriptase (200 U/lL; Thermo Scientific, USA) were

added and held at 25 �C for 10 min; 50 �C for 30 min; and

85 �C for 5 min; then kept at 4 �C.

A multiplex single-cell nested-PCR was carried out for

detection of dopamine receptors (Drd1, Drd2) and glu-

tamic acid decarboxylase 67 (GAD67). Primers and

amplicons are listed in Table 1. The first-round PCR was

started after adding 29 PCR Master Mix, ddH2O, and

primer 1 (4 lmol/L each) to the RT product (final volume

20 lL). Forty cycles were performed (denaturation at

94 �C, 3 min; annealing at 59 �C, 1 min; extension at

72 �C, 1 min; final elongation at 72 �C, 10 min). An

aliquot (2 lL) of the first-round PCR product was used as a

template for the second-round PCR (35 cycles; annealing at

58 �C, 30 s; extension at 72 �C, 30 s). The PCR reaction

mix profiles were the same as in the first-round except that

primer 1 was substituted by primer 2. The second-round

PCR products were identified by 2% agarose gel elec-

trophoresis. All PCR reagents were from Takara (Japan).

Stereotaxic Surgery and Viral Injections

Surgery was performed under anesthesia using isoflurane

(4% for induction and 1% for maintenance). Each animal

was then mounted in a stereotaxic frame with non-

puncturing ear bars (RWD Life Science Inc., China). The

viruses AAV-hSyn-DIO-hM3Dq(Gq)-mCherry (5.63 9

1012 GC/mL, BrainVTA) or AAV-hSyn-DIO-hM4Di(Gi)-

mCherry (4.72 9 1012 GC/mL, BrainVTA) or AAV-hSyn-

DIO-mCherry (5.96 9 1012 GC/ml, BrainVTA) were

bilaterally injected into the DMS through borosilicate

glass pipettes connected to a 10-lL microsyringe (Gaoge,

China) at the coordinates AP: 0.6 mm; ML: ± 1.5 mm;

DV: 2.7 and 2.9 mm; AP: 1.0 mm; ML: ± 1.2 mm; DV: 2.6

and 2.8 mm. A total volume of 90 nL was injected at each

desired depth at 30 nL per min, and the needle was held at

the site for an additional 10 min. After surgery, mice were

allowed to recover for 3 weeks before behavioral tests.

Statistical Analysis

All data were transferred to GraphPad Prism for analysis

and graphing. Behavioral and electrophysiological data are

presented as the mean ± standard error of the mean (SEM).

Data were analyzed using a two-tailed unpaired t test,

Table 1 Oligonucleotide pri-

mers used for single-cell PCR.
Gene GeneBank

accession no.

Primer

name

Primer sequence Product length (bp)

Gad67 XM_011239023 Gad67-F1

Gad67-R1

TGTTCCTTTCCTGGTGAGTGC

GGTAGGAAGCATGCATCTGGT

296

Gad67-F2

Gad67-R2

CTTGGCTGTAGCTGACATCTG

TGCATCAGTCCCTCCTCTCTA

207

Drd1 NM_010076 Drd1-F1

Drd1-R1

TCCGATAGTTGGGCTCATCG

CTGTTGCAATACCCCCACCC

372

Drd1-F2

Drd1-R2

ATAGTTGGGCTCATCGCTGG

ACCGGGAAGGGGTTCTTCTA

222

Drd2 NM_010077 Drd2-F1

Drd2-R1

AACACACGCTACAGCTCCAA

TCATGTCCTCAGGGTGGGTA

325

Drd2-F2

Drd2-R2

CCCACTGCTCTTTGGACTCA

GCTTGCGGAGAACGATGTAG

152

F, forward; R, reverse; 1, primers for first-round PCR; 2, primers for second-round PCR.
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paired t test, or two-way or three-way repeated-measures

ANOVA followed by Tukey’s multiple comparisons test. A

P \ 0.05 was considered significant and all data used a

confidence level of 95%.

Results

Single Exposure to Cocaine Impairs Reinforcement

Learning in Mice

Two groups of mice were used in this behavioral exper-

iment: one was subjected to the behavioral tests 24 h after a

single exposure to 20 mg/kg cocaine (Cocaine?NRL) and

the other was subjected to the tests 24 h after saline

injection (Saline?NRL). Since repeated cocaine adminis-

tration induces neural adaptation in the dopamine system

and causes a progressive increase in locomotor activity

[42, 43], before subjecting the animals to the reinforcement

learning, the effects of cocaine on the locomotor activity

was first evaluated in the OFT (Fig. 1A). The total distance

moved in the Cocaine?NRL group did not differ from that

in the Saline?NRL group (Fig. 1C, t18 = 1.636, P =

0.1192), suggesting that the cocaine exposure did not

produce behavioral sensitization 24 h after administration.

Then, 30 min after the OFT, the two groups were subjected

to reinforcement training (Fig. 1A, B). The escape latency

for the 50 training trials in the Cocaine?NRL group was

significantly longer than that in the Saline?NRL group,

resulting in a significant difference between the learning

curves of the two groups (Fig. 1D, interaction F49, 900 =

2.638, P \0.0001; Trials F49, 900 = 7.390, P \0.0001;

Treatment F1, 900 = 445.7, P\0.0001). Consistently, both

the mean escape latency (Fig. 1E, t18 = 8.109, P\0.0001)

and the total number of mistakes (Fig. 1F, t18 = 2.989, P =

0.0079) in the Cocaine?NRL group were larger than those

in the Saline?NRL group. With the success of learning

defined as the completion of eight consecutive correct

responses [37], the time to reach the first successful

learning session by the Cocaine?NRL group was also

longer than that by the Saline?NRL group (Fig. 1G, t18 =

6.437, P \0.0001). To exclude other possible cocaine-

induced deficits in reinforcement learning, the effects on

anxiety-like behaviors and pain sensitivity were evaluated.

To assess anxiety-like behaviors, the time spent in the

center zone and total number of entries in the OFT were

analyzed first, and there were no significant differences in

the Cocaine group before and 24 h after the single injection

(Fig. S1A, B, Time in the center zone (Fig. S1A):

interaction F1, 36 = 0.0283, P = 0.8675; Treatment F1, 36

= 0.3395, P = 0.5637; Pre & Post F1, 36 = 0.1271, P =

0.7235; Total number of entries (Fig. S1B): interaction

F1, 36 = 0.2639, P = 0.6106; Treatment F1, 36 = 0.9214, P =

0.3435; Pre & Post F1, 36 = 0.1757, P = 0.6776). In

addition, in the elevated plus maze test, there were no

significant differences between two groups in the time

spent in the open arms (Fig. S1C, interaction F1, 36 =

0.7687, P = 0.3864; Treatment F1, 36 = 0.1199, P = 0.7312;

Pre & Post F1, 36 = 0.1125, P = 0.7392) and the percentage

of entries before and 24 h after the single injection

(Fig. S1D, interaction F1, 36 = 3.124, P = 0.0856;

Treatment F1, 36 = 0.0143, P = 0.9054; Pre & Post F1, 36

= 0.2800, P = 0.6000). To test if the cocaine-treated

animals were less sensitive to the electric shock, which

might lead to the prolonged escape latency, we compared

the sensitivity to thermal and mechanical stimuli before

and 24 h after the single injection of cocaine; the results

showed that the responses to thermal and mechanical

stimuli did not differ between the groups (Figs. S2A–B,

Thermal withdrawal latency (Fig. S2A): interaction F1, 36 =

0.2108, P = 0.6489; Treatment F1, 36 = 0.0030, P = 0.9566;

Pre & Post F1, 36 = 1.244, P = 0.2721; Mechanical

withdrawal threshold (Fig. S2B): interaction F1, 36 =

0.5991, P = 0.4440; Treatment F1, 36 = 2.317, P = 0.1367;

Pre & Post F1, 36 = 3.226, P = 0.0809). Based on the above

results, effects of anxiety-like behaviors and pain sensitiv-

ity on the Cocaine group could be excluded. During the

habituation period, there was no significant difference

between the total number of spontaneous nose-pokes on the

active and inactive nose-pokers in the Saline?NRL and

Cocaine?NRL groups, showing no preference for either of

the nose-pokers (Fig. 1H, interaction F1, 36 = 0.0002,

P [0.9999; Nosepoke F1, 36 = 0.1086, P = 0.7436;

Treatment F1, 36 = 0.8473, P = 0.3634). In contrast, the

total numbers on the active nose-pokers in the two groups

were significantly larger than those on the inactive nose-

pokers, showing the preference for the active nose-poker

induced by the mild aversive foot-shocks. In addition, the

total number of active nose-pokes in the Cocaine?NRL

group was significantly lower than that in the Saline?NRL

group, indicating that the Cocaine?NRL group had fewer

correct responses than the Saline?NRL group (Fig. 1I,

interaction F1, 36 = 11.42, P = 0.0018; Nose-poke F1, 36 =

111.0, P \0.0001; Treatment F1, 36 = 18.99, P = 0.0001;

followed by Tukey’s post hoc test: Saline?NRL vs

Cocaine?NRL, active nose-pokes P\0.0001). The above

results clearly showed that the reinforcement learning was

markedly impaired by a single dose of cocaine adminis-

tered 24 h before the learning. The possible mechanism

underlying the impairment was then studied by using

electrophysiological recordings in brain slices 30 min after

the learning (Fig. 1A).
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Single Exposure to Cocaine Enhances Striatal Glu-

tamatergic Transmission and Prevents the Plastic

Changes Produced by Reinforcement Learning

The basal glutamatergic transmission on DMS D1-MSNs

and D2-MSNs in the DMS slices was evaluated by whole-

cell voltage clamp recording of mEPSCs in the following

groups: Saline, Cocaine, Saline?NRL, and Cocaine?NRL.

In addition to the Saline?NRL and Cocaine?NRL groups

used in the behavioral tests described above, slices were

also prepared from the Saline and the 20 mg/kg Cocaine

groups, prepared in the same way as the NRL groups

before slicing but without NRL. D1-MSNs and D2-MNSs

were identified post hoc by single-cell PCR using

cytoplasm collected immediately after recording

(Fig. 2A, D, and G).

The frequency of mEPSCs in the Saline?NRL group

was significantly greater than that in the Saline and the

Cocaine groups (Fig. 2B, interaction F1, 82 = 7.347, P =

0.0082; NRL F1, 82 = 14.48, P = 0.0003; Treatment F1, 82 =

9.263, P = 0.0031 in D1-MSNs: followed by Tukey’s post

hoc test, P = 0.00004 vs Saline; P = 0.000008 vs Cocaine),

showing that the experience of reinforcement learning

enhanced the excitatory transmission on D1-MSNs by

increasing the presynaptic release of glutamate. There was

no significant difference between the frequency of mEPSCs

in the Cocaine group and that in the Saline group (P =

0.9952), suggesting that the presynaptic release of gluta-

mate was not enhanced by exposure to cocaine.

Fig. 1 Single cocaine injection-induced impairment in reinforcement

learning in mice. A Experimental schedule for cocaine administration

and behavioral tests. B The operant chamber. C Open field test

(OFT): there is no difference in total distance between the

Saline?NRL and Cocaine?NRL groups. D During the 50 trials of

reinforcement learning, the escape latency curve is significantly

increased by a single dose of cocaine administered 24 h before the

learning. E–G Mean escape latency (E), total numbers of errors (F),

and total time to criterion (G) are significantly greater in the

Cocaine?NRL group than in the Saline?NRL group. H There is no

preference between the active and the inactive nose-pokers in the

Saline?NRL and Cocaine?NRL groups during the habituation

period. I The number of active nose-pokes are significantly larger

than that of the inactive nose-poker in both groups, while the number

of active nose-pokes is larger in the Saline?NRL group than in the

Cocaine?NRL group during the learning period (Saline?NRL, n =

10 mice; Cocaine?NRL, n = 10 mice). Data represent the mean ±

SEM (*P\0.05, **P\0.01, ***P\ 0.001; two-tailed unpaired t test

in C, E, F, G and two-way RM ANOVA in D, H and I).
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Surprisingly, the increase in the frequency of mEPSCs in

D1-MSNs in the Saline?NRL group was absent from the

Cocaine?NRL group (P = 0.0007), suggesting that expo-

sure to cocaine prevented the increase of the presynaptic

release of glutamate produced during reinforcement

learning.

The average mEPSC amplitude in the Saline?NRL

group was significantly larger than that in the Saline and

Cocaine?NRL groups (Fig. 2C, interaction F1, 82 = 27.87,

P \0.0001, NRL F1, 82 = 1.627, P = 0.2057, Treatment

F1, 82 = 1.629, P = 0.2054; followed by Tukey’s post hoc

test, vs Saline, P\0.0001; vs Cocaine?NRL, P = 0.0315),

showing that reinforcement learning enhanced the excita-

tory transmission on D1-MSNs by increasing the amplitude

of the postsynaptic current. The average mEPSC amplitude

in the Cocaine group was also larger than that in the Saline

(P \0.0001) and Cocaine?NRL groups (p = 0.0377)

(Fig. 2C), indicating that exposure to cocaine also

enhanced the excitatory transmission on D1-MSNs by

increasing the postsynaptic current. There was no signif-

icant difference between the average mEPSC amplitude in

the Cocaine?NRL group and that in the Saline group

(Fig. 2C, P = 0.3358), showing that the enhancement of

postsynaptic current induced by reinforcement learning

was also prevented by administration of cocaine 24 h

before learning.

The above results showed that a single exposure to

cocaine enhanced the postsynaptic current of glutamatergic

synapses on DMS D1-MSNs and this enhancement may

prevent the formation of the increase in both the presy-

naptic glutamate release and the postsynaptic current that

were produced during reinforcement learning (Fig. 1).

On the other hand, no significant differences were found

among the values of frequency and average amplitude of

mEPSCs in D2-MSNs among the Saline, Saline?NRL,

Cocaine, and the Cocaine?NRL groups, which suggests

that the excitatory transmission on D2-MSNs might not be

involved in the impairment of reinforcement learning

induced by exposure to cocaine (Fig. 2E, F; Frequency:

interaction F1, 68 = 3.249, P = 0.0759; NRL F1, 68 = 0.0091,

P = 0.9245; Treatment F1, 68 = 0.0893, P = 0.7660;

Amplitude: interaction F1, 68 = 5.487, P = 0.0221; NRL

F1, 68 = 0.2401, P = 0.6257; Treatment F1, 68 = 0.5894, P =

0.4453).

To further confirm the above changes in the average

amplitude of mEPSCs, the ratio of the amplitudes of

evoked AMPAR- and NMDAR-EPSCs (A/N ratio) in D1-

MSNs and D2-MSNs was recorded in DMS slices (Fig. 3A,

C). In D1-MSNs, the A/N ratio in the Saline?NRL group

was significantly larger than those in the Saline and the

Cocaine?NRL groups (Fig. 3B; interaction F1, 70 = 32.90,

P \0.0001; NRL F1, 70 = 0.2215, P = 0.6393; Treatment

F1, 70 =2.177, P = 0.1446, followed by Tukey’s post hoc

test: vs Saline, P = 0.0039; vs Cocaine?NRL, P\0.0001),

further suggesting that reinforcement learning enhanced

the excitatory transmission on D1-MSNs by increasing the

AMPAR-mediated postsynaptic current. The A/N ratio in

D1-MSNs in the Cocaine group was also significantly

larger than those in the Saline and the Cocaine?NRL

groups (Fig. 3B; vs Saline, P = 0.0345; vs Cocaine?NRL,

P \0.0001), confirming that exposure to cocaine also

enhanced the excitatory transmission on D1-MSNs by

increasing the AMPAR-mediated postsynaptic current.

There was no significant difference between the A/N ratio

in D1-MSNs in the Cocaine?NRL group and that in the

Saline group (Fig. 3B; P = 0.5528).

Consistent with the findings for the average amplitude of

mEPSCs, in D2-MSNs, there were also no significant

differences in the A/N ratio of the postsynaptic current

among the Saline, Cocaine, Saline?NRL, and Cocai-

ne?NRL groups (Fig. 3D; interaction F1, 68 = 3.701, P =

0.0586; NRL F1, 68 = 4.135, P = 0.0459; Treatment F1, 68 =

0.6395, P = 0.4267), suggesting that the excitatory

transmission on D2-MSNs might not play a key role in

the impairment of reinforcement learning after exposure to

cocaine.

Alterations of synaptic AMPAR and NMDAR subunits

on the postsynaptic membrane contribute to the expression

of long-term changes in synaptic strength, as in LTP and

LTD [28]. To further explore whether the history of

synaptic activation caused by single-dose cocaine inter-

feres with the induction of potentiation by NRL, we

examined HFS LTP induction in D1-MSNs in vitro after

single-dose cocaine exposure. We found that the HFS

protocol (4 trains of 100 Hz given at 10-s intervals paired

with depolarization of the neuron to 0 mV) failed to elicit

LTP in D1-MSNs approximately 24 h after cocaine

b Fig. 2 Single exposure to cocaine inhibits the potentiation of

glutamatergic transmission on D1-MSNs produced during reinforce-

ment learning. A, D Representative recordings of mEPSCs from D1-

MSNs (A) and D2-MSNs (D) in the groups with saline, cocaine,

reinforcement learning after saline (Saline?NRL), and reinforcement

learning after cocaine (Cocaine?NRL). B, E Summary data for

mEPSC frequency with cumulative probability plots of inter-event

intervals in D1-MSNs (B) and D2-MSNs (E). C, F Summary of

mEPSC amplitude with cumulative probability plots in D1-MSNs

(C) and D2-MSNs (F). G Representative image of the agarose gel

electrophoresis of single-cell PCR with nested primers applied to

single GABAergic MSNs with Dopamine type 1 receptor (Drd1) and

Dopamine type 2 receptor (Drd2) (NC: Negative control). Double-

expressing cells in single-cell PCR were not counted. D1-MSNs:

Saline, n = 20 cells from 10 mice; Cocaine, n = 23 cells from 10 mice;

Saline?NRL, n = 26 cells from 10 mice; Cocaine?NRL, n = 17 cells

from 10 mice. D2-MSNs: Saline, n = 19 cells from 11 mice; Cocaine,

n = 10 cells from 6 mice; Saline?NRL, n = 22 cells from 10 mice;

Cocaine?NRL, n = 21 cells from 10 mice. *P \0.05, **P \0.01,

***P\0.001, two-way RM ANOVA.
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exposure; instead, this protocol tended to produce LTD

(Fig. 3E–F, eEPSC amplitude in the last 10 min relative to

baseline, Saline: 155.9 ± 4.20%, t10 = 4.337, P = 0.0015;

Cocaine: 75.25 ± 2. 32%, t9 = 3.725, P = 0.0047; Saline vs

Cocaine 40–50 min t19 = 5.375, P \0.0001). The results

showed that exposure to cocaine enhanced the excitatory

transmission in DMS D1-MSNs and thereby prevented

further synaptic potentiation in the same population. In

addition, this potentiated state elicited by cocaine may

leave an enduring trace that affects the subsequent

induction of plasticity, such as the response to the HFS

protocol or activity-dependent paradigms (NRL as in

Fig. 1). If cocaine-evoked potentiation is causally involved

in the impairment of NRL behavior, then potentiating these

synapses may artificially simulate the role of cocaine in the

learning behavior deficits, while de-potentiating these

synapses may reverse the behavioral change.

Activation of D1-MSNs is Sufficient for the Impair-

ment of Reinforcement Learning

The results presented above strongly suggest that a single

exposure to cocaine enhances the excitatory transmission

on DMS D1-MSNs and impairs reinforcement learning in

mice. As both LTP and LTD are depolarization-dependent,

which might arise from alterations in the activity of

Fig. 3 Single exposure to cocaine enhances the AMPAR- and

NMDAR-EPSCs ratio, resulting in disruption of HFS-induced LTP in

D1-MSNs, then inhibits the potentiation of the ratio by reinforcement

learning. A, C Representative traces of NMDAR EPSCs at ?40 mV

(upper traces) and AMPAR EPSCs at –80 mV (lower traces) in D1-

MSNs (A) and D2-MSNs (C) from the Saline, Cocaine, Saline?NRL,

and Cocaine?NRL groups. B, D Statistics of the ratio of AMPAR to

NMDAR EPSCs in D1-MSNs (B) and D2-MSNs, (D) corresponding

to A and C, respectively (D1-MSNs: Saline, n = 13 cells from 7 mice;

Cocaine, n = 18 cells from 7 mice; Saline?NRL, n = 21 cells from 9

mice; Cocaine?NRL, n = 22 cells from 9 mice. D2-MSNs: Saline,

n = 22 cells from 8 mice; Cocaine, n = 14 cells from 7 mice;

Saline?NRL, n = 21 cells from 10 mice; Cocaine?NRL, n = 15 cells

from 9 mice). E HFS induces LTP in DMS D1-MSNs in single-dose

saline- or cocaine-treated mice. Left: schematic of a striatal slice with

the stimulating electrode (Stim) and recording electrode (Record) in

the dorsomedial subregion (DMS); right: dark traces represent the

baseline EPSC average from 0 to 10 min (labeled ‘‘1’’), and light

traces represent the average EPSC from the last 10 min after LTP

induction (labeled ‘‘2’’). F Summary of the magnitude of HFS-LTP

induction in the Saline and Cocaine groups (comparison between

baseline and the last 10 min of recording). (D1-MSNs, Saline, n = 11

cells from 5 mice; Cocaine, n = 10 cells from 5 mice; *P \0.05,

**P\0.01, ***P\0.001, two-way RM ANOVA for B, D, E, paired

t test for F).
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postsynaptic neurons, both synaptic transmission and the

postsynaptic neuronal activity jointly contribute to the

activity level changes of the striatal direct pathway. To

comprehensively assess the role of activity in neurons of

the direct striatal pathway (D1-MSNs) in the impairment of

NRL by cocaine, we used the designer receptors exclu-

sively activated by designer drugs (DREADD) approach

(Fig. 4A). We first tested whether the activation of D1-

MSNs, mimicking the effects of cocaine, produces an

impairment of reinforcement learning similar to that

induced by cocaine. AAV viral vectors expressing the

Gq-coupled human M3 muscarinic receptor (hM3Dq) or

AAV-hSyn-DIO-mCherry were injected bilaterally into the

DMS in D1-Cre mice [44, 45], targeting the D1-MSNs

(Fig. 4B). Three weeks after virus injection, the spiking

response to current stimulation in the hM3Dq-expressing

D1-MSNs was significantly increased in brain slices by

bath application of CNO (10 lmol/L), while that in the

control mCherry-expressing D1-MSNs was unaffected

(Fig. 4C). The rheobase of spike generation in the

hM3Dq-expressing D1-MSNs was reduced by CNO

(Fig. 4D; t9 = 7.584, P \0.0001), while that in the

Fig. 4 Activating D1-MSNs with DREADD-hM3Dq impairs rein-

forcement learning in D1-Cre mice. A Experimental paradigm.

B Injection site of AAV-DIO-hM3Dq-mCherry virus in the DMS.

C Current-voltage relationship of representative D1-MSNs recorded

before and after 10 lmol/L CNO perfusion. D The minimal injected

current to induce action potentials (Aps) is decreased by CNO.

E Number of Aps induced at different current steps (mCherry, n = 9

cells from 3 mice; hM3Dq, n = 10 cells from 3 mice). F Open field

test: there is no difference in total distance traveled among the groups.

G Escape latency is significantly increased in mice expressing

hM3Dq after injection of CNO. H–J Mean escape latency (H), error

numbers (I), and total time to the first successful session (J) in

hM3Dq-expressing mice with CNO are significantly larger than those

in the other three groups. K There is no preference between the active

and inactive nose-poker in the mCherry and hM3Dq groups without

saline or CNO during the habituation period of 100 min. L The

number of active nose-pokes is significantly greater than that of

inactive nose-pokes in the mCherry-expressing group and hM3Dq-

expressing mice treated with saline, but the number of active nose-

pokes in the hM3Dq-expressing group treated with CNO did not

differ from that of inactive nose-pokes (Saline-mCherry, CNO-

mCherry, Saline-hM3Dq n = 7 mice; CNO-hM3Dq n = 9 mice). Data

represent the mean ± SEM (*P \0.05; **P \0.01; ***P \0.001,

paired t test for D, two-way RM ANOVA for E, F, H, I, and J, and

three-way RM ANOVA for G, K, and L.
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mCherry-expressing D1-MSNs was unaffected (t8 = 0.000,

P[0.9999). The excitability of the hM3Dq-expressing D1-

MSNs was significantly enhanced by CNO, showing that

the application of CNO activated the hM3Dq-expressing

D1-MSNs, compared to the pre-CNO baseline (Fig. 4E;

F1, 216 = 110.4, P\0.0001).

Then, in vivo injection of CNO into mice expressing

hM3Dq or mCherry was used to assess the effects of D1-

MSN activation on reinforcement learning. In the OFT

carried out 30 min after CNO injection (0.5 mg/kg) [46],

there was no significant difference in the total distance

traveled by mice expressing hM3Dq or mCherry with or

without CNO (Fig. 4F; interaction F1, 26 = 0.6300, P =

0.4345; Treatment F1, 26 = 0.6295, P = 0.4347; Groups

F1, 26 = 0.6109, P = 0.4415). Interestingly, during the 50

training trials, the escape latency in the hM3Dq-expressing

mice with CNO was significantly longer than in those

expressing Cherry or hM3Dq with saline, resulting in

marked differences among the four learning curves

(Fig. 4G; Trials 9 Treatment 9 Groups F49, 1274 =

0.7306, P = 0.9175; Treatment 9 Groups F1, 26 = 31.07,

P \0.0001; Treatment F1, 26 = 30.68, P\0.0001; Groups

F1, 26 = 35.30, P \0.0001). In addition, in the hM3Dq-

expressing mice, the mean escape latency (Fig. 4H;

interaction F1, 26 = 30.87, P \0.0001; Treatment F1, 26 =

34.92, P\0.0001; Groups F1, 26 = 30.66, P\0.0001), the

total error numbers (Fig. 4I; interaction F1, 26 = 4.872, P =

0.0363; Treatment F1, 26 = 10.00, P = 0.0040; Groups F1, 26

= 9.259, P = 0.0053), and the time to the first successful

session (Fig; 4J, interaction F1, 26 = 11.68, P = 0.0021;

Treatment F1, 26 = 19.63, P = 0.0002; Groups F1, 26 =

14.15, P = 0.0009) were all significantly larger than those

in those expressing Cherry or hM3Dq with saline. During

the habituation period, no mice showed a preference for

either the active or the inactive nose-poker (Fig. 4K;

Nosepoke 9 Treatment 9 Groups F1, 26 = 0.0786, P =

0.7815; Nosepoke 9 Treatment F1, 26 = 0.0210, P =

0.8859; Nosepoke 9 Groups F1, 26 = 0.7586, P = 0.3917).

However, during reinforcement learning, the number of

active nose-pokes was still significantly higher than that of

inactive nose-pokes in the mice expressing mCherry or

hM3Dq with saline (Fig. 4L, Nosepoke 9 Treatment 9

Groups F1, 26 = 12.53, P = 0.0015; Nosepoke 9 Treatment

F1, 26 = 70.76, P \0.0001; Nosepoke 9 Groups F1, 26 =

18.26, P = 0.0002; followed by Tukey’s post-hoc test,

mCherry with Saline P \0.0001, with CNO P \0.0001;

hM3Dq with Saline P \0.0001), but exhibited no differ-

ence in the hM3Dq-expressing mice treated with CNO

(P[0.9999). These results indicate that selective activation

of D1-MSNs in the DMS impairs reinforcement learning,

similar to the effects of a single exposure to cocaine

(Fig. 1).

Inhibiting D1-MSNs Reverses the Impairment

of Reinforcement Learning Induced by Cocaine

In order to verify the necessity of the enhancement of D1-

MSN activation in the impairment of reinforcement

learning induced by exposure to cocaine, AAV viral

vectors expressing the Gi/o-coupled human M4 muscarinic

receptor (hM4Di) or AAV-hSyn-DIO-mCherry was bilat-

erally injected into the DMS [44, 45] in D1-Cre mice

(Fig. 5A, B). Three weeks after the virus injection, the

spiking response to current injection in D1-MSNs express-

ing hM4Di in brain slices was inhibited by bath application

of CNO (10 lmol/L), while that in mCherry-expressing

D1-MSNs was unaffected (Fig. 5C). The rheobase of spike

generation in the hM4Di-expressing D1-MSNs was signif-

icantly increased by CNO (Fig. 5D, t9 = 4.707, P = 0.0011),

while that in the mCherry-expressing D1-MSNs was

unaffected (t7 = 1.000, P = 0.3506). The excitability of

D1-MSNs expressing hM4Di was significantly reduced by

CNO (Fig. 5E, F1, 216 = 10.00, P = 0.0018), showing that

application of CNO inhibits the activity of hM4Di-ex-

pressing neurons.

We next investigated the effects of D1-MSN suppres-

sion on cocaine-induced reinforcement learning impair-

ment through in vivo injection of CNO into mice

expressing hM4Di or mCherry. Twenty-four hours after

cocaine exposure and 30 mins after CNO injection, the

total distance moved by the mice in the CNO?hM4Di

group in the OFT was significantly shorter than that by the

mice in the other three groups (Fig. 5F, interaction F1, 26 =

14.78, P = 0.0007; Treatment F1, 26 = 12.23, P = 0.0017;

Groups F1, 26 = 11.53, P = 0.0022). This suggests that

inhibition of D1-MSNs by CNO at 0.5 mg/kg significantly

reduces the locomotor activity of hM4Di-expressing mice.

In reinforcement training following the OFT, as shown in

Fig 5G, the escape latency in all 50 training trials in the

hM4Di-expressing mice treated with CNO was signifi-

cantly shorter than that of the other three groups. This

resulted in marked differences among the four learning

curves (Trials 9 Treatment 9 Groups F49, 1274 = 0.7471,

P = 0.9013; Treatment 9 Groups F1, 26 = 11.59, P =

0.0022; Treatment F1, 26 = 5.304, P = 0.0295; Groups F1, 26

= 4.918, P = 0.0355). Furthermore, in the hM4Di-

expressing mice with CNO, the mean escape latency

(Fig. 5H; interaction F1, 26 = 7.374, P = 0.0116; Treatment

F1, 26 = 6.380, P = 0.0180; Groups F1, 26 = 2.610, P =

0.1183), the total error numbers (Fig. 5I; interaction F1, 26

= 4.571, P = 0.0421; Treatment F1, 26 = 2.972, P = 0.0966;

Groups F1, 26 = 9.770, P = 0.0043), and the time to the first

successful session (Fig. 5J; interaction F1, 26 = 6.486, P =

0.0171; Treatment F1, 26 = 4.844, P = 0.0368; Groups F1, 26

= 3.292, P = 0.0812) were all significantly lower than those

in the mice expressing mCherry with saline or CNO, and
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mice expressing hM4Di with saline. During the habituation

period, no mice showed a preference for either the active or

the inactive nose-poker (Fig. 5K; Nosepoke 9 Treatment 9

Groups F1, 26 = 1.710, P = 0.2025; Nosepoke 9 Treatment

F1, 26 = 0.0244, P = 0.8770; Nosepoke 9 Groups F1, 26 =

1.648, P = 0.2105). However, during reinforcement

training, the number of active nose-pokes was significantly

higher than that of inactive nose-pokes in the hM4Di-

expressing mice treated with CNO. To evaluate whether

the effect of CNO on reinforcement learning in hM4Di-

expressing mice was related to the reduction of locomotor

activity, the total numbers of the nose-pokes were checked,

and there were no significant differences in all four groups

after CNO injection (Fig 5L). These results indicated that

the effect on reinforcement learning by DREADD

inhibition was not associated with decreased locomotor

activity in this study (Fig. 5L; Nosepoke 9 Treatment 9

Groups F1, 26 = 0.2791, P = 0.6018; Nosepoke 9

Treatment F1, 26 = 3.566, P = 0.0702; Nosepoke 9 Groups

F1, 26 = 0.7986, P = 0.3797; followed by post hoc Tukey’s

test, mCherry with Saline P = 0.8712, with CNO P =

0.1765; hM4Di with Saline P = 0.6847; hM4Di with CNO

P = 0.0022). The above results showed that in mice whose

DMS D1-MSNs expressed mCherry or hM4Di without

CNO injection, the impairment of reinforcement learning

by cocaine was preserved, while in mice whose DMS D1-

MSNs expressed hM4Di and were inhibited by CNO, the

impairment was reversed (Fig. 1). These results indicate

that enhancement of DMS D1-MSN activity is required for

Fig. 5 Inhibiting the activity of D1-MSNs with the DREADD hM4Di

reverses the impairment in reinforcement learning induced by

exposure to cocaine. A The experimental paradigm. B Injection site

of AAV-DIO-hM4Di-mCherry virus in the DMS. C Current-voltage

relationship of representative D1-MSNs recorded before, and after 10

lmol/L CNO perfusion. D The minimal injected current to induce

action potentials (Aps) is increased by CNO. E Number of induced

Aps at different current steps (mCherry, n = 8 cells from 3 mice;

hM4Di, n = 10 cells from 3 mice). F Open field test: the total distance

traveled significantly decreases after CNO perfusion in the hM4Di

group vs other groups. G Escape latency is reversed by CNO in

hM4Di-expressing mice, but not in other groups. H–J Mean escape

latency (H), error numbers (I), and total time to the first successful

session (J) in the CNO?hM4Di group are significant smaller than

those in the other three groups. K There is no preference between the

active and inactive nose-pokers in the mCherry and hM4Di groups

without saline or CNO during the habituation period of 100 min.

L The number of active nose-pokes is significantly greater than that of

inactive nose-pokes in the CNO?hM4Di group (Saline-mCherry,

CNO-mCherry, Saline-hM4Di n = 7 mice; CNO-hM4Di n = 9 mice).

Data represent the mean ± SEM (*P\0.05, **P\0.01, ***P\0.001,

paired t test for D, two-way RM ANOVA for E, F, H, I, and J, and

three-way RM ANOVA for G, K, and L).
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the impairment in reinforcement learning induced by a

single exposure to cocaine.

Discussion

Reward-based or aversion-induced reinforcement of certain

behaviors is essential for survival in a changing environ-

ment. Such behavioral adaptation relies on feedback

modulation by the outcomes of immediately previous

actions. The basal ganglia circuit plays a key role in linking

the outcomes produced by previous actions to the selection

and adjustment of future actions, thus enabling the

organism to approach profitable and avoid harmful envi-

ronmental events [20, 47, 48]. Neurotransmission in the

striatum, the input nuclei of the basal ganglia circuit, is

sensitive to the feedback information conveyed by mid-

brain dopamine signals. This sensitivity guarantees the

flexibility of behavioral remodeling [21]. Unfortunately,

the same sensitivity to modulation at this node also endows

the basal ganglia circuit with vulnerability to addictive

drugs. For example, even a single exposure to cocaine

produces prolonged impairments in adaptive behaviors by

inducing plastic changes in brain regions mediating

reinforcement learning [1, 6, 9, 10, 33, 34]. In present

study, using a classic instrumental learning paradigm in

mice, we provide further novel evidence showing that a

single exposure to cocaine remarkably impairs reinforce-

ment learning even 24 h after administration of the drug

(Fig. 1). Previous studies have reported that peak cocaine

values occur approximately 5–15 min after drug adminis-

tration, and cocaine half-life ranges from 16 to 72 min

depending on species, drug dose, and experimental condi-

tions [49]. Although cocaine is metabolized rapidly, its

metabolites including benzoylecgonine and ecgonine

methyl ester are still detectable 24 h after the first cocaine

exposure in humans [50]. These results indicate that a

single exposure to cocaine, either occasionally taken or

used for recreational purposes, causes significant deficits in

behavioral learning even after the drug is metabolized. The

persistent traces left by the drug exist in the brain and can

still strongly interfere in the normal functioning of neural

circuits mediating adaptive behavioral learning.

Previous studies have reported that potentiation in

excitatory synapses on striatal D1-MSNs mediate the

positive, reward-induced, reinforcement learning [13, 20].

In the present study, we further found that potentiation of

both the frequency and amplitude of mEPSCs in gluta-

matergic synapses on DMS D1-MSNs, but not on D2-

MSNs, was produced during NRL. The postsynaptic A/N

ratio in D1-MSNs was also enhanced. The results showed

that potentiation of excitatory transmission in direct striatal

pathway neurons is essential for the completion of both

positive and NRL (Figs. 2, 3). We also found a significant

enhancement in the amplitude of mEPSCs in D1-MSNs,

but not in D2-MSNs, was produced by a single exposure to

cocaine. This result is similar to previous reports on ventral

tegmental area dopamine neurons and locus coeruleus

norepinephrine neurons, in which a single exposure to

cocaine was found to enhance the AMPAR-mediated

postsynaptic current, but did not affect the presynaptic

glutamate release probability [12, 28]. Most importantly,

previous studies indicated that acute cocaine exposure is

sufficient to alter the AMPAR subunit composition in D1-

MSNs in ventral striatum that may contribute to the

synaptic potentiation [51, 52].

Interestingly, when mice were subjected to reinforce-

ment learning 24 h after exposure to cocaine, the learning

was significantly impaired. In electrophysiological record-

ings immediately after the reinforcement learning,

enhancement in the frequency and amplitude of mEPSCs

in DMS D1-MSNs was found in mice pre-exposed to saline

but was absent in those pre-exposed to cocaine. These

results suggest that enhancement of the AMPAR-mediated

postsynaptic current induced by cocaine interferes with or

inhibits the presynaptic and postsynaptic potentiation

produced during reinforcement learning, and this disrup-

tion might be an important reason for the impairment of

reinforcement learning induced by exposure to cocaine.

The mechanisms underlying this inhibition remain to be

elucidated.

Ample evidence has shown that the efficiency of

synaptic transmission in the central nervous system is

dynamically modulated in many physiological and patho-

physiological processes [13, 14, 24, 53, 54]. Previous

studies have demonstrated that de-potentiation from poten-

tiated synaptic strength is involved in a series of normal

and abnormal states. For example, when the glutamatergic

transmission in the hippocampus is enhanced to a poten-

tiated level, experience or a stimulation protocol normally

resulting in LTP can only induce further de-potentiation,

reversing the established potentiation to the previous base-

line transmission level. Such de-potentiation mechanisms

have been strongly implicated in erasing hippocampal-

dependent fear memories [55, 56]. Consistent with the

mechanism responsible for this deficiency of LTP reported

by previous studies, our results confirmed that a single

cocaine injection was sufficient to drive the inhibition of

subsequent LTP in D1-MSNs (Fig. 3E, F). We hypothesize

that single-dose cocaine, as a priming signal, contributes to

the neuronal activity, persistently altering the response to a

subsequent plasticity-inducing event, such as NRL. This

synaptic plasticity might be the reason why mice pre-

treated with cocaine perform poorly during NRL. To test

this hypothesis, we used DREADD systems that could

selectively activate or depress D1-MSNs in the DMS. First,
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the impairment of reinforcement learning by selective

activation of D1-MSNs expressing hM3Dq (Fig. 4) might

result from a mechanism similar to the reported de-

potentiation. After enhancement of the D1-MSN activity,

the experience of reinforcement learning normally result-

ing in potentiation in the glutamatergic synaptic transmis-

sion on those D1-MSNs might be reversed to de-potentiate

those synapses and thus interfere with the dynamic

modulation of synaptic plasticity during the learning

process, leading to an impairment of learning. It is well

established that cocaine strengthens the action of dopamine

on D1-MSNs through occupying dopamine transporters

and increasing the extracellular concentration of dopamine.

Activation of dopamine D1 receptors then potentiates

glutamatergic transmission on the D1-MSNs by increasing

the calcium concentration in the postsynaptic cytoplasm

and up-regulating the AMPAR-mediated postsynaptic

current [25, 30, 57]. In such a potentiated condition

induced by cocaine, the experience of reinforcement

learning producing potentiation of glutamatergic transmis-

sion on D1-MSNs might be reversed to induce de-

potentiation of the established potentiation state. Although

this assumption is supported by the present results showing

that the inhibition of hM4Di-expressing D1-MSNs suc-

cessfully reversed the impairment of reinforcement learn-

ing by cocaine (Fig. 5), it still needs to be verified with

cellular and molecular evidence in future. Previous studies

found that the administration of CNO at 0.7 mg/kg is a

commonly used dose in mice, which significantly reduces

their locomotor activity [46]. In our results, administration

of CNO at 0.5 mg/kg also caused inhibition of locomotor

activity in hM4Di-expressing mice, but not in hM3Dq-

expressing mice. On the other hand, we found the dose of

0.5 mg/kg CNO combined with D1R significantly

improved the behavior of mice in NRL. And the total

number of the nose-pokes were not affected in the CNO-

treated hM4Di-expressing mice (Fig. 5L), indicating that

the nose-poke-related behaviors were not reduced. These

results indicated that the inhibition of locomotor activity in

the CNO-treated hM4Di-expressing mice was not the

reason for the improvement in NRL. However, further

studies are needed to answer this question.

In a number of previous studies, an artificial bacterial

chromosome (BAC) was introduced into mice to label D1-

MSNs or D2-MSNs with GFP [58, 59]. Some of those

studies also suggested that there could be behavioral

abnormalities in the BAC transgenic mice [60, 61]. In order

to study the neural plasticity in D1-MSNs and D2-MSNs

using mice with an identical wild-type genotype, the

present work collected the cytoplasm content immediately

after the patch-clamp recording and assessed the transcrip-

tion levels of dopamine D1 and D2 receptors (Fig. 2). This

strategy successfully identified the two types of neurons,

with ratios of the two subpopulations (data not shown) very

similar to previous reports [17, 62]. In the present study,

intraperitoneal delivery of cocaine at 20 mg/kg was chosen

through a set of preliminary experiments to assess the

effects on reinforcement learning. This dose is also

consistent with those used in a number of animal studies

[63, 64]. The effects of exposure to cocaine on reinforce-

ment learning in the present study is also comparable with

a series of previous human studies, which reported the

impairment in various instrumental and go-directed behav-

ior patterns [34, 65]. However, the present study provided

electrophysiological evidence indicating that dynamic

modulation of the excitatory transmission on direct striatal

pathway neurons may underpin the effects of cocaine. By

specifically manipulating the activity of D1-MSNs, we also

demonstrated that activation of those neurons is sufficient

to impair reinforcement learning, while their suppression

reverses the effects of cocaine, showing that the enhance-

ment of direct striatal pathway activity is required for the

effects of cocaine.
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51. Terrier J, Lüscher C, Pascoli V. Cell-type specific insertion of

GluA2-lacking AMPARs with cocaine exposure leading to

sensitization, cue-induced seeking, and incubation of craving.

Neuropsychopharmacology 2016, 41: 1779–1789.
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Abstract Increasing evidence has shown that astrocytes

are implicated in regulating oligodendrocyte myelination,

but the underlying mechanisms remain largely unknown.

To understand whether microRNAs in astrocytes function

in regulating oligodendroglial differentiation and myelina-

tion in the developing and adult CNS, we generated

inducible astrocyte-specific Dicer conditional knockout

mice (hGFAP-CreERT; Dicer fl/fl). By using a reporter

mouse line (mT/mG), we confirmed that hGFAP-CreERT

drives an efficient and astrocyte-specific recombination in

the developing CNS, upon tamoxifen treatment from

postnatal day 3 (P3) to P7. The Dicer deletion in astrocytes

resulted in inhibited oligodendroglial differentiation and

myelination in the developing CNS of Dicer cKO mice at

P10 and P14, and did not alter the densities of neurons or

axons, indicating that Dicer in astrocytes is required for

oligodendrocyte myelination. Consequently, the Dicer

deletion in astrocytes at P3 resulted in impaired spatial

memory and motor coordination at the age of 9 weeks. To

understand whether Dicer in astrocytes is also required for

remyelination, we induced Dicer deletion in 3-month-old

mice and then injected lysolecithin into the corpus

callosum to induce demyelination. The Dicer deletion in

astrocytes blocked remyelination in the corpus callosum 14

days after induced demyelination. Together, our results

indicate that Dicer in astrocytes is required for oligoden-

droglia myelination in both the developing and adult CNS.

Keywords White matter � Myelination � MicroRNA �
GFAP � MT/mG � Microglia � Oligodendrocyte � De-

myelination � Remyelination

Introduction

Astrocytes are a type of glial cell that are widely

distributed in the central nervous system (CNS) [1]. It

has been well established that astrocytes play important

roles in CNS development and injuries, such as providing

nutrients to neurons [2–4] and responding to injury and

inflammation [5, 6]. Oligodendrocytes (OLs) wrap axons

and form myelin sheaths that ensure fast and efficient

transmission of action potentials in the CNS [7, 8]. The OL

differentiation and myelination are initiated by axon-OL

recognition, and this process is also guided by interacting

with other cell types [9, 10]. Indeed, astrocytes are closely

associated with OLs by communicating through gap

junctions and secretory factors [11, 12]. In vitro evidence

has shown that astrocytes can influence the differentiation,

proliferation and migration of OL precursor cells (OPCs)

[13]. For example, astrocytes secret growth factors that can

promote OPC proliferation and survival in cultures [14].

Elimination of astrocyte in the developing CNS causes OL

death and disrupts myelination in the developing CNS,

indicating that astrocytes are functionally required for OL
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survival [15]. However, in vivo mechanisms of astrocytes

that regulate OL myelination remain largely unknown

during CNS development and injuries.

Dicer is a key enzyme that is responsible for generating

functional noncoding micro-RNAs (miRNAs), that bind to

and degrade target message RNAs. The functional impor-

tance of Dicer in OLs and neurons has been extensively

investigated. Conditional deletion of Dicer driven by

mGFAP-Cre or hGFAP-Cre in the developing CNS results

in premature death of the knockout mice and disrupted

synaptogenesis in developing brains [16, 17]. It is notice-

able that the mGFAP-Cre and hGFAP-Cre lines induce

non-selective recombination in neurons, OLs, and astro-

cytes [18], due to the GFAP expression in embryonic

neural stem cells [19]. Since myelination occurs in the

CNS postnatally and continues throughout life in mice, it is

still unknown whether the expression of Dicer in astrocytes

is required for OL differentiation and myelination.

In this study, we used the hGFAP-CreERT mouse line to

induce recombination in astrocytes from postnatal days

3–7. The recombination occurred efficiently and specifi-

cally in astrocytes. By crossing the hGFAP-CreERT mouse

to the Dicer floxed (Dicer fl/fl) mouse, the induction of

Dicer deletion in astrocytes resulted in delayed OL

differentiation and myelination, and subsequently caused

spatial memory and motor coordination deficits at the age

of 9 weeks. To understand whether Dicer is required for

remyelinaiton, we induced Dicer ablation in astrocyte at

the age of 3 months and then demyelination by injecting

lysolecithin into the corpus callosum. Consistently, the

remyelination was also inhibited in the corpus callosum of

Dicer cKO mice compared to wild-type controls 14 days

after lesion. Together, our results indicate that Dicer in

astrocytes is required for OL differentiation and myelina-

tion and astrocyte may play an important role in regulating

OL myelination.

Materials and Methods

Animals

Mice used in this study were handled according to the

protocols approved by the Laboratory Animal Welfare and

Ethics Committee of the Army Medical University (Third

Military Medical University). The hGFAP-CreERT mice

were a generous gift from Dr. Christian Giaume

(MGI:4418665) and were described previously [20]. To

generate astrocyte-specific Dicer cKO mice, the hGFAP-

CreERT2 mice were bred with the Dicer fl/fl line (The

Jackson Laboratory, Catalog # 006366) to obtain hGFAP-

CreERT; Dicer fl/fl mice. The reporter gene mice mT/mG

were purchased from The Jackson Laboratory (Catalog #

007676) and crossed with the hGFAP-CreERT line.

Genomic DNA was extracted from mouse tails and

genotypes of all mice were analyzed by PCR with the

according primers. Dicer fl/fl mice or hGFAP-CreERT;

mT/mG littermates were used as controls.

Administration of Tamoxifen

To induce Cre recombination in mice, Tamoxifen (Sigma-

Aldrich, St. Louis, MO) was dissolved in sunflower oil to a

final concentration of 10 mg/mL. Newborn pups and adult

mice were administered tamoxifen at 50 mg/kg per day for

five consecutive days by oral gavage.

Immunofluorescence Staining

Immunofluorescence staining was carried out as described

previously [21]. Briefly, floating tissue sections (20 lm)

were prepared from 4% paraformaldehyde perfused brains

and were blocked with 5% bovine serum albumin (BSA)

containing 0.4% Triton-X 100 for 1 h at room temperature.

Then tissues were incubated with primary antibodies to

rabbit anti-NG2 (Millipore,1:200), rabbit anti-BLBP (Ab-

cam, 1:1000), rabbit anti-Olig2 (Millipore, 1:200), rabbit

anti-NeuN (Abcam, 1:500), rabbit anti-NF200 (Sigma-

Aldrich 1:1000), rat anti-MBP (Millipore 1:200), mouse

anti-CC1 (Calbiochem 1:200), rabbit anti-Iba1 (Wako

1:500), or goat anti-GFAP (Abcam, 1:500) overnight at

4�C. After thorough washing, appropriate secondary anti-

body (Alexa Fluor 647 donkey anti-mouse IgG, Alexa

Fluor 647 donkey anti-rabbit IgG, Alexa Fluor 647 donkey

anti-goat IgG, or Alexa Fluor 647 goat anti-rat IgG;

Molecular Probes, Invitrogen) was applied at 1:1000.

Nuclei were counterstained with 4’, 6-diamino-2-phenylin-

dole (DAPI, Invitrogen).

Morris Water Maze (MWM)

The water maze is a behavioral test designed to assess the

spatial learning skill [22]. The test apparatus consists of a

circular water tank filled with opaque water and a hidden

platform submerged a few centimeters under the water

surface in one quadrant of the tank. In the training trials,

mice were place into the water at different quadrants to find

the hidden platform at a fixed position. All mice were

tested four times a day for 3–5 consecutive days. In the test

trials, the platform was removed and distance moved in

platform quadrant, time spent in the platform quadrant, or

times crossing the platform area was measured to assess

long-term spatial memory. Investigators were blinded for

the genotype information and mice were handled gently to

avoid stress in the experiment.
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Beam Walking Test

This test was applied to measure hind limb motor

coordination. A 0.5 cm wide beam was placed 50 cm over

the floor in a dark room, the starting side was lightened by

a lamp and the other side was in a box (non-transparent, 20

cm 9 10 cm 9 20 cm). Padding material from cages was

placed on the bottom of the box to attract the mice to walk

through. Each mouse was put on the beam in a sequence of

30-cm, 50-cm, and 70-cm from the end during the training

day. And this kind of training was repeated two times per

day for 3 consecutive days before testing. On the testing

day, videos were recorded from both sides of the beam.

The frequency of hind limb slippage was measured as the

index of the beam walking test when the mice walked

along the 90-cm long beam [23].

Open Field Test

The open field test was used to measure motor capacity by

using an open field activity system (Biowill, Shanghai,

China). Mice were placed in the center of the uncovered

box (50 cm 9 50 cm 9 50 cm), and their movements were

recorded for 10 min as they moved around and explored the

environment. After the experiment was completed, the

distance traveled was measured by a computer tracking

programs.

Image Acquisition and Quantification

Fluorescent images were obtained with an Axio Imager M2

fluorescence microscope (Zeiss, Oberkochen, Germany)

and a confocal laser-scanning microscope (Olympus, FV

3000, Shinjuku, Tokyo) at appropriate excitation wave-

lengths. For statistical analysis, at least three representative

images (209) from comparable locations were acquired for

each sample. Quantification was analyzed using Image-Pro

Plus 6.0 software (Media Cybernetics, Silver Spring, MD,

USA).

Lysolecithin Demyelination Model

Three-month-old mice (Dicer cKO or control) were

anesthetized with isoflurane, and the skull was fixed

horizontally during injection. A steel needle (30 GA,

Hamilton) was attached to a 10 lL Hamilton syringe by a

microtube segment, and installed on a stereotaxic micro-

manipulator (RWD). 1.5 lL of 1% lysolecithin (Sigma-

Aldrich) solution was injected unilaterally into the corpus

callosum (1.00 mm posterior to bregma, 1.04 mm lateral to

bregma,1.58 mm deep) to induce focal demyelination. The

needle was kept in place for 5 min to reduce reflux along

the needle track. 2 weeks later, mice were sacrificed and

their demyelination and remyelination were assessed [24].

Electron Microscopy

Electron microscopy (EM) was performed as previously

described [25]. Briefly, animals were anesthetized with 1%

pentobarbital and perfused with 1.25% glutaraldehyde/2%

paraformaldehyde in 0.1 mol/L PB, pH 7.4. Tissues were

postfixed with 1% OsO4, incubated with uranyl acetate,

dehydrated through a graded acetone series and embedded

in epoxy resin 618. Ultrathin sections (60 nm) were cut by

an ultramicrotome (LKB-V, LKB Produkter AB, Bromma)

and observed under a transmission electron microscope

(TECNAI10, Philips). High-resolution images were taken

with an AMT XR-60 CCD Digital Camera System and

analyzed with Image-Pro Plus 6 (Media Cybernetics, Silver

Spring, MD, USA). The lateral horn white matter of the

spinal cord at cervical levels 2–5 was collected for semi-

thin sections. The g-ratios of the myelinated fibers were

calculated as the ratio of the diameter of the axon to the

diameter of the myelin sheath wrapping the axon.

Statistical Analysis

The statistical significance of differences between groups

was determined using GraphPad Prism 7 software (La

Jolla, CA [https://www.graphpad.com/]). All values are

expressed as the mean ± SEM. Data from the acquisition

phase in the Morris water maze were analyzed by separate

repeated measures two-way ANOVA. For other data, sta-

tistical analysis was performed using the two-tailed

unpaired t-test. Each experiment included at least three

samples. P-values less than 0.05 were considered statisti-

cally significant. Significance was reported as *P \ 0.05,

**P\ 0.01, or ***P\ 0.001.

Results

Astrocyte-Specific Recombination Driven

by hGFAP-CreERT

To understand the role of astrocytes during CNS develop-

ment, we used the hGFAP-CreERT mouse line to induce

recombination in the developing CNS (Fig. 1). To examine

the recombination specificity and efficiency driven by

hGFAP-CreERT, we crossed this line to the mT(omato)/

mG(FP) reporter line and mice were treated with tamoxifen

at postnatal day 3 (P3) and sacrificed at P14 (Fig. 1A). The

membrane-bound GFP (mGFP) expression was initiated

upon recombination, and the mGFP positive cells were

widely distributed throughout the brain (Fig. 1A). To verify
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Fig. 1. Recombination in hGFAP-CreERT; mT/mG brains.

A Schematic diagram displaying the time course of tamoxifen

(TMF) treatment and histology. Representative image of mGFP-

positive cells in the brain at P14 (left), and magnified mGFP-positive

cells in the cortex (right image corresponding to the dotted area in the

left panel); B, C Counter-immunostaining for GFAP (yellow

arrowheads indicating astrocytes in B), BLBP (yellow arrowheads

indicating astrocytes in C); D CC1 (mature oligodendrocytes), NG2

(OPCs), Iba1 (Microglia), and NeuN (Neurons) positive cells in

hGFAP-CreERT; mT/mG brains. Scale bar, 1 mm (Left panel of A)

and 50 lm (Right panel of A, B, C, and D).
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if the hGFAP-CreERT line can induce astrocyte-specific

recombination in the postnatal CNS, we carried out

immunostaining for GFAP, brain lipid-binding protein

(BLBP, astrocytes), NeuN (neurons), CC1 (OLs), Iba1

(microglia), and NG2 (OPCs) on the hGFAP-CreERT; mT/

mG brain sections (Fig. 1B–D). Our results showed that

mGFP-positive cells were exclusively co-localized with

astroglial markers, GFAP or BLBP, and did not overlap

with CC1, Iba1, NeuN, or NG2 expression (Fig. 1B, C). It

was noticeable that approximately 85% of GFAP- and 60%

of BLBP-positive cells expressed mGFP in the cortex and

corpus callosum respectively, indicating that the hGFAP-

CreERT line was reliable in inducing astrocyte-specific

recombination in the gray and white matter of the

developing CNS (Fig. 1).

Dicer Deletion in Astrocytes Inhibits Oligodendro-

cyte Myelination

Then we decided to assess whether Dicer deletion in

astrocytes can change myelination in the developing CNS,

since the mGFP-positive astrocytes seems to be closely

associated with MBP-positive myelin sheaths in the 3D-

reconstructed Z-stack images (Fig. 2A). We examined

myelination by using transmission electronic microscopy

(TEM), and the myelinated axon density was greatly

decreased in the P7 spinal cord white matter of Dicer-cKO

mice, manifested as higher g-ratios (Fig. 2B, C), suggesting

Dicer deletion in astrocytes inhibits myelination in the

developing CNS. In support of this notion, the area of

MBP-positive myelin and the number of CC1-positive

mature OLs were greatly decreased in the spinal cords of

the P10 Dicer-cKO mice compared to wild-type controls

(Fig. 2D). Consistently, MBP expression and CC1-positive

cells were also significantly decreased in the P10 Dicer-

cKO brains (Fig. 3A–D) without altering NG2-positive

OPCs (Fig. 3E). The Olig2-positive OL density was also

decreased in the Dicer-cKO brains at P10 (Fig. 3F),

suggesting that Dicer deletion in astrocytes inhibits OL

differentiation. The densities of NeuN-positive neurons and

NF200-positive axons were not changed in the P10 Dicer-

cKO cortex, indicating that Dicer deletion in astrocytes is

unlikely to cause neuronal death or axonal degeneration

(Fig. 3G, H). In addition, hypomyelination was still evident

in the corpus callosum and hippocampus in the P14 Dicer-

cKO brains revealed by MBP and CC1 immunostaining as

compared to wild-type controls (Fig. 4A–C). We next

examined the change of astrocytes upon Dicer deletion

from P3 by immunostaining for GFAP. Our results showed

increased numbers of GFAP-positive astrocytes and 3D

reconstruction manifested an amplified shape of GFAP-

positive cells with branched processes in the Dicer-cKO

brains at P14 (Fig. 4D), suggesting that Dicer ablation in

astrocytes may cause astrogliosis and activation. It is

notable that the hypomyelination was persistently present

at P60, as revealed by decreased MBP expression in the

cortex and hippocampus of Dicer-cKO mice as compared

to wild-type controls (Fig. 4E, F), while NF200 axon

density was not altered (Fig. 4G). These findings indicate

that Dicer expression in astrocytes is required for OL

differentiation and myelination in the developing CNS.

Dicer Deletion in Astrocytes Causes Prolonged

Functional Deficits in Adulthood

To investigate whether the Dicer deletion in astrocytes

could affect neurofunction development, we examined the

behavioral changes in adulthood at P60 with the induction

of recombination at P3 (Fig. 5A). The Dicer-cKO mice

were viable without showing visible abnormalities, and had

a lifespan similar to that of littermate controls. It was

interesting that the Dicer-cKO mice displayed impaired

spatial memory in the Morris water maze test, with

prolonged latency in the training process and lower

frequency of passing the target sector (Fig. 5B). In

addition, the beam-walking test displayed that motor

coordination was impaired in the Dicer-cKO mice, show-

ing a higher frequency of foot-slip than wild-type controls

(Fig. 5C). To examine whether motor function was altered

in the Dicer-cKO mice, the mice were subjected to the

open field test, and the travel distance was not significantly

different between the Dicer-cKO and littermate control

mice (Fig. 5D). The results indicated that the Dicer deletion

in astrocytes during CNS development caused neuronal

dysfunctions in spatial memory and motor coordination in

adulthood (Fig. 5). To further examine if the functional

deficits were due to Dicer deletion during development or

adulthood, we induced recombination in adulthood at the

age of 60 days (Fig. 5E–G). One month after recombina-

tion, we challenged the Dicer-cKO and control mice with

the same set of behavioral tests. The Dicer-cKO mice did

not manifest significant changes in the water maze

(Fig. 5F), beam-walking (Fig. 5G), or open field test

(Fig. 5H), suggesting that Dicer deletion in astrocytes

during adulthood may not cause instant functional deficits.

Dicer Deletion in Astrocytes Delays Remyelination

After Lysolecithin-Induced Demyelination

To confirm the recombination efficiency in astrocytes

driven by hGFAP-CreERT in adulthood, we examined the

mGFP expression rate by immunostaining for GFAP in the

hGFAP-CreERT; mT/mG mouse at P90, 30 days after

induction from P60 (Fig. 6A). Our results showed that

mGFP expression was exclusively co-localized with

GFAP-positive cells, and approximately 75% of GFAP-

123

K. Liu et al.: Dicer Deletion in Astrocytes Inhibits Oligodendroglial Differentiation and Myelination 1139



positive cells expressed mGFP at P90, indicating astroglia-

specific and efficient recombination in the adult CNS

(Fig. 6B). To investigate if Dicer deletion in astrocytes

could change myelin regeneration in lesions, we induced

recombination at the age of 90 days and injected

lysolecithin into the corpus callosum 7 days after the

Fig. 2. Dicer deletion in astrocytes inhibits myelination in the

developing spinal cord. A 3D reconstruction of mGFP-positive

astrocytes, MBP-positive myelin sheaths, and arrows indicating the

myelin sheaths engulfed by an mGFP-positive astrocyte; B Represen-

tative TEM images showing spinal cord white matter in the Dicer-

cKO mice and littermates (left panels) and magnified images (right

panels). Scale bars, 1 lm (left panels) and 0.5 lm (right panels).

C Quantification of myelinated axons and total axons, myelin sheath

thickness, and scatterplot of g-ratios of individual axons as a function

of axonal diameter. D Representative images and quantification of

MBP expression and CC1-positive cells in the spinal cords of Dicer-

cKO and control mice. Scale bars, 100 lm (left panels) and 50 lm

(middle and right panels). Error bars represent mean ± SEM. *P \
0.05 or ****P\0.0001, Student’s t-test, Dicer-cKO vs control, n = 4

for all experiments.
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recombination (Fig. 6C). Demyelination induced by

lysolecithin injection triggers an automatic myelin repar-

ative process in the CNS, that allows for measuring

remyelination kinetics in the lesions. The MBP immunos-

taining results indicated that remyelination in the corpus

callosum was greatly decreased 14 days post-injury,

Fig. 3. Dicer deletion in astrocytes inhibits myelination in the brain.

A, B Representative images showing MBP-positive areas in the brains

of Dicer-cKO (A) mice and littermates (B) at P10 and magnified

images showing MBP expression in the cortex (A1, B1) and capsula

interna (A2, B2). Scale bars, 500 lm (A, B) and 200 lm (A1, A2, B1,
B2). C Quantification of MBP expression in the cortex and capsula

interna. D–H Representative images and quantification of CC1-

positive cells (D, F), NG2-positive cells (E, F), NF200 axons (G), and

NeuN-positive neurons (H) in the cortex of Dicer-cKO mice and

littermates at P10. Scale bars,100 lm (D, G) and 50 lm (E, F, and H).

Error bars represent the mean ± SEM. **P \ 0.01, Student’s t-test,

Dicer-cKO vs control, n = 3–4 for all experiments.
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Fig. 4. Persistent hypomyelination in the Dicer-cKO brain. A,
B Representative images showing MBP-positive areas in the brains of

Dicer-cKO (A) mice and littermates (B) at P14 and magnified images

showing MBP expression in the corpus callosum (A1, B1) and

hippocampus (A2, B2). Scale bars, 1 mm (A, B) and 500 lm (A1,
A2, B1, B2). C, D Representative images and quantification of CC1-

(C) and GFAP-(D) positive cells in the cortex of Dicer-cKO mice and

littermates at P14. Scale bars, 100 lm (C), 50 lm (D). E Schematic

diagram of the time course of tamoxifen (TMF) treatment and

histology; F Representative images showing MBP-positive areas in

the brains of Dicer-cKO mice and littermates at P60 and magnified

images showing MBP expression in the hippocampus and cortex. Scale

bars, 100lm (left panel) and 50lm (middle and right panels). G Images

showing NF200-positive areas in the brains of Dicer-cKO mice and

littermates. Error bars represent the mean ± SEM. **P \ 0.01,

Student’s t-test, Dicer-cKO vs control, n = 4–5 for all experiments.
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Fig. 5. Dicer deletion in astrocytes causes memory and motor

deficits. A, E Schematic diagram showing the time course of

tamoxifen (TMF) treatment in P3 or P60 mice and behavioral tests;

B, F The Morris water maze test reveals the latency to platform in the

acquisition phase and distance spent in the target quadrant in the

60-day-old (B) or 94-day-old (F) Dicer-cKO and littermate control

mice. Error bars represent the mean ± SEM. *P\0.05, unpaired t test

and two-sided unpaired Mann-Whitney test were used for latency to

platform and distance in the target sector. (C, G) Mean numbers of

foot slips of Dicer-cKO and control mice in the beam-walking test at

P60 (C) or P94 (G). Error bars represent the mean ± SEM. *P\0.05,

non-parametric Mann-Whitney test, Dicer-cKO vs control mice; D, H
Total distance in the open field test at P60 (D) or P94 (H). n = 9

Dicer-cKO mice and n = 9 control mice at P60 (B, C), and n = 13

Dicer-cKO mice and n = 12 control mice at P94 (D, F); non-

parametric Mann-Whitney test.
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Fig. 6. Dicer deletion in astrocytes inhibits remyelination after

lysolecithin-induced demyelination. A Schematic diagram of the time

course of tamoxifen (TMF) treatment and histology; B Counter-

immunostaining for GFAP (white arrowheads indicating astrocytes in

B). Scale bars, 50 lm (middle and left panels) and 20 lm (right

panels); C Schematic diagram showing the time course of tamoxifen

(TMF) treatment, lysolecithin injection, and histology. Representative

images and quantification of MBP expression in the lesion (dotted

areas) reveal cumulative nuclei (DAPI). Scale bar, 200 lm. D, E
Representative images and quantification of CC1- and GFAP-positive

cells in the lesion (dotted areas). Scale bars, 50 lm (D), 100 lm (E).

F mGFP in the SVZ and counter-immunostaining for NG2 (OPCs)

and Olig2 (OLs) in the hGFAP-CreERT; mT/mG brain. Scale bar, 50

lm. Error bars represent the mean ± SEM. *P \ 0.05, Student’s t-
test, Dicer-cKO vs control, n = 3–4 for all experiments.
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suggesting that Dicer deletion in astrocytes also inhibits

remyelination after lysolecithin lesions. In support of this

finding, the CC1-positive cell density was also significantly

lower in the Dicer-cKO lesions than in the wild-type

controls (Fig. 6D). Immunostaining for GFAP revealed

increased astroglial area of the Dicer-cKO lesion, implying

astrogliosis induced by Dicer deletion (Fig. 6E). It was

notable that hGFAP-CreERT also induced recombination

in the SVZ progenitors, and approximately 10% of SVZ

cells expressed mGFP. Since SVZ neural progenitors can

migrate to the lesions and differentiate into OPCs, con-

tributing to remyelination, we next examined if any OLs in

the lesions were derived from mGFP-positive cells

(Fig. 6F). Immunostaining for NG2 or Olig2 did not show

any mGFP-positive cells co-expressing NG2 or Olig2

(Fig. 6F), indicating that the SVZ progenitors were

unlikely to differentiate into OLs and contribute to

remyelination after lysolecithin-induced demyelination in

this case. Therefore, our results indicated that Dicer

deletion in astrocytes during adulthood caused astrogliosis

and inhibited OL differentiation after lysolecithin-induced

demyelination.

Discussion

Astrocytes play an important role in governing CNS

development [26, 27]. The functional importance of Dicer

in OLs [28], microglia, and neurons has been extensively

investigated [29, 30]. Here, we used the hGFAP-CreERT

line to induce recombination in the developing and adult

CNS. Revealed by the mT/mG reporter line, hGFAP-

CreERT can drive an efficient and astrocyte-specific

recombination without leaking into other cell types in the

postnatal CNS. Previous reports have shown that the

conditional Dicer deletion driven by hGFAP-Cre or

mGFAP-Cre results in severe functional deficits, such as

ataxia and seizures, and premature deaths of the mutant

mice [16], while the Dicer deletion in the developing CNS

causes memory and motor coordination deficits in adult-

hood without severe dysfunctions. The differences were

probably due to the non-specific Dicer deletion in astro-

cytes, neurons and OLs by hGFAP-Cre and mGFAP-Cre

[19, 31]. It remains largely unknown how Dicer deletion in

astrocytes impairs neurofunctions in this case. Given that

hypomyelination may disrupt synaptogenesis and cause

long-term functional deficits [32] and we demonstrated that

Dicer deletion in astrocytes causes hypomyelination in the

developing CNS, it is possible that the hypomyelination

may also contribute, at least partially, to functional

abnormalities in the Dicer-cKO mice. Regarding the

functional importance of astrocytes in supporting neurons

and regulating neuronal synaptogenesis, it also highly

probable that Dicer deletion in astrocytes could directly

affect neuronal functions and be involved in the functional

deficits in the Dicer-cKO mice [16, 17]. It is notable that

Dicer deletion in astrocytes during adulthood seems

unlikely to cause instant functional deficits, suggesting

that Dicer deletion in adult astrocytes may not impart acute

and severe damage to neuronal function.

Evidence has shown that astrocytes and OLs are closely

associated during CNS development. Elimination of astro-

cytes in developing CNS causes OL death and disrupts

myelination in the developing CNS, indicating that astro-

cytes are functionally required for OL survival [15].

Astrocytes can support myelination through both cell-to-

cell communication and secretory mechanisms. Previously,

we and others have shown that astrocytes can provide

nutrients to OPCs by gap junctions, and deletion of

Connexin 43 in astrocytes inhibits astrogliosis and pro-

motes remyelination [33–35]. Further, astrocytes can also

produce a number of growth factors, like CNTF and PDGF,

to support OL proliferation and myelination [36, 37]. Thus,

it is also possible that the Dicer deletion in astrocytes might

diminish the support for OL differentiation and myelina-

tion. Since Dicer deletion can cause astrogliosis and over-

activation in the developing and adult CNS, it is plausible

that the aberrant astroglial changes may disrupt the

supporting functions for OL differentiation and myelina-

tion. Together, this study has demonstrated that Dicer in

astrocytes is required for OL myelination and neurofunc-

tion development.
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Abstract While the hippocampus has been implicated in

supporting the association among time-separated events,

the underlying cellular mechanisms have not been fully

clarified. Here, we combined in vivo multi-channel record-

ing and optogenetics to investigate the activity of hip-

pocampal interneurons in freely-moving mice performing a

trace eyeblink conditioning (tEBC) task. We found that the

hippocampal interneurons exhibited conditioned stimulus

(CS)-evoked sustained activity, which predicted the per-

formance of conditioned eyeblink responses (CRs) in the

early acquisition of the tEBC. Consistent with this, greater

proportions of hippocampal pyramidal cells showed CS-

evoked decreased activity in the early acquisition of the

tEBC. Moreover, optogenetic suppression of the sustained

activity in hippocampal interneurons severely impaired

acquisition of the tEBC. In contrast, suppression of the

sustained activity of hippocampal interneurons had no

effect on the performance of well-learned CRs. Our

findings highlight the role of hippocampal interneurons in

the tEBC, and point to a potential cellular mechanism

subserving associative learning.

Keywords Hippocampus � Interneuron � Trace eyeblink

conditioning � Sustained activity � Associative learning

Introduction

Learning to associate two events that occur separately in

time is critical for animals to produce behavioral responses

with appropriate timing and strength [1, 2]. Research has

identified the neural mechanisms underlying associative

learning [3, 4], but how this time-linked memory is

acquired is not yet fully understood.

Evidence has accumulated that the hippocampus is one

of the brain areas critically involved in associative

learning. For instance, lesions of the dorsal hippocampus

before training prevents subsequent associative learning

[5–9]. Likewise, blockade of NMDA receptors in the dorsal

hippocampus severely impairs the learning of associations

between time-separated stimuli [10, 11]. Consistent with

these lesion and inactivation studies, in vivo electrophys-

iological recordings show that a group of hippocampal

pyramidal cells exhibits elevated activity and encodes

information about discontiguous sets of stimuli [12].

Therefore, it has been hypothesized that the hippocampus

functions to form associations between time-separated

events, thereby supporting associative learning [2, 13].
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Nevertheless, the contribution of distinct neuronal

subtypes to associative learning remains unknown. The

hippocampus contains a large number of GABAergic

interneurons [14–16]. They play key roles in modulating

the integration of synaptic inputs [17–19] and shaping the

outputs of pyramidal cells [20], thus giving rise to

oscillatory activity at different frequency bands [21–24].

These forms of network oscillatory activity are strongly

correlated with associative learning performance [25, 26].

The above findings support the idea that the hippocampal

interneurons participate in associative learning. However,

there is still a lack of direct evidence illustrating whether

and how the hippocampal interneurons are involved in

associative learning.

To address this issue, we combined multiple-unit

recordings and optogenetic techniques to measure and

manipulate the firing activity of hippocampal interneurons

while the freely-moving mice performed a hippocampus-

dependent trace eyeblink conditioning (tEBC) task [7].

This type of conditioning is an ideal model in which to

study the neural mechanisms of associative learning,

because of its convenience in precisely controlling the

delivery of a conditioned stimulus (CS; e.g., a light flash or

a pure tone) and a reinforcing unconditioned stimulus (US;

e.g., a corneal air-puff or a cutaneous electrical shock to the

eyelid) [13]. Our results revealed the dynamic changes of

CS-evoked sustained activity in hippocampal interneurons

across distinct stages of tEBC acquisition. Moreover, we

establish the causal relationship between the sustained

activity of hippocampal interneurons and tEBC acquisition,

verifying a pivotal role of hippocampal interneurons in this

process. These findings thus extend the current knowledge

of the cellular mechanisms underlying hippocampal

involvement in associative learning.

Materials and Methods

Subjects

All experimental procedures were approved by the Animal

Care Committee of Army Medical University. Wild-type

C57/BL6 mice (n = 23, 3–6 months old, 20–25 g, both

genders) were used as the subjects. In addition, optogenetic

experiments were performed in GAD2-Cre mice (Stock no.

028867, Jackson Laboratory, USA, n = 20, 3–6 months old,

20–25 g, both genders) injected with either AAV2-CAG-

FLEX-ArchT-GFP or AAV2-EF1a-DIO-GFP. Before the

experiments and between the recording sessions, the mice

were individually housed under a 12-h light-dark cycle

with free access to food and water. All experiments were

conducted between 8:00 and 20:00.

Multiple Units Recording

The mice were anesthetized with isoflurane (0.6%–1.0% by

volume in O2). The tungsten tetrodes (bare diameter, 20

lm; insulated diameter, 25 lm; California Fine Wire,

USA) were implanted targeting the CA1 area of the left

dorsal hippocampus (AP: - 1.9 mm, ML: - 1.65 mm,

DV: 0.7 mm-0.8 mm from bregma). During 5–7 days of

postoperative recovery, the tetrodes were moved (approx-

imately 70 lm/day) until they reached the pyramidal cell

layer characterized by a large-amplitude sharp wave-ripple

(SWR). In vivo electrophysiological signals were contin-

uously recorded at 20 kHz using a RHD2000 interface

board (Intan Technology, C3334) and stored for offline

analysis [27]. The local field potential in the dorsal

hippocampus was sampled at 1250 Hz. All of the

electrophysiological data were visualized using NeuroS-

cope software (http://neurosuite.sourceforge.net) [28].

After each experiment, the brain was extracted for histo-

logical analysis.

Behavioral Procedure

Following postoperative recovery, the mice were adapted

to a containing box (45 cm 9 25 cm 9 20 cm) and the

preamplifier plug-in and plug-out procedures, ensuring

they behaved naturally during training and recording. The

habituated mice were given daily behavioral training. For

trace eyeblink conditioning (tEBC) training, the CSs were

LED pulses of blue light flashes (150-ms in duration),

while the USs were 100-ms air-puffs directed to the left

cornea. The CS offset was separated from the US onset by

a 250-ms trace interval. Daily tEBC training consisted of

100 CS–US paired presentation trials. The inter-trial

interval (ITI) varied from 18 to 28 s with a mean value

of 23 s. Pseudo-conditioned mice received 100 CSs and

100 USs per training day (mean ITI = 11.5 s), but the two

stimuli were explicitly unpaired. All mice were trained for

4 consecutive days.

Virus Injection and Diode-tetrode Assembly

Implantation

Either AAV2-CAG-FLEX-ArchT-GFP or AAV2-EF1a-

DIO-GFP (OBiO, China) was injected bilaterally into the

hippocampus of GAD2-Cre mice (AP: - 1.9 mm, ML: ±

1.25, 1.50, and 1.75 mm, DV: 1.10 mm; 150 nL per site)

using a microinjector (Nanoject II, Drummond Scientific).

After the injection, the craniotomy was covered by low-

viscosity silicone (Kwik-CastTM, WPI) and the skin was

sutured. After 4 weeks of post-injection viral expression,

diode-tetrode assemblies were implanted bilaterally into

the dorsal hippocampus of GAD2-cre mice (AP: - 1.9
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mm, ML: ± 1.6 mm, DV: 1.0 mm). Fabrication of the

diode-tetrode assembly has been previously described in

detail [29]. Briefly, a 200-lm optic fiber (0.37 NA,

FT200EMT, Thorlabs, Germany) was combined with the

tetrode array. The light power was measured with an

optical power meter (PM100D, Thorlabs). After the

surgery, the mice were individually housed and allowed

to recover for 5–7 days.

Optogenetic Manipulation

During tEBC training, laser stimulation was delivered

through the optical fibers. Laser diodes were activated by a

driver (LDC–205C, Thorlabs) under the control of a pulse

generator (Pulse Pal, Sanworks) [30]. The green laser (520

nm in wavelength; 15 mW/mm2–25 mW/mm2 at the fiber

tip) was triggered by the CS and lasted for 400-ms in each

trial to cover the periods of both the CS and trace interval.

Data Analysis

EMG Analysis

The electromyography (EMG) signal from the left upper

orbicularis oculi muscle was used to detect eyelid move-

ment [31]. The eyeblink response was defined based on an

algorithm as follows: (1) EMG data were collected,

rectified and integrated with a time constant of 1-ms; (2)

300-ms EMG amplitude values before the CS onset were

averaged cross 100 trials in each session to quantify the

daily baseline and standard deviation (SD); (3) an invalid

trial was identified when the 300-ms EMG amplitude

values were at least 4 SDs above the daily baseline,

otherwise a valid trial was identified; (4) significant

eyeblink responses were detected in the valid trails in

which the EMG amplitude exceeded the baseline by 4 SDs

for at least 25-ms; and (5) an eyeblink response detected

during 51-ms–400-ms after the CS onset was counted as a

conditioned eyeblink response (CR).

Spike Sorting

The spikes were sorted using the procedures introduced in

our recent report [32]. In brief, the spikes were extracted

from high-pass filtered signals off-line, and their wave-

forms projected onto a common basis obtained by principal

component analysis of the filtered data. Single-unit spikes

were isolated off-line using both semi-automatic clustering

with KlustaKwik software (http://klustakwik.sourceforge.

net/) and manual clustering with Klusters software (http://

neurosuite.sourceforge.net/). The accuracy of unit cluster-

ing was further verified by confirming the presence of a

2-ms refractory period devoid of spikes in the autocorrel-

ogram of a putative single unit [28].

Unit Classification

Single units were classified into either putative pyramidal

cells (Pyrs) or interneurons (INs) based on their firing rate

and waveform (i.e., the trough-to-peak duration and spike

width). Units with an average firing rate\6 Hz and a peak-

to-trough duration [0.35-ms were classified as putative

Pyrs, while units with an average firing rate C6 Hz and a

peak-to-trough duration B0.35-ms were classified as puta-

tive INs [29, 33]. The spikes recorded during each valid

trial were assigned to 50-ms time bins, beginning 1000-ms

before and extending 1000-ms after the CS onset. The

firing rate (FR) for each bin across all valid trials was

calculated. The mean FR for the 20 bins before the CS

onset was used as the baseline, and their SDs were

computed. The firing rate of each bin was normalized by

using the Z score as follows (#bin refers to an arbitrary

time bin):

Z ¼ FR#bin �mean FRbaseline

� ��
SD FRbaselineð Þ:

Histology

Electrolytic lesions (30-lA for 10 s, DC current) were

made following the electrophysiology experiments to

confirm the recording site of the tetrode assembly. 48 h

later, the mice were transcardially perfused with 4%

paraformaldehyde (PFA; prepared in 0.1 mol/L phosphate

buffer, pH 7.4). After post-fixation with 4% PFA for 8 h

followed by dehydration with 30% sucrose PBS for 48 h,

each brain was cut into 50-lm coronal sections (CM1900,

Leica) and immune-stained with DAPI to visualize nuclei.

GAD2-Cre mice were transcardially perfused immedi-

ately following the optogenetic experiments to confirm the

viral expression and optical fiber position. 50-lm coronal

sections were cut using the above procedure. The sections

were prepared for 1-h permeabilization with 0.5% TritonX-

100 in PBS followed by 1 h blocking with 5% BSA.

Afterwards, the sections were incubated overnight with

rabbit antibody to GABA (1:800, A2052, Stock no. A2052,

Sigma, USA) at 4 �C followed by 2 h incubation with

Alexa Fluor 568-conjugated donkey antibody to rabbit

(1:800, Stock no. A10042, Thermo Scientific, USA) at

room temperature. The sections were incubated with DAPI

and mounted in Fluoromount (stock no. 0100-01, Southern

Biotech). All sections were imaged using a fluorescence

microscope (BX53, Olympus, Japan).
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Statistics

Data are expressed as the mean ± SEM unless otherwise

noted. We first tested the normality of each dataset using

Shapiro-Wilk test. Parametric tests were used if the dataset

passed the normality test. Otherwise, the Wilcoxon rank

sum test was used. The statistical significance for behav-

ioral analysis was determined by one-way or two-way

ANOVAs with repeated measures. Difference in firing

activity between two groups (paired vs unpaired) was

determined by the independent t test (2-tailed). Paired

t tests were used to determine the significance of differ-

ences in firing activity between two states (CR vs no-CR)

and the effect of optogenetic manipulation on the perfor-

mance of well-learned CRs. A value of P \0.05 was

considered to be significant for all tests. Significance levels

of data are denoted as *P \0.05, **P \0.01, and

***P\0.001. P[0.05 was considered to be not-significant

and is denoted as n.s.

Results

Behavioral Performance

To examine tEBC task-related interneuron activity in the

dorsal hippocampus, we trained the freely-moving mice to

acquire tEBC, in which a 250-ms trace interval was

inserted between the light CS and the air-puff US

(Fig. 1A). We found that the mice receiving CS-US paired

presentations learned this task and exhibited adaptive CRs

to the light CSs (Fig. 1A). This was further supported by

the statistical results that the mice with CS-US paired

training showed significant increases in the CR incidence

and peak amplitude across 4 training days (paired group,

n = 12 mice, CR incidence: F3, 33 = 7.678, P = 0.001; CR

peak amplitude: F3, 33 = 3.785, P = 0.019, one-way

ANOVAs with repeated measures, Fig. 1B, C). On average,

the CR incidence increased from 44.1% ± 4.9% on day1 to

64.1% ± 5.8% on day 4. In contrast, the mice with

unpaired training showed no sign of learning, as evidenced

by the decreased CR levels across 4 training days (unpaired

group, n = 11 mice, CR incidence: F3, 30 = 4.893, P =

0.007; peak amplitude: F3, 30 = 2.831, P = 0.055, one-way

ANOVAs with repeated measures). Moreover, our statis-

tical analysis revealed that the mice with paired training

exhibited higher CR levels than those with unpaired

training (main effects, CR incidence: F1, 21 = 26.794,

P\0.001; CR peak amplitude: F1, 21 = 6.367, P = 0.020;

Interaction, CR incidence: F3, 63 = 2.057, P = 0.115; CR

peak amplitude: F3, 63 = 1.954, P = 0.222, two-way

ANOVAs with repeated measures, Fig. 1B, C). These

results indicated that tEBC was acquired in the CS-US

mice with paired training across 4 training days. It should

be noted that the higher CR level was unlikely to result

from better learning in the mice with paired training

because they showed CR scores similar to those of the mice

with unpaired training at the beginning of training on day 1

(Fig. S1).

In vivo Electrophysiological Identification of Puta-

tive Interneurons

We identified the recorded hippocampal units as either

putative interneurons (INs) or putative pyramidal cells

(Pyrs) by discharge rates and the spike waveform. Record-

ing in the dorsal hippocampus was determined by both post

hoc histological examination (Fig. 2A) and the large

amplitude of sharp wave-ripples (Fig. S2). Hippocampal

INs have been reported to exhibit high discharge rates ([6

Hz) and narrow spike width (valley-to-peak width B0.35-

ms) [29, 33]. By using these criteria, 104 putative INs were

identified in the mice with CS-US paired presentation

(across 12 mice, average 8.7 units per mouse, Fig. 2B), and

63 putative INs were identified in the mice with unpaired

training (across 11 mice, average 5.7 units per mouse,

Fig. 2B). There were no significant differences in either

average firing rate or spike width of putative INs between

the mice with paired and unpaired training (average firing

rate, paired group: 16.5 ± 1.4 Hz, unpaired group: 15.8 ±

1.2 Hz, t21 = 0.397, P = 0.695, Fig. 2C; spike width, paired

group: 0.257 ± 0.008-ms, unpaired group: 0.258 ± 0.012

ms, t21 = - 0.051, P = 0.960, independent t tests, Fig. 2D).

It should be noted that, in the current study, 997 putative

Pyrs were identified in the mice with CS-US paired training

(across 12 mice, average 83.1 units per mouse, Fig. 2B),

and 725 putative Pyrs were identified in the unpaired mice

(across 11 mice, average 65.9 units per mouse, Fig. 2B).

Hippocampal Interneurons Show Sustained Activity

During tEBC

We examined the characteristics of hippocampal IN

activity during tEBC training. Strong CS-evoked firing

activity was recorded in the INs (Fig. 3A), and it did not

cease until the trace interval period (Fig. 3B). On the first 2

days, there were no significant differences in the baseline

activity of INs between the mice with paired and unpaired

training (day 1: t42 = 1.137, P = 0.262; day 2: t43 = 0.349,

P = 0.729; independent t tests, Fig. 3D). However, the CS-

evoked sustained activity of INs in mice with paired-

training was greater than in those with unpaired training

(average Z score, day 1: t42 = 2.070, P = 0.045; day 2: t43 =

2.128, P = 0.039; maximum Z score, day 1: t42 = 2.039, P =

0.048; day 2: t43 = 2.364, P = 0.023; independent t tests,

Fig. 3C–E). Moreover, on the first 2 days, we found a
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greater proportion of sustained active INs in the paired-

training mice than in the unpaired-training mice (paired

group: 96.2% (51 of 53 units) vs unpaired group: 61.1% (22

of 36 units), v2 = 17.927, df = 1, P\0.001, Pearson v2 test,

Fig. 3C). These results suggest that hippocampal INs

manifest strong CS-evoked sustained activity during the

early acquisition of tEBC.

On days 3 and 4, however, the CS-evoked sustained

activity of hippocampal interneurons in paired-training

mice tended to diminish (Fig. 3C). This activity on day 4

was lower than on day 1 (average Z score, day 1 vs day 4:

t47 = 2.408, P = 0.020; maximum Z score, day1 vs day 4:

t47 = 1.567, P = 0.124; independent t tests, Fig. 3C–E).

Moreover, no significant differences in the CS-evoked

sustained activity of INs were found between the paired

and unpaired training mice (average Z score, day 3: t42 =

0.384, P = 0.703; day 4: t32 = - 0.547, P = 0.194;

maximum Z score, day 3: t42 = 1.872, P = 0.075; day 4: t32

= 1.326, P = 0.194; independent t tests, Fig. 3C–E).

Likewise, comparable proportions of sustained active INs

were found between the paired and unpaired training mice

(paired group: 82.4% (42 of 51 units) vs unpaired group:

66.7% (18 of 27 units), v2= 2.447, df = 1, P = 0.118,

Pearson v2 test, Fig. 3C). These results suggest that

stronger CS-evoked sustained activity of hippocampal INs

only occurs during the early, rather than the late acquisition

of tEBC.

In parallel with greater sustained activity of hippocam-

pal INs during the early acquisition of tEBC, we also

recorded decreased CS-evoked firing in putative hippocam-

pal Pyrs. Putative Pyrs in the mice with paired training

showed decreased firing activity at 138.0 ± 6.7-ms after

the CS onset, and showed a greater decrement in firing than

the mice with unpaired training (days 1–2, paired group:

Fig. 1 Acquisition of trace eyeblink conditioning in freely-moving

mice. A Example of eyelid responses from a mouse before (upper)

and after learning (lower). The CS was a 150-ms LED light, while the

US was a 100-ms air-puff to the cornea. The interval between the CS

offset and the US onset was 250-ms. The top trace of each panel

shows the raw orbicularis oculi muscle (O.O.M.) EMG, while the

bottom trace shows the integrated EMG. B, C CR incidence (B) and

CR peak amplitude (C) from the paired (n = 12, black squares) and

unpaired (n = 11, grey squares) trained mice across 4 training days.

Data are expressed as the mean ± SEM (*P \0.05, ***P \0.001,

two-way ANOVAs with repeated measures).
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n = 68 units, unpaired group: n = 51 units, t117 = - 3.197,

P = 0.002, independent t test, Fig. 4A–C). Again, such a

difference in firing activity did not occur in the late

acquisition of tEBC (days 3–4, paired group: n = 98 units,

unpaired group: n = 68 units, t164 = - 1.224, P = 0.223,

independent t test, Fig. 4D–F). These results provide

further evidence for the stronger inhibition of hippocampal

network activity during the early, rather than the late

acquisition of tEBC.

Sustained Activity of Hippocampal Interneurons

Bias between CR and no-CR States

In the mice with paired training, the hippocampal INs

increased their firing activity at 131.0 ± 7.5 ms after the CS

onset (Fig. 5A, B), and this was in parallel with the

occurrence of the CR. Therefore, we hypothesized that

these INs contributed to the CR acquisition. To test this

hypothesis, we first compared the sustained activity of the

INs between the CR and no-CR states. This showed that,

on days 1 and 2, sustained activity of INs in the CR trials

was significantly higher than that in the no-CR trials (n =

53, average Z score: t52 = 5.368, P \0.001; maximum Z

score: t52 = 5.660, P \0.001, paired t test, Fig. 5B),

indicating that sustained IN activity was biased between

the CR and no-CR states. In contrast, no significant bias

was found in the sustained activity of INs between the CR

and no-CR states on days 3 and 4 (n = 51, average Z score:

t50 = 1.772, P = 0.083; maximum Z score: t50 = 2.695, P =

0.0097, paired t test, Fig. 5C). Together, these results

suggest that the sustained activity of hippocampal INs is

strongly correlated with the CR occurrence during the early

stage of tEBC acquisition.

b Fig. 2 Classification of hippocampal units into putative interneurons

and pyramidal cells. A Location of recording sites in the dorsal

hippocampus. Left, schematic of tetrode recording in the dorsal

hippocampus; right: a DAPI-stained coronal section illustrating a

representative recording site in the dorsal hippocampus (dashed

circle; scale bar, 200-lm). B Scatter plots of valley-to-peak width of

spike waveforms vs average firing rates for 1101 and 788 hippocam-

pal units isolated from mice with paired (upper, n = 12 mice, across 4

sessions) and unpaired training (lower, n = 11 mice, across 4

sessions). Representative spike train autocorrelations and spike

waveforms of the representative INs from mice with paired and

unpaired training. C There are no significant differences in the

average firing rates of putative INs between the paired (n = 104,

across 12 mice in 4 sessions) and unpaired trained mice (n = 63,

across 11 mice in 4 sessions). D There are no significant differences in

the valley-to-peak widths of putative INs between the paired (n = 104,

across 12 mice in 4 sessions) and unpaired trained mice (n = 63,

across 11 mice in 4 sessions). Data are expressed as the mean ± SEM

(n.s., not significant, two-tailed independent t test).
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Fig. 3 CS-evoked sustained activity of hippocampal interneurons

(INs) during tEBC. A Upper, tetrode recording of CS-evoked

sustained activity in a representative IN during tEBC training; lower,

orbicularis oculi muscle (O.O.M.) EMG trace peristimulus. B Peris-

timulus time histogram (PSTH, upper) and raster plot (lower) of the

spiking responses of a representative IN to light CSs. C CS-evoked

sustained activity of INs in mice with paired and unpaired training

across 4 training days. Upper, rows, heatmaps of Z-score-transformed

average PSTHs for individual INs; columns, time bins relative to CS

onset (50-ms bin-width); lower, plots of the average Z score responses

for INs in mice with paired (red) and unpaired (blue) training across 4

training days. D Average baseline firing rates of INs in mice with

paired (red squares) and unpaired (blue squares) training. E, F CS-

evoked sustained activity of INs in mice with paired training (red

squares) was significantly stronger than that in mice with unpaired

training (blue squares) on days 1 and 2. In contrast, CS-evoked

sustained activity in INs in mice with paired training (red squares)

were comparable to those in mice with unpaired training (blue

squares) on days 3 and 4. Data are expressed as the mean ± SEM

(*P\0.05, n.s., not significant; two-tailed independent t test).
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Optogenetic Suppression of Hippocampal Interneu-

rons Impairs the Acquisition of tEBC

The sustained activity of hippocampal INs was correlated

with behavioral outcome in terms of CR and no-CR states,

indicating that this activity contributes to the acquisition of

tEBC. Consequently, we further quantified this contribu-

tion by acutely suppressing the firing response. For this

purpose, we tested another group of mice, in which the

inhibitory opsin ArchT was virally expressed in hippocam-

pal INs (Fig. 6A, B). We found that presentation of 400-ms

green laser light after the CS onset suppressed the sustained

Fig. 4 CS-evoked firing activity of putative pyramidal cells (Pyrs)

during tEBC training. A Pseudo-colored, baseline normalized peri-CS

histograms of all classified Pyrs during the early acquisition of tEBC

in mice with paired (left, n = 476) and unpaired training (right, n =

373). Lighter shades represent increases in firing activity. Cells are

sorted according to the magnitude of the change in CS-evoked firing

activity. B Average peri-event responses of CS-evoked decreased

firing in Pyrs in the early-learning stage. C CS-evoked decrement in

firing of Pyrs in mice with paired training is greater than that in mice

with unpaired training (days 1–2; paired, n = 68 units; unpaired, n =

51 units, t117 = - 3.197, P = 0.002, independent t test). D Pseudo

colored, baseline normalized peri-CS histograms of all classified Pyrs

during the late acquisition of tEBC in the mice with paired (left, n =

521) and unpaired training (right, n = 352). Lighter shades represent

increases in firing activity. Cells are sorted according to the

magnitude of the change in CS-evoked firing activity. E Average

peri-event responses of Pyrs with CS-evoked decreased firing in the

late-learning stage. F The CS-evoked decrement in firing of Pyrs in

mice with paired training is comparable to that in those with unpaired

training (days 3–4; paired, n = 98 units, unpaired, n = 68 units, t164 =

- 1.224, P = 0.223, independent t test). Data are expressed as the

mean ± SEM (**P\0.01, n.s., not significant).
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activity of INs (Fig. 6C, D), and suppression of the INs

disinhibited (increased) the firing activity of putative Pyrs

(Fig. S3). Importantly, suppressing sustained IN activity

resulted in a marked impairment of CR acquisition (main

effects: CR incidence: F1, 12 = 14.143, P = 0.003; CR peak

amplitude: F1, 21 = 4.789, P = 0.049; interaction: CR

incidence: F1, 12 = 0.786, P = 0.393; CR magnitude: F1, 12

= 0.455, P = 0.513, two-way ANOVAs with repeated

measures, Fig. 6E–G). These results suggest that sustained

activity of hippocampal INs, rather than increased firing

activity of Pyrs, is required for the acquisition of tEBC.

Optogenetic Suppression of Hippocampal Interneu-

rons Fails to Impact the Performance of Well-

learned CRs

If the sustained activity of hippocampal INs only partic-

ipates in the early acquisition of tEBC, one would expect

that acutely blocking this activity would have minimal

effects on the performance of well-learned CRs. We

therefore tested another group of GAD2-cre mice that had

established a well-learned CR. Since the inhibitory opsin

ArchT was virally expressed in dorsal hippocampal INs,

we could optogenetically inhibit their sustained activity

during the interval between the CS and the US. We found

that inhibition of the sustained activity of the INs caused no

significant change in the incidence of well-learned CRs

(CR incidence: laser on: 67.4 ± 8.2% vs laser off: 67.1 ±

6.4%, t5 = - 0.047, P = 0.965, paired t test, n = 6 mice,

Fig. 7), suggesting that the sustained activity of hippocam-

pal INs is not required for the performance of well-learned

CRs.

Discussion

In this study, we combined multiple-unit recording and

optogenetics to investigate the role of hippocampal INs in a

hippocampus-dependent tEBC task. We found that, during

the acquisition of tEBC, the INs exhibited CS-evoked firing

activity sustained during the time interval between the CS

and the US. This activity was correlated with CR

performance in a learning stage-specific manner. More-

over, optogenetic suppression of the sustained activity in

the INs severely impaired the acquisition of tEBC. In

contrast, suppression of this sustained activity had no effect

on the performance of well-learned CRs. Our results

provide direct evidence that hippocampal INs participate in

associative learning via CS-evoked sustained activity.

Although the hippocampus is thought to support the

association among time-separated events [2, 34–36], the

underlying cellular mechanisms are not fully understood. It

has been suggested that transgenic mice with altered IN

function display impaired associative learning in hip-

pocampus-dependent tasks [37], and the excitability and

activity of hippocampal INs are increased with associative

learning [38, 39]. We report here associative learning-

induced sustained activity in hippocampal INs. The CS-

Fig. 5 Hippocampal interneuron (IN) activity in CR vs no-CR trials.

A Average CR (red) and no-CR trials (blue) across mice with CS-US

paired training (n = 12) during the early (days 1–2, upper) and late

(days 3–4, lower) stages of tEBC acquisition. B On days 1 and 2, the

sustained activity of INs in the CR trials (red) is significantly stronger

than that in the no-CR trials (blue). C On days 3 and 4, the sustained

activity of INs in the CR trials (red) is comparable to those in the no-

CR trials (blue) (***P\0.001, **P\0.01, n.s., not significant, paired

t test.
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evoked sustained activity was recorded in 89.4% (93 of 104

units) hippocampal neurons during tEBC, indicating that it

is a homogeneous feature of hippocampal INs in this

process. Notably, optogenetic suppression of the sustained

activity impaired the acquisition of tEBC. Therefore, our

results not only provide direct evidence that hippocampal

INs are critically involved in the acquisition of tEBC, but

also suggest that their sustained activity is one of the

cellular mechanisms required for successful associative

learning.

The hippocampus is thought to play a time-limited role

in the acquisition of tEBC [40–42]. Consistent with this,

we found that greater sustained activity in hippocampal INs

was correlated with CR occurrence in the early acquisition

of tEBC, suggesting that CS-evoked sustained activity of

these INs is possibly involved in the initial learning that

requires short-term memory, for which CS-evoked activity

is sustained up to the onset of US. At the late learning

stage, however, the magnitude of this sustained activity

began to decline. Therefore, it is reasonable to propose that

the sustained activity of the INs no longer differs from that

Fig. 6 Optogenetic suppression of sustained activity in hippocampal

interneurons (INs) impairs the acquisition of tEBC. A Coronal section

of a GAD2-Cre mouse brain showing ArchT-GFP expression (green)

stained with DAPI (blue) in the dorsal hippocampus. B Magnified

images showing overlap of ArchT-GFP (green) expression and

GABA immunoreactivity (red) in the hippocampal CA1 area of a

GAD2-cre mouse (scale bars, 50-lm). C Upper, tetrode recording

showing the optogenetic suppression of sustained activity in a

representative IN; lower, orbicularis oculi muscle (O.O.M.) EMG

during peri-optogenetic stimulation. D PSTH (upper) and raster plot

(lower) illustrating the spiking responses of the representative IN in

C to 400-ms green light stimulation. E Average eyelid responses of

valid trials across 4 training days for GAD2-Cre mice with viral

injection of AAV-CAG-ArchT-GFP (n = 7, left) and GAD2-Cre mice

with viral injection of AAV-DIO-GFP (n = 7, right). F, G CR

incidence (F) and CR peak amplitude (G) measured in the ArchT-

GFP (n = 7, filled squares) and GFP (n = 7, open squares) groups

across 4 training days. Data are expressed as the mean ± SEM

(**P\0.01, *P\0.05, two-way ANOVAs with repeated measures).
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with unpaired training on days 3–4 because long-term

memory is established. In support of this, suppression of

the sustained activity in the INs had no evident effect on

the performance of well-learned CRs. Our findings thus

indicate that dynamic change in the sustained activity of

hippocampal INs is a candidate cellular process reflecting

the differential involvement of the hippocampus in various

stages of tEBC acquisition.

But how does the sustained activity of hippocampal

interneurons participate in tEBC acquisition? Many studies

have demonstrated that tEBC is mediated by cerebellar

learning in response to forebrain-driven mossy fiber inputs

that persist beyond CS offset to overlap with the US

[43–47]. Among the forebrain areas, the hippocampus has

been implicated because of the CS-evoked theta synchro-

nization between the hippocampus and the cerebellum

during tEBC [48, 49]. Electrophysiological studies have

demonstrated that, at the population level, the activity of

hippocampal Pyrs increases during the CS–US period [12].

This Pyr activity has been hypothesized to support the

associations between time-separated events [2, 13]. Similar

to the previous electrophysiological reports [12], we

recorded *40.1% (400/997) of the recorded Pyrs exhibited

CS-evoked increased firing activity. Meanwhile, *16.6%

(166/997) of the recorded Pyrs showed CS-evoked

decreased firing. The latency of the CS-evoked decreased

firing in Pyrs was similar to that of the sustained activity in

INs, implying these two responses might be correlated.

Indeed, it has been suggested that the inhibitory IN inputs

to excitatory principal cells can increase signal-to-noise in

the brain [50, 51]. We thus speculated that the sustained IN

activity might result in augmenting the signal-to-noise of

hippocampal Pyr encoding during the CS–US period, and

helps to shape and propagate the hippocampal outputs

involved in tEBC acquisition [52].

It should be noted that more hippocampal Pyrs showed

increased firing than that showed a decreased firing

(Fig. 4A). This result seemed to contradict the fact of

overall increased IN activity in the hippocampus. Indeed, it

has been demonstrated that lateral inhibition allows a first

assembly of Pyrs to suppress the activity of another

assembly of Pyrs through the excitation of inhibitory INs

[53]. Therefore, one possible explanation for our current

findings is that the increased firing of Pyrs interacts with

the sustained IN firing via collaterals, and this interaction

in turn contributes to the lateral inhibition of neighboring

Pyrs in the hippocampus [52–54].

Establishing an association between the CS and the US

is a prerequisite for the acquisition of tEBC [7, 9, 11]. In

this study, we found that both INs and Pyrs showed

increased firing activity after the US onset. Previous studies

suggested that the US-evoked firing activity is important

because the CS-evoked activity would sharply decrease if

no USs were further presented [55]. In most INs and some

Pyrs we recorded, the CS-evoked firing activity was

sustained up to the US-evoked activity period. Conse-

quently, it is reasonable to hypothesize that, at the cellular

level, such a firing pattern is a candidate mechanism

bridging the time gap between two stimuli to mediate

associative learning [53].

The results reported here add to our understanding of the

role of inhibitory INs in the hippocampus during associa-

tive learning. However, considering the diversity of

GABAergic INs in the hippocampus [14–16], the question

arises as to the contribution of different subsets of

hippocampal INs to associative learning. Consequently,

future experiments combing fiber photometry with opto-

genetics to precisely record and control the activity of

different subsets of hippocampal INs [17, 56, 57], are

necessary to determine which type of IN(s) is essential for

successful associative learning. In addition, a feature of the

sustained activity was elevated spiking during the interval

between the CS and US that was required for sustained

maintenance [58, 59]. Therefore, future experiments can be

done to vary the time interval between the CS and the US

to better uncover the feature of sustained hippocampal

activity.

In conclusion, previous studies have focused on the

activity of hippocampal Pyrs, providing progress in

research on the brain areas critically involved in associative

learning. However, the activity and function of hippocam-

pal INs in this process were neglected. Our current findings

provide a mechanistic understanding of the properties of

hippocampal IN activity that supports successful associa-

tive learning. Nevertheless, further experiments are needed

to unravel how the sustained activity of hippocampal INs

Fig. 7 Optogenetic suppression of hippocampal interneurons (INs)

fails to impair the performance of well-learned CRs. A Average

eyelid movement traces illustrating the effect of optogenetic sup-

pression of INs on the performance of well-learned CRs (n = 6 mice;

arrow, CRs; open rectangle, delivery of green laser light in the CS–

US period). B Optogenetic suppression of INs during the CS-US

period has no effect on the CR incidence when the CRs are well-

learned (n = 6 mice). Data are expressed as the mean ± SEM; n.s., not

significant, paired t test).
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sculpts the activity of the Pyr network, so as to shape the

outputs of the hippocampus and support the communica-

tion between the hippocampus and extra-hippocampal

areas.
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22. Lasztóczi B, Klausberger T. Layer-specific GABAergic control

of distinct gamma oscillations in the CA1 hippocampus. Neuron

2014, 81: 1126–1139.

23. Stark E, Roux L, Eichler R, Senzai Y, Royer S, Buzsáki G.
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Abstract Traumatic brain injury (TBI)-induced coagu-

lopathy has increasingly been recognized as a significant

risk factor for poor outcomes, but the pathogenesis remains

poorly understood. In this study, we aimed to investigate

the causal role of acrolein, a typical lipid peroxidation

product, in TBI-induced coagulopathy, and further explore

the underlying molecular mechanisms. We found that the

level of plasma acrolein in TBI patients suffering from

coagulopathy was higher than that in those without

coagulopathy. Using a controlled cortical impact mouse

model, we demonstrated that the acrolein scavenger

phenelzine prevented TBI-induced coagulopathy and

recombinant ADAMTS-13 prevented acrolein-induced

coagulopathy by cleaving von Willebrand factor (VWF).

Our results showed that acrolein may contribute to an early

hypercoagulable state after TBI by regulating VWF

secretion. mRNA sequencing (mRNA-seq) and transcrip-

tome analysis indicated that acrolein over-activated

autophagy, and subsequent experiments revealed that

acrolein activated autophagy partly by regulating the Akt/

mTOR pathway. In addition, we demonstrated that acrolein

was produced in the perilesional cortex, affected

endothelial cell integrity, and disrupted the blood-brain

barrier. In conclusion, in this study we uncovered a novel

pro-coagulant effect of acrolein that may contribute to TBI-

induced coagulopathy and vascular leakage, providing an

alternative therapeutic target.

Keywords Traumatic brain injury � Coagulopathy � Au-

tophagy � Acrolein � Von Willebrand factor

Introduction

Traumatic brain injury (TBI) constitutes a significant

proportion of global injuries, and remains one of the major

causes of traumatic death and disability [1]. Despite

advances in the treatment of TBI, a high risk of poor

outcomes still exists in these patients. There are areas

regarding our comprehension of the pathogenesis and

optimal treatment strategies of TBI that need improvement.

Coagulopathy is a common secondary injury in TBI

patients, occurring in 33% to 66% of cases, due to the

different detection methods and definitions [2, 3]. TBI-

induced coagulopathy is consistently associated with poor

outcomes [4, 5], and these patients tend to suffer from

progressive intracranial hemorrhage and microvascular

thrombosis [6, 7].

TBI-induced coagulopathy follows a distinct pathogenic

pathway. First, the incidence of coagulopathy after TBI is

higher than that after traumatic injuries of other organs.

Second, isolated TBI can also induce early and systemic

coagulopathy, even without substantial blood loss and

hemodilution because of fluid resuscitation [8]. Previous

studies have shown that TBI-induced coagulopathy man-

ifests as a hypercoagulable state induced by pro-coagulant

molecules (such as tissue factors, phosphatidylserine, and
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cardiolipin) released from injured brain tissue; this then

develops into a late consumptive hypocoagulable state

[5, 8–10]. However, the removal of these pro-coagulant

molecules does not completely correct the coagulation

dysfunction [11], which suggests that there may be other

molecules involved in TBI-induced coagulopathy.

It is widely known that the brain is the most lipid-rich

organ (approximately 50% of the brain dry weight) [12].

Oxidative stress is a crucial contributor to secondary insult

following TBI [13], and the role of lipid peroxidation in the

course of this pathology is gradually being recognized [14].

However, whether lipid peroxidation products affect coag-

ulation in the early stage of TBI is unclear. Acrolein, a

highly active unsaturated aldehyde [15], is abundantly

produced during the acute phase of TBI [16], and the strong

covalent bonds to cellular and mitochondrial proteins can

impair the structural and functional integrity in cells

[17–19]. Other evidence also shows that acrolein is closely

associated with the occurrence of thrombotic diseases [20],

which indicates its role in stimulation of the coagulation

cascade. Here, we hypothesized that acrolein promotes

TBI-induced coagulopathy in the early stage. In the current

study, we first identified a potential relationship between

plasma acrolein levels in TBI patients and coagulopathy.

Next, in vitro and in vivo studies were performed to explore

the novel role of acrolein in contributing to secondary

coagulopathy after TBI in mice. Then, we performed

transcriptome sequencing to explore the possible mecha-

nism of acrolein-induced coagulopathy and validated the

findings. Finally, we verified that phenelzine, an acrolein

scavenger, has great therapeutic potential.

Materials and Methods

Animals and Ethics

All experimental procedures strictly followed the guideli-

nes of the National Institutes of Health Guide for the Care

and Use of Laboratory Animals and were approved by the

Ethics Committee of the Fourth Military Medical Univer-

sity. Eight- to twelve-week-old healthy adult male C57BL/

6J mice weighing 20 g–25 g (wild type) were purchased

from the Animal Center of the Fourth Military Medical

University. All mice were kept at a constant humidity

(60%), temperature (18�C–22�C), with a regular 12-h

light/dark cycle and free access to food and water in a

specific pathogen-free animal room. This study was

approved by the Ethics Committee of Tangdu Hospital,

Fourth Military Medical University (201907-03), and was

registered on clinicaltrials.gov (NCT04274777).

TBI Procedure and Drug Administration

A controlled cortical impact (CCI) model for TBI was

established as previously described [21]. Briefly, each

mouse was anesthetized with 2% pentobarbital sodium, and

underwent TBI surgery with the CCI device (68099

Precision Strike, RWD, Shenzhen, Guangzhou, China).

Each mouse was fixed on a stereotactic device, and the

skull was exposed. A bone window 2 mm in diameter was

drilled with a grinder at 1.5 mm behind the bregma and 1.5

mm on the right side, while the integrity of the dura was

maintained. The round metal tip perpendicularly struck the

exposed cortical surface at a velocity of 3 m/s and

remained for 0.2 s, leading to a depth of 1.5 mm. Then,

tissue adhesive was used to cover the damaged cortex.

Mice in the sham injury underwent the same procedure

without the use of the CCI device. Phenelzine

(MedChemExpress, HY-B1018A) was dissolved in 0.9%

saline. Mice in the phenelzine treatment group were

intraperitoneally injected with 10 mg/kg phenelzine imme-

diately after TBI [22]. Mice in the recombinant human

ADAMTS-13 (rhADAMTS-13, R&D, 4245-AD-020)

treatment group were intraperitoneally injected with 200

lg/Kg rhADAMTS-13 immediately after TBI [23]. Mice in

the positive control group were injected with acrolein

through the tail vein [24], while mice in the vehicle group

were injected with saline through the tail vein.

Western Blot Analysis

Western blot analysis was performed as previously

described [25]. The selected tissue samples were homog-

enized in lysis buffer containing 1% protease inhibitor.

Protein concentrations were measured using a BCA protein

assay kit (Thermo Scientific; UA276918). Proteins were

separated on SDS-PAGE gels, and transferred onto PVDF

membranes (Millipore, Billerica, MA), which were then

incubated with primary antibodies at 4�C overnight. After 3

9 5-min washes in TBST, the membranes were probed

with the appropriate horseradish peroxidase-conjugated

anti-rabbit or anti-mouse secondary antibodies (1:5000,

27�C, 2 h). Protein signals were exposed with a BioRad

imaging system (Bio-Rad, Hercules, CA). Images were

analyzed using ImageJ. The primary antibodies used were

as follows: anti-acrolein (1:1000, ab240918, Abcam), anti-

Atg5 (1:1000, 12994S, Cell Signaling), anti-Atg7 (1:1000,

8558S, Cell Signaling), anti-Beclin 1 (1:1000, 3738S, Cell

Signaling), anti-LC3 (1:1000,2775S, Cell Signaling), anti-

Akt (1:1000, 4691S, Cell Signaling), anti-p Akt (1:1000,

4060S, Cell Signaling), anti-mTOR (1:1000, 2983S, Cell

Signaling), anti-p mTOR (1:1000,2971S, Cell Signaling),

anti-Occludin (1:1000, 27260-1-AP, Proteintech), anti-ZO-
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1 (1:200, ab96587, Abcam), and anti-b-actin (1:3000,

wh096194, Wanleibio).

ELISA

The levels of acrolein in the plasma of TBI patients and

mice were measured using ELISA kits (MBS7213206,

Biocompare; JL47824, Jianglai, respectively). The levels

of VWF and D-dimer in mouse plasma were determined

using an Elisa kit (E-EL-M1247c, Elabscience; JL20160,

Jianglai, respectively). Whole blood from patients or mice

was centrifuged at 1500 g for 15 min to obtain plasma, and

then stored at – 80�C. The levels of VWF in human

endothelial cell medium were determined using a VWF

ELISA kit (ab108918, Abcam). The ELISA procedures

were carried out in strict accordance with the instructions.

Immunofluorescence Staining

Immunofluorescence staining was performed as previously

described [25]. Briefly, mice were sacrificed 24 h after TBI

and perfused with 4% paraformaldehyde. The brain was

removed and fixed with 4% paraformaldehyde at 4�C

overnight, and then dehydrated in 10%, 20%, and 30%

sucrose. Next, the brain was cut into 15–25 lm sections,

and incubated in 0.1% Triton X-100 for 30 min, followed

by incubation in 10% donkey serum for 2 h. The sections

were incubated with the mouse anti-acrolein (1:200,

ab48501, Abcam), anti-glial fibrillary acidic protein

(GFAP; 1:200; Invitrogen, USA), and anti-CD31 (1:200,

ab222783, Abcam) at 4�C overnight. All sections were

analyzed under a fluorescence microscope (A1 Si, Nikon)

in a blinded manner. Representative images were from

three independent experiments using six mice.

Clotting Time

Careful collection of blood is vital for analyzing coagula-

tion. We collected blood as previously described [26].

Briefly, the mice were anesthetized using 2% pentobarbital

sodium. Then, they were placed in dorsal recumbency, and

the thorax exposed by cutting the skin around the rib cage.

Next, we carefully and quickly inserted a needle into the

right ventricle to draw the blood. Immediately, we

transferred the blood from the syringe into the Century

Clot blood coagulation and platelet function analyzer

(Shijiyikang, Tianjin). This device uses a sensitive

mechanical sensing system to detect viscoelasticity, and

continuously monitors the coagulation process of blood

samples in vitro in real time, allowing the accurate

determination of clotting time.

Quantitative Real-time PCR (qRT-PCR)

qRT-PCR was performed as previously described [27].

Total RNA was isolated from cells using TRIzol reagent

(Invitrogen). Reverse transcription was conducted to obtain

cDNAs using HiScript II Q RT SuperMix for qRT-PCR

(?gDNA wiper) (Vazyme, USA). qRT-PCR was con-

ducted using an iQTM 5 Optical Module Real-Time PCR

Detection System (Bio-Rad, USA). Gene expression was

normalized to b-actin and calculated using the 2-DDCt

method. The primer sequences are listed in Table S1.

Cell Culture and CCK8 Cell Viability Assay

Human umbilical vein endothelial cells (HUVECs) were

cultured in endothelial cell medium (1001, Science Cell),

containing endothelial cell growth supplement (Cat. No.

1052), in a humidified incubator with 5% CO2 at 37�C. The

CCK8 cell viability assay was performed as previously

described [28]. After exposing the cells to acrolein for 6 h,

CCK8 reagent was added to each well. After incubation for

2 h at 37�C, we measured the absorbance at 450 nm using a

plate reader. The survival rate of the untreated cells was set

at 100%.

Transwell Assay

A transwell assay was used to measure endothelial

permeability as previously described [23]. HUVECs were

seeded onto inserts coated with collagen. After reaching

confluence, the cells were incubated with a concentration

gradient of acrolein (25, 50, and 100 lmol/L) at 37�C for 6

h. Next, the cells were incubated with 1 mg/mL FITC-

dextran at 37�C for 1 h. Then, the insert was removed, and

100 lL of liquid in the bottom receiving plate was

collected to measure the fluorescence intensity in a plate

reader.

Quantification of Lesion Volume and Edema

The lesion volume was measured as previously described

[29]. Briefly, 24 h after TBI, the brains were collected and

sections were prepared as above. Then, the sections were

stained with Cresyl violet (for Nissl bodies). The lesion

area was measured using ImageJ software.

Brain water content was quantified by the wet/dry

method one day after TBI and calculated as a percentage

using the following equation: brain water content = (wet

weight - dry weight)/wet weight 9 100% [29].
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Evans Blue Extravasation Analysis

Evans blue extravasation was used to assess blood-brain

barrier (BBB) integrity as previously described [30].

Briefly, at 24 h post-TBI, Evans blue was intravenously

injected and allowed to circulate for 1 h. Then, the mice

were sacrificed and perfused with PBS. Afterward, the

brains were isolated and homogenized with trichloroacetic

acid solution. Next, the homogenates were centrifuged at

12,0009g for 30 min, and the OD of the supernatant was

measured at 610 nm using a microplate reader.

Modified Neurological Severity Score

The modified neurological severity score (mNSS) was used

to assess neurological functional impairment as previously

described [31]. The mNSS, including motor, sensory,

reflex, and balance tests, ranged from 0 to 18 (0: normal

score; 18: maximal deficit score). The scoring was

conducted at 6 h and 1, 3, 5, and 7 days after TBI by

two observers who were blinded to the groups.

Patients and Ethical Considerations

This prospective study was conducted from September

2019 to March 2020 and approved by the Ethics Commit-

tee of Tangdu Hospital, Fourth Military Medical Univer-

sity, and was registered on clinicaltrials.gov. Two

milliliters of venous blood were collected from TBI

patients after admission. The clinical data of the patients

were collected and included age, gender, admission

Glasgow Coma Scale, pupil reaction at admission, medical

history, and biochemical tests [activated partial thrombo-

plastin time (aPTT), international normalized ratio (INR),

platelet count, RBC, HCT, GLU, AST, and ALT]. Trau-

matic coagulopathy was defined as aPTT[36 s and/or INR

[1.2 and/or platelet count\100 9 109 per liter, based on a

previous study [32]. The main inclusion criteria were

patients with mild, moderate, or severe TBI. The exclusion

criteria were as follows: (1) age \16 years or [80 years;

(2) interval from injury to admission [24 h; (3) severe

systemic diseases including uremia, cirrhosis, and malig-

nant tumors; (4) ischemic or hemorrhagic vascular disease

occurring within half a year; and (5) a medical history of

taking anticoagulants or antiplatelet drugs and a history of

smoking.

Statistical Analysis

Statistical analysis was performed using IBM SPSS

Statistics 20.0 software (IBM, New York, NY). Continuous

variables are presented as the mean ± SEM. Categorical

data are presented as the frequency (percentages).

Univariate analysis was performed to find significant

variables, which were entered into the multivariate logistic

regression to identify the independent risk factors for

coagulopathy. The levels of plasma acrolein were classified

by applying ROC curve analysis based on coagulopathy.

Two independent groups were compared using unpaired

two-tailed Student’s t test, while multiple groups were

analyzed using one-way analysis of variance, followed by

the Tukey post hoc test. Neurobehavioral data were

analyzed using the Kruskal–Wallis one-way analysis of

variance on ranks followed by the Student–Newman–Keuls

test. A value of P\ 0.05 was defined as statistically

significant.

Results

The Plasma Acrolein Level in TBI Patients is

Correlated with Coagulopathy

A total of 55 TBI patients were enrolled in this prospective

clinical study. First, we found that the plasma acrolein level

in TBI patients was higher than that in normal individuals

(P\ 0.01; Fig. 1A). Further, plasma acrolein levels were

higher in patients with coagulopathy than those without

coagulopathy (P\ 0.01; Fig. 1B). ROC curve analysis was

used to test the discriminative ability of plasma acrolein

levels for coagulopathy (Fig. 1C). An optimal cutoff value

of acrolein concentration (18.4 nmol/mL) was chosen,

which discriminated TBI patients at risk of coagulopathy

with 80.0% sensitivity and 82.5% specificity with an area

under the curve of 0.830. According to the univariate

analysis, older age (P = 0.005), reduced Glasgow coma

score (P = 0.047), abnormal pupil reaction (P = 0.037),

abnormal RBC (P = 0.014), abnormal HCT (P = 0.008),

abnormal AST (P = 0.013), abnormal ALT (P = 0.004),

and increased plasma acrolein level (P\ 0.001) were

associated with coagulopathy (Table 1). An increased

plasma acrolein level (OR = 1.260, 95% CI 1.098–1.447,

P = 0.001; Table 1) remained an independent risk factor

for coagulopathy. These clinical results strongly suggested

that there is a positive correlation between the plasma

acrolein level and TBI-induced coagulopathy.

Upregulation of Acrolein in Peripheral Blood After

TBI in Mice and the Association with an Early

Hypercoagulable State

First, ELISA was used to assess the alterations in acrolein

with time after TBI with or without the administration of

the acrolein scavenger phenelzine. The acrolein level in

peripheral blood increased significantly at 6 h, and was

cleared by phenelzine (Fig. 2A). To explore the effects of
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increasing acrolein on the clotting system, we selected two

representative time points (6 h and 24 h) to measure the

commonly used indicators of coagulation including clot-

ting time and d-dimers, based on previous studies [11]. In

mice, we found that the clotting time was shortened in the

early stage (6 h) of trauma and prolonged in the later stage

(24 h) (Fig. 2B). These changes were partly reversed by the

administration of phenelzine after TBI (Fig. 2B). The level

of plasma D-dimer increased significantly after TBI, and

this abnormal elevation was mitigated by treatment with

phenelzine (Fig. 2C). To further validate the role of

acrolein in coagulation, uninjured mice were injected

Fig. 1 Plasma acrolein levels in TBI patients and their ability to

discriminate coagulopathy. A Plasma acrolein concentrations in

healthy controls and TBI patients (n = 60, **P\ 0.01). B Plasma

acrolein concentrations in TBI patients suffering from coagulopathy

at admission and those without coagulopathy (n = 55, **P\ 0.01).

C Analysis of the discriminative ability of plasma acrolein concen-

trations for patients at risk of coagulopathy after TBI using the

receiver operating characteristic curve.

Table 1 Characteristics of the study population.

Study population

(n = 55)

Coagulopathy

(n = 15)

No coagulopathy

(n = 40)

P value Adjusted

P value

Adjusted OR (95% CI)

Demographics

Age, years (SD) 54.5 (12.0) 61.5 (9.5) 51.9 (11.8) 0.005 0.023 1.151 (1.019, 1.299)

Male, n (%) 40 (72.7) 12 (80.0) 28 (70.0) 0.458

GCS (SD) 10.0 (3.5) 8.3 (3.8) 10.6 (3.2) 0.047

Abnormal pupil reaction,

n (%)

24 (43.6) 10 (66.7) 14 (35.0) 0.037

Medical history

Hypertension, n (%) 9 (16.4) 2 (13.3) 7 (17.5) 0.71

Diabetes, n (%) 1 (1.8) 1 (6.7) 0 (0) 0.537

Coronary artery disease,

n (%)

2 (3.6) 1 (6.7) 1 (2.5) 0.462

Mechanism of injury

Motor vehicle, n (%) 26 (47.3) 9 (60.0) 17 (42.5) 0.247

Fall, n (%) 27 (49.1) 6 (40.0) 21 (52.5) 0.409

Assault, n (%) 1 (1.8) 0 (0) 1 (2.5) 0.537

Laboratory biochemical

examinations

Abnormal RBC, n (%) 13 (23.6) 7 (46.7%) 6 (15.0) 0.014

Abnormal HCT, n (%) 15 (27.3) 8 (53.3) 7 (17.5) 0.008 0.024 11.304 (1.380, 92.581)

Abnormal GLU, n (%) 14 (25.5) 6 (40.0) 8 (20.0) 0.129

Abnormal AST, n (%) 29 (52.7) 12 (80.0) 17 (42.5) 0.013

Abnormal ALT, n (%) 17 (30.9) 9 (60.0) 8 (20.0) 0.004

Acrolein (ng/mL) (SD) 17.5 (8.9) 25.0 (7.9) 14.7 (7.6) \ 0.001 0.001 1.260 (1.098, 1.447)
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through the tail vein with different doses of acrolein (low

dose: 3 nmol; high dose: 30 nmol). The selection of doses

was based on the level of acrolein in peripheral blood after

TBI, as measured by ELISA. Low-dose acrolein (3 nmol)

and saline had no significant effect on clotting time or the

level of plasma D-dimer 6 h after injection, while high-

dose acrolein (30 nmol) significantly shortened the clotting

time and increased the level of D-dimer (Fig. 2D, E). These

results revealed that acrolein, a pro-coagulant, is produced

at an early stage after TBI and induces an early hyperco-

agulable state, which in turn causes a consumptive hypo-

coagulable state.

Acrolein Induces Coagulopathy Partly by Regulat-

ing VWF Secretion

VWF is an adhesion molecule released and stored by

endothelial cells, and is regarded as a marker of endothelial

cell activation [33]. VWF is considered to be involved in

coagulopathy and thromboembolic disease associated with

trauma [23, 34, 35]. Therefore, we hypothesized that TBI-

induced high-level plasma acrolein promotes coagulopathy

via the release of VWF. First, the levels of circulating

VWF were significantly increased at 6 h post-TBI, and this

was partly reversed by phenelzine (Fig. 3A). Low-dose

acrolein had no significant effects on circulating VWF

levels, while high-dose acrolein significantly increased

them (Fig. 3B). Next, the administration of rhADAMTS-

13, an enzyme that cleaves VWF [36], significantly

reduced circulating VWF levels after TBI. Similarly,

rhADAMTS-13 reduced the increase in VWF induced by

acrolein (Fig. 3C). Then, we explored whether rhA-

DAMTS-13 reversed the coagulopathy induced by TBI or

acrolein. We also found that rhADAMTS-13 partly

reversed the abnormal clotting time and D-dimer level at

6 h post-TBI or acrolein injection (Fig. 3D, E). These

results suggest that acrolein causes TBI-induced coagu-

lopathy partly by promoting VWF secretion.

Acrolein Activates the Autophagy Pathway

in HUVECs as shown by mRNA-Seq Analysis

To elucidate the effect of acrolein on HUVECs and VWF

secretion, we first examined the toxicity of acrolein by

CCK8 assays and found that the LD50 for acrolein was

approximately 50 lmol/L after 6 h of treatment (Fig. S1A).

Next, to investigate how acrolein activates HUVECs, we

determined the profiles of transcriptomics changes in the

Fig. 2 Upregulation of acrolein in peripheral blood after TBI in mice

contributes to an early hypercoagulable state. A ELISA results

showing the acrolein levels in peripheral blood at 6 h and 24 h in each

group (Sham; TBI; TBI?Phe). B Clotting time at 6 h and 24 h in each

group. C Plasma levels of D-dimer at 6 h in each group. D Clotting

time at 6 h in each group (vehicle; low acrolein: 3 nmol; high

acrolein: 30 nmol). E Plasma levels of D-dimer at 6 h in each group.

Values are presented as the mean ± SEM, n = 6 per group,

**P\ 0.01.
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control and acrolein treatment groups using RNA-seq

analysis. Volcano plots and heatmaps of the two groups

show the total upregulated and downregulated genes

(Fig. 4A, B). We used GO (Gene Ontology) terms for

biological process, cellular components, and molecular

function to determine the functional enrichment of the

differentially-expressed genes (Fig. 4C). Autophagy was

most enriched in biological process and cellular compo-

nents, and enzyme binding was most enriched in molecular

function (Fig. S1B–D). Kyoto Encyclopedia of Genes

Genomes (KEGG) enrichment analysis identified that

autophagy was the most enriched pathway after acrolein

treatment (Fig. 4D). Then, a heat map showing autophagy-

related gene expression was generated to analyze the

expression changes of each gene (Fig. 4E), and the trends

in these typical genes was verified by qPCR (Fig. S4E).

The mRNA-Seq analysis suggested that acrolein signifi-

cantly activates the autophagy pathway.

Acrolein Promotes the Release of VWF by Activat-

ing Autophagy

Previous studies have shown that autophagy regulates

endothelial VWF secretion [37], so we hypothesized that

acrolein promotes the release of VWF by activating

autophagy, thereby leading to coagulopathy. HUVECs

were treated with different concentrations of acrolein (0,

25, 50, and 100 lmol/L) for 6 h. First, Western blotting

was used to assess changes in the levels of autophagy-

related molecules. The results revealed that acrolein

upregulated the levels of Atg5, Atg7, and Beclin-1 and

promoted the conversion of LC3-I to LC3-II in a dose-

dependent manner (Fig. 5A, B). Using an ELISA-based

approach on the culture medium, we found a significant

increase in VWF secretion after treatment with acrolein,

and this was also dose-dependent (Fig. 5C). Incubation of

HUVECs with 3- Methyladenine (5 mmol/L) inhibited

Fig. 3 Acrolein induces coagulopathy partly by regulating VWF

secretion. A VWF levels in mice treated with or without phenelzine

after TBI and in sham mice. B VWF levels in mice infused with

acrolein or PBS. C VWF levels in mice treated with rhADAMTS-13

after TBI or acrolein infusion. D Clotting times in the above treatment

groups. E Plasma levels of D-dimer from mice in the above treatment

groups. Values are presented as the mean ± SEM, n = 6 per group,

**P\ 0.01.
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Fig. 4 mRNA-Seq analysis showing that acrolein activates the

autophagy pathway in HUVECs. A, B Volcano plot (A) and heatmap

(B) of the control and acrolein treatment groups showing the total up-

regulated and down-regulated genes. C GO terms for biological

process, cellular components, and molecular function. D Top 20 from

KEGG Enrichment. E Heat map showing autophagy-related gene

expression.

123

W. Cui et al.: Role of Acrolein in Coagulopathy after Traumatic Brain Injury 1167



Fig. 5 Acrolein regulates the secretion of VWF by activating

autophagy. A Western blots of Atg5, Atg7, Becline1, and LC3 in

HUVECs treated with different concentrations of acrolein (25, 50, and

100 lmol/L) and vehicle for 6 h. B Relative levels of these proteins

expressed as percentages of b-actin. C Effects of acrolein on

VWF secretion in the above groups. D Western blots of Atg5,

Atg7, Beclin-1, and LC3 in HUVECs pretreated with or without

5 mmol/L 3-MA for 2 h, followed by treatment with acrolein

(50 lmol/L) for 6 h. E Relative levels of these proteins expressed as

percentages of b-actin. F Effects of 3-MA (5 mmol/L) on acrolein-

induced VWF secretion in the above groups. Values are presented as

the mean ± SEM, n = 3 per group, *P\ 0.1, **P\ 0.01.
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acrolein-induced autophagy (Fig. 5D, E), and acrolein-

stimulated VWF secretion (Fig. 5F). The above results

revealed that acrolein induces the release of VWF by

activating autophagy.

Acrolein Activates Autophagy via the Akt/mTOR

Pathway

We next explored the possible mechanism by which

acrolein activates autophagy. First, GO and KEGG enrich-

ment analyses indicated that the mTOR signaling pathway

was one of the most enriched pathways (Fig. 4F). The Akt/

mTOR axis is a classic autophagy signaling pathway [38].

Therefore, we hypothesized that acrolein activates autop-

hagy by regulating the Akt/mTOR pathway. After treat-

ment with acrolein (50 lmol/L), the p-Akt/Akt and

p-mTOR/mTOR ratios were significantly downregulated

(Fig. 6A, B). Then, an Akt activator (SC79) and an mTOR

activator (MHY1485) were added after treatment with

acrolein. SC79 (5 lg/mL) or MHY1485 (10 lmol/L)

abrogated the acrolein-induced reduction in the p-mTOR/

mTOR ratio. Accordingly, the expression of Atg5, Atg7,

Fig. 6 Acrolein activates autophagy via the AKT/mTOR pathway. A
Western blots of p-Akt, Akt, p-mTOR, mTOR, Atg5, Atg7, Beclin 1,

and LC3 in each group. B Relative levels of these proteins expressed

as percentages of b-actin. C Effects of SC79 or MHY1485 on

acrolein-induced VWF secretion in each group. Values are presented

as the mean ± SEM, n = 3 per group, *P\ 0.05, **P\ 0.01 vs
vehicle group. &P\ 0.05, &&P\ 0.01 vs acrolein group.
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Beclin1, and LC3-II/LC3-I decreased in the SC79?acro-

lein and MHY1485?acrolein groups compared with the

acrolein group (Fig. 6A, B). Furthermore, we measured the

level of VWF release in each group. The secretion of VWF

was significantly reduced after co-treatment with acrolein

and SC79 or MHY1485 (Fig. 6C). These results indicated

that the Akt/mTOR-mediated autophagy pathway is

involved in the regulation of acrolein-mediated VWF

release.

Acrolein is Upregulated in the Perilesional Cortex,

Disrupts the Blood-brain Barrier, and Affects

Endothelial Cell Integrity

First, Western blot and immunofluorescence staining were

used to assess the alterations in acrolein over time post-TBI

in the perilesional cortex of mice with or without

phenelzine. The results showed that acrolein was increased

in a time-dependent manner in the perilesional cortex, and

was cleared by phenelzine (Fig. 7A–C). As described in

previous studies, destruction of the BBB plays an important

role in TBI secondary coagulopathy [8], so we next

explored whether acrolein is involved in the destruction of

the BBB. First, we found that acrolein was co-localized

with endothelial cells in the cortex (Fig. S2). Then, the

administration of phenelzine after TBI abrogated the

downregulation of Occludin and ZO-1 (Fig. 7D, E). Next,

acrolein treatment of HUVECs reduced the expression of

Occludin and ZO-1 in a concentration- and time-dependent

manner (Fig. 7D, E). Compared to that of sham mice, TBI

significantly increased Evans blue extravasation. Treatment

of the mice with phenelzine after TBI significantly

mitigated BBB disruption (Figs. 7F and S3). Using a

transwell cell migration assay, we found that acrolein

contributed to FITC-dextran leakage through the endothe-

lial cell barrier (Fig. 7G). These results revealed that

acrolein is significantly upregulated in the perilesional

cortex, and contributes to the disruption of the BBB and

endothelial cell integrity.

Phenelzine as a Therapeutic

The clearance of acrolein by phenelzine during the acute

phase of TBI strongly indicated the therapeutic potential of

phenelzine in preventing TBI-induced coagulopathy. We

found that a single administration of phenelzine 30 min

after TBI reduced circulating acrolein (Fig. 2A) and

reversed the trauma-induced hypercoagulable state

(Fig. 2B, C). Nissl staining at 24 h after TBI showed that

the lesion volume was 15.1% smaller in mice treated with

phenelzine than in those treated with vehicle (Fig. 8A, B).

Phenelzine also mitigated brain injury and brain edema

after TBI (Fig. 8C). By preventing coagulopathy, cerebral

edema, and reducing lesion volume, the 7-day mortality

was decreased by 28.6% in mice treated with phenelzine,

compared to those treated with vehicle (Fig. 8D). Mice

treated with phenelzine after TBI had lower neurologic

deficit scores than mice in the vehicle-treated group at both

time points during the 7-day monitoring period (Fig. 8E).

These results indicate the therapeutic and protective effects

of phenelzine.

Discussion

Coagulopathy is a common clinical complication after

severe TBI, and is closely associated with intracranial

hemorrhage [39] and progressive hemorrhagic injury [40].

Coagulopathy has a detrimental effect on the outcome and

overall prognosis of TBI patients [41, 42], leading to an

increased risk of mortality and more unfavorable outcomes

than in those without coagulopathy [43, 44]. However, the

pathophysiological mechanism of TBI-induced coagulopa-

thy remains unclear, resulting in limited measures for

prevention and treatment. In an effort to deepen our insight

into the molecular mechanisms underlying coagulopathy

disease and identify novel therapeutic targets, we investi-

gated the role of lipid-related molecules in TBI. Acrolein, a

typical lipid peroxidation product, can lead to thrombosis

[20]. Considering its important role in stimulation of the

coagulation cascade, we showed for the first time that

acrolein is involved in TBI-induced coagulopathy using

samples from TBI patients, animal models, and HUVECs.

In the present work, we demonstrated for the first time

that acrolein induces systemic coagulopathy after TBI via

autophagy-dependent secretion of VWF and that acrolein is

an interesting potential therapeutic target. Several exper-

imental findings substantiate our conclusions: (1) the

plasma acrolein level is increased in TBI patients, and a

high plasma acrolein level is associated with the incidence

of coagulopathy; (2) acrolein is significantly upregulated in

peripheral blood after TBI in mice and contributes to an

early hypercoagulable state; (3) acrolein induces coagu-

lopathy by regulating VWF secretion; (4) mRNA-Seq

analysis and follow-up experiments demonstrate that

acrolein over-activates autophagy by regulating the Akt/

mTOR pathway, through which acrolein induces VWF

secretion; and (5) acrolein is upregulated in the perilesional

cortex, affects endothelial cell integrity, and disrupts the

BBB.

To determine the role of acrolein in TBI, we first

evaluated its plasma levels in TBI patients and healthy

controls, and found that it was higher in TBI patients. We

also provided evidence that high plasma acrolein is

associated with coagulopathy. Moreover, logistic regres-

sion analysis indicated that acrolein is an independent risk
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factor for coagulopathy. Many studies have explored

potential molecules to predict acute traumatic coagulopa-

thy. For example, plasma copeptin levels independently

predict acute traumatic coagulopathy and progressive

hemorrhagic injury after TBI [45]. Plasma galectin-3

concentrations after TBI are closely related to trauma

severity, inflammation, and acute traumatic coagulopathy

[46]. The pro-coagulant activity of brain-derived micropar-

ticles after TBI has been increasingly studied [24]. It is

well established that the brain is rich in lipids [47];

however, the predictive ability and related mechanism of

lipid peroxidation products produced after TBI in coagu-

lopathy have not been investigated. The role of acrolein in

TBI-induced coagulopathy was indicated in our study. Our

clinical evidence supported the notion that high levels of

plasma acrolein is an important and powerful predictor of

coagulopathy and might play a potential role in the

mechanism of coagulopathy. In view of the important role

of acrolein in coagulopathy, the clinical importance of

acrolein deserves further study.

In a mouse model of TBI, the mice rapidly develop a

hypercoagulable state at 6 h, followed by a hypocoagulable

state later (at approximately 24 h) [9, 11], consistent with

our findings. Our study mainly focused on the time point

associated with hypercoagulability, with the goal of

preventing and correcting it after TBI. We also evaluated

the expression of acrolein in other organs (heart, liver,

kidney, intestine, skeletal muscle, and lung) after trauma

and found that these organs produced very little (Fig. S4A).

We hypothesized that the acrolein produced by the

perilesional cortex is an important source of the increased

acrolein in peripheral blood. We found that the adminis-

tration of an acrolein scavenger after TBI improved

coagulopathy, and we injected healthy mice with different

concentrations of acrolein through the tail vein to simulate

b Fig. 7 Acrolein is upregulated in the perilesional cortex, disrupts the

blood-brain barrier, and affects endothelial cell integrity. A Western

blots of acrolein in the perilesional cortex of mice at 6 h and 24 h after

TBI with or without phenelzine. B Representative images of

immunofluorescence staining for acrolein (green) in the perilesional

cortex 24 h after TBI with or without phenelzine (scale bar, 50 lm).

C Percentages of acrolein-positive cells. D, E Western blots (D) and

analysis (E) of Occludin and ZO-1 expression in each group. F Evans

blue levels in the brain. G Dextran staining intensity in confluent

HUVECs in Transwells stimulated with different concentrations of

acrolein (25, 50, and 100 lmol/L) and vehicle for 6 h and then

incubated with FITC-dextran for 30 min. Values are presented as the

mean ± SEM, n = 6 per group, *P\ 0.05, **P\ 0.01.

Fig. 8 Effects of phenelzine

(acrolein scavenger) on lesion

volume, brain water content,

survival, and neurological func-

tion scores in mice after

intracranial hemorrhage. A Rep-

resentative images of brains

serially sliced and subjected to

Nissl staining (n = 6 per group).

B Quantification of lesion vol-

ume (n = 6 per group). C Quan-

tification of brain water content

(n = 6 per group). D Kaplan-

Meier survival plots of mice

treated with or without phenel-

zine after TBI and sham mice

(n = 14 per group). E Neurolog-

ical recovery determined by

mNSS at 6 h and 1, 3, 5, and 7

days post-TBI (n = 6 per

group). Values are presented as

the mean ± SEM, *P\ 0.05,

**P\ 0.01 vs sham group,
&P\ 0.05, &&P\ 0.01 vs TBI

group.
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elevated acrolein in the circulatory system. Acrolein-

induced coagulopathy was concentration-dependent, con-

sistent with our clinical findings.

VWF is a large multimeric glycoprotein that is critical in

regulating the balance between bleeding and clotting [48].

It is synthesized only in vascular endothelial cells and

megakaryocytes [49]. Although a portion of VWF under-

goes basal secretion into the plasma, the majority is stored

in the Weibel-Palade bodies (WPBs) in endothelial cells

and in the alpha granules of platelets. VWF in the plasma

mainly comes from endothelial cells [50]. Its secretion

endothelial cells is associated with hypercoagulability and

the risk of thrombosis [51]. However, the original initiator

of VWF in TBI is unclear. In our study, VWF was

increased in the plasma in the acute phase after TBI, and

the administration of phenelzine reduced this increase.

Similarly, tail vein injection of acrolein caused an increase

in VWF in plasma. ADAMTS13 (a disintegrin and

metalloproteinase with a thrombospondin type 1 motif,

member 13) is mainly synthesized in the liver [52] and is

associated with the degradation of thrombogenic VWF

multimers [52, 53]. In our study, the administration of

rhADAMTS-13 improved the hypercoagulability after tail

vein injection of acrolein. Our results suggested that

acrolein induces hypercoagulability partly through the

secretion of VWF. However, the specific mechanism by

which acrolein promotes the secretion of VWF is unclear.

To clarify the specific mechanism by which acrolein

promotes VWF release, we determined the transcriptomics

changes in HUVECs after acrolein treatment. KEGG

analysis indicated that acrolein treatment over-activated

autophagy in HUVECs. Interestingly, Takehiro et al.

demonstrated that WPBs and autophagosomes directly

interact and that VWF and WPB remnants are found within

autophagosomes. Knockdown or deletion of the essential

autophagy genes Atg5 or Atg7 impairs the secretion of

VWF in vitro and in vivo, and pharmacological inhibition

of autophagic flux leads to a significant prolongation of

bleeding time [37]. Proteomic analysis of these secreted

endothelial autophagic vacuoles showed that they contain

VWF [54]. In our results, we demonstrated that acrolein

activated autophagy, and induced the formation of

autophagic lysosomes and the release of VWF. The

secretion of VWF significantly decreased after acrolein

treatment when HUVECs were incubated with autophagy

inhibitors. Our results indicated that acrolein regulates the

secretion of VWF partly through the autophagy pathway.

Furthermore, we explored how acrolein activated autop-

hagy and KEGG analysis showed that the mTOR signaling

pathway was one of the most enriched pathways. mTOR

plays an important role in regulating autophagy [55], and

emerging evidence suggests that Akt is crucial for mTOR

phosphorylation and autophagy inhibition [56, 57]. In the

present study, treatment with acrolein significantly reduced

the phosphorylation of Akt and mTOR. However, co-

treatment with acrolein and the AKT activator SC79 or

mTOR activator MHY1485 induced a significant increase

in the phosphorylation of mTOR. Our studies suggested

that acrolein induces autophagy via the Akt/mTOR signal-

ing pathway.

We also explored some other possible mechanisms by

which acrolein could cause coagulopathy. BBB disruption

could contribute to TBI-induced coagulopathy by allowing

the release of brain-derived pro-coagulant substances (such

as tissue factors, phosphatidylserine, and cardiolipin) into

the circulation to induce systemic coagulopathy [8, 9, 24].

Interestingly, in our study the KEGG analysis indicated

that acrolein could affect endothelial cell integrity. Here,

we demonstrated that acrolein was abundantly produced in

the perilesional cortex, disrupted the BBB, and affected

endothelial cell integrity. Further disruption of the BBB

allowed more acrolein to be released into the circulatory

system. In addition, we provided evidence that acrolein is

present in blood vessels in the perilesional cortex (Figs S2

and S4B), suggesting that acrolein acts on endothelial cells

to some extent. Moreover, acrolein was found in blood

vessels in the ipsilateral non-perilesional cortex (Fig. S4C),

indicating that acrolein produced at the site of injury can be

released into the circulation.

Some limitations should be noted when interpreting the

experimental data. First, our study demonstrated that

acrolein promotes the secretion of VWF. However, we

have not explored whether acrolein affects the synthesis of

VWF. Second, our results suggested that acrolein promotes

the release of VWF by activating autophagy via the AKT/

mTOR pathway in vitro. In future studies, the use of

animals with endothelial cell-specific knockout of autop-

hagy-related genes (such as Atg5 or Atg7) could provide

more convincing evidence. Finally, the role of other lipid

peroxidation products in TBI-induced coagulopathy

deserves further study.

In conclusion, this study showed that acrolein exacer-

bates systemic coagulopathy in TBI by promoting the

secretion of VWF from endothelial cells. At the molecular

level, acrolein might regulate VWF release by activating

autophagy via the AKT/mTOR pathway. Overall, data

from our study deserve further investigation to validate

acrolein as a promising novel therapeutic target for TBI-

induced coagulopathy.
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A comprehensive characterization of membrane vesicles released

by autophagic human endothelial cells. Proteomics 2013, 13:

1108–1120.

55. Rubinsztein DC, Gestwicki JE, Murphy LO, Klionsky DJ.

Potential therapeutic applications of autophagy. Nat Rev Drug

Discov 2007, 6: 304–312.

56. Liang Q, Luo Z, Zeng J, Chen W, Foo SS, Lee SA, et al. Zika

virus NS4A and NS4B proteins deregulate Akt-mTOR signaling

in human fetal neural stem cells to inhibit neurogenesis and

induce autophagy. Cell Stem Cell 2016, 19: 663–671.

57. Kim JH, Choi TG, Park S, Yun HR, Nguyen NNY, Jo YH, et al.
Mitochondrial ROS-derived PTEN oxidation activates PI3K

pathway for mTOR-induced myogenic autophagy. Cell Death

Differ 2018, 25: 1921–1937.

123

W. Cui et al.: Role of Acrolein in Coagulopathy after Traumatic Brain Injury 1175



REVIEW

Hypothalamic-Pituitary-End-Organ Axes: Hormone Function
in Female Patients with Major Depressive Disorder

Yuncheng Zhu1,2
• Xiaohui Wu2

• Rubai Zhou2
• Oliver Sie3

• Zhiang Niu2
•

Fang Wang4
• Yiru Fang2,5,6

Received: 6 August 2020 / Accepted: 27 November 2020 / Published online: 28 April 2021

� Center for Excellence in Brain Science and Intelligence Technology, Chinese Academy of Sciences 2021

Abstract Classic hypothalamic-pituitary-end-organ feed-

back loops – the hypothalamic-pituitary-adrenal axis

(HPAA), hypothalamic-pituitary-thyroidal axis (HPTA),

and hypothalamic-pituitary-gonadal axis (HPGA) – are

associated with the neuroendocrine and immune systems in

major depressive disorder (MDD). Female patients with

MDD present with evident neuroendocrine and immuno-

logical changes. Glucocorticoid, thyroid hormone, and

reproductive steroid levels fluctuate with menstrual cycles,

which might lead to glucocorticoid receptor resistance,

impairment of triiodothyronine conversion, and sex hor-

mone secretion disorders. In this review, we summarize the

independent and interactive functions of these three axes in

female MDD patients. The similar molecular structure of

steroids implies an interrelationship between the

hypothalamic-pituitary-end-organ axes and the competitive

inhibitory effects at the receptor level, especially when

considering the HPAA and HPGA.

Keywords Major depressive disorder � Neurosecretory

systems � Sex steroid hormones

Introduction

Although the monoamine hypothesis of MDD is well-

accepted, precisely how antidepressants come into effect

remains unclear [1]. There is increasing evidence that

chronic stress derives from abnormalities in the biological

processes of the human internal environment (especially

the endocrine and immune systems) [2], which might raise

the morbidity of MDD [3]. Postmortem and animal studies

have revealed neuropathological changes in depressed

patients and animals, such as monoaminergic system

down-regulation, neurogenesis impairment, abnormal

activity of the central nervous system (CNS), and synaptic

dysfunction [4].

Proinflammatory cytokines can impair neurogenesis by

affecting monoaminergic systems. Regional abnormalities

found in the CNS, as well as neurodegeneration, have been

reproduced in cell and animal models of depression [5]. In

addition, strong evidence supports the hypothesis that

inflammation and depression are closely related [6], and

that it also affects the role of glucocorticoids in depression

[7]. Under endogenous and exogenous stress, cytokines

(such as nuclear factor-kappa and protein kinase A), can

result in glucocorticoid receptor (GR) resistance [8]

(impairing function of the HPAA and its reactivity to

cortisol) and the induction of MDD via the neuroendocrine

pathway [8, 9]. Fig. 1 shows a schematic diagram of these
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three classic feedback loops (HPAA, HPTA, and HPGA) in

the human neuroendocrine and neuroimmune systems [10].

It is worth noting that the most common diseases of these

neuroendocrine systems present with obvious sex differ-

ences [11–13] (Table 1). Clinical evidence has demon-

strated that MDD is almost twice as common in females,

with a first peak in prevalence in the second and third

decades of life, with a second peak in the fifth decade [14].

The two onset peaks of female MDD are around the ages

when neuroendocrine levels fluctuate greatly [15, 16].

Hypothalamic-Pituitary-Adrenal Axis and MDD

HPAA, Chronic Stress, and MDD

The HPAA participates in a wide range of biological

functions, primarily those related to the stress response.

Cortisol, produced by the adrenal cortex, has a potent effect

on carbohydrate metabolism. The human body shows

physical and psychological adaptive reactions to potential

threats via cortisol activation [17]. In MDD patients,

chronic stress may result in abnormalities of HPAA

homeostasis and cause relevant effects [18]. MDD indi-

viduals present with increased volumes of pituitary and

adrenal glands, as well as an up-regulation of cortisol

function [19]. Long-term psychological stress could give

rise to the suppression of cortisol, resulting in diminished

sensitivity of the stress response [20].

In addition to increasing hormone concentrations, inhi-

bition of GR function has also been found to accompany

chronic stress in MDD patients [21]. GRs are widely

distributed in the hippocampus; they respond to intracel-

lular signaling by second messengers, and regulate HPAA

feedback. The most widely accepted theory is that in MDD

patients, glucocorticoid resistance leads to impairments in

HPAA function. Dexamethasone inhibition and corti-

cotropin-releasing hormone inhibition tests have shown

that negative feedback is more likely to be inhibited [22].

GR resistance is seen as an inadequate in vivo response of

glucocorticoid target genes to dexamethasone. In chronic

stress states, the quantity of GRs and the affinity of

glucocorticoids to them are changeable [23]; consequently,

glucocorticoid resistance can arise. Similar to like insulin

and insulin resistance, it has long been debated which

comes first: increases in cortisol levels or GR resistance?

Fig. 1 Schematic of three functional hypothalamic-pituitary-end-

organ axes of females, generating the interactive mechanism among

inflammatory cytokines and these axes. The dashed line represents an

uncertain feedback mechanism. A special case, estrogen has a

positive feedback effect on the pituitary gland during the follicular

phase and a negative feedback effect during the luteal phase. TRH,

thyrotropin-releasing hormone; CRH, corticotropin-releasing hor-

mone; GnRH, gonadotrophin-releasing hormone; TSH, thyroid stim-

ulating hormone; ACTH, adrenocorticotropic hormone; LH,

luteinizing hormone; FSH, follicle-stimulating hormone.

Table 1 Gender ratios in common hypothalamic-pituitary-glandular

axis disorders and depressive disorders

Disease Gender ratio (male:female)

Hyperthyroidism 1:(4–6)

Hypothyroidism 1:4

Cushing disease 1:3

Addison’s disease 1:(2–3)

Depressive disorders 1:2
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Neurogenesis, in which synaptic function plays an

important role, can be decreased by long-term systemic

cortisol exposure in MDD [24]. Relevant studies support

the glucocorticoid theory of MDD, in which chronic stress

states induce HPAA hyperactivity and excessive secretion

of cortisol. This would aggravate the neuropathological

process of MDD [18]. This hypothesis provides a new

theoretical basis to explore MDD pharmacotherapy; per-

haps there is potential in glucocorticoid agonists and

antagonists as new antidepressants targeting GR function

and cortisol levels. Furthermore, this could also point to

studying HPAA dysfunctions as new biomarkers of MDD.

HPAA, Immune Inflammation, and MDD

Inflammatory cytokines can increase the levels of cortisol

by both direct and indirect pathways [25]. This results in

dysregulation of the HPAA by increasing the release of

corticotropin-releasing hormone and adrenocorticotropic

hormone (ACTH). In addition, inflammatory cytokines

regulate GR sensitivity to cortisol indirectly. From another

perspective, the HPAA can, in return, influence the

immune system [26]; this may inhibit the secretion and

release of pro-inflammatory factors via blocking of tran-

scription factor activity [27]. However, physiologically

overdemanding use of glucocorticoids in the clinic inhibits

the release of cytokines, thereby exerting anti-inflamma-

tory and immunosuppressant effects. Increases in gluco-

corticoid-generating signals allow for activation of the

neuroendocrine and sympathetic nervous systems, while

chronic stress may lead to glucocorticoid resistance. On the

other hand, opposite views suggest that glucocorticoids

promote inflammation in certain circumstances, depending

on environmental and temporal factors. In addition, that

cortisol has a negative correlation with both pro-inflam-

matory factors [interleukin-1b (IL-1b) and tumor necrosis

factor a], and anti-inflammatory factors (IL-4, IL-5, IL-10,

and IL-13) simultaneously [28] is worth discussing.

The association between stress and immune enhance-

ment is regulated by glucocorticoid resistance. Stressed

individuals present with higher glucocorticoid resistance

than non-stressed individuals. Glucocorticoid resistance is

strongly linked to pro-inflammatory cytokines; enhanced

inflammatory responses occur most in glucocorticoid-

resistant individuals, second only to in those exposed to

acute stressors, and both are linked to chronic stress and

MDD [9]. According to the glucocorticoid resistance

hypothesis, high concentrations of pro-inflammatory

cytokines and cortisol only occur in glucocorticoid-resis-

tant MDD patients. It has been reported that increases in

glucocorticoid resistance and pro-inflammatory cytokines

are more common than an increase in cortisol alone, and

85% of cases that have increases in inflammation also

present with glucocorticoid resistance [10]. In a meta-

analysis, glucocorticoid resistance and inflammation levels

had a positive correlation, with effect size 0.38 (P = 0.06;

95% CI, 0.14–0.62) [10]. Therefore, we should perhaps

focus on glucocorticoids and their signaling rather than on

cortisol levels alone. The glucocorticoid resistance hypoth-

esis provides a reasonable explanation for synchronized

elevations in cortisol and pro-inflammatory cytokines.

Another hypothesis is that glucocorticoids do not only

have anti-inflammatory effects in MDD. Whether they are

pro-inflammatory or anti-inflammatory mainly depends on

the exact environment of individuals; a pro-inflammatory

response requires special settings, such as large-dose

glucocorticoid therapy [29]. The reaction time of gluco-

corticoids depends on the severity of inflammatory injury,

which is also in line with evolution. When faced with a

threatening event, it is necessary to utilize immunosup-

pressive and glucocorticoid-elevating effects to energize

for either facing an attack or escape (fight or flight).

However, recovery from trauma takes time. While gluco-

corticoid levels normalize, immune function needs to be

enhanced [29]. Therefore, stress responses and the resulting

elevated glucocorticoid levels are warning signs of central

and peripheral inflammation. The microglia are important

CNS cells that work against neuroendocrine warning

signals; they react strongly to immune stimulation by

generating pro-inflammatory cytokines and down-regulat-

ing glucocorticoid inhibition. Increases in this activity can

result from an increased density of microglia in the

hippocampus as a result of chronic stress, inducing

immune-promoting states and impairing glucocorticoid

inhibition [30]. Microglia inhibitors are able to reduce

hypothalamic IL-1b levels during stress responses, which

contribute to pro-inflammatory effects [31].

Due to MDD-related factors, glucocorticoids have some

indirect interactions with inflammation. For example, in

states of chronic stress, glucocorticoids can affect the

sympathetic nervous system [32], which can influence the

immune response [33]. Such an interaction would be

another bridge that connects the HPAA and the immune

system. Clinical use of adrenergic receptor inhibitors such

as propranolol reduces the unstable psychological symp-

toms caused by stress [33]. Therefore, it is difficult to

dispute the role of glucocorticoids in the development of

MDD, and more research is needed in this area. Besides,

mineralocorticoids (MRs), secreted by the adrenal

glomerular zone, maintain the balance of water and

electrolytes in the human body. The renin-angiotensin-

aldosterone system mainly regulates blood pressure, caus-

ing vascular smooth muscle contraction as well as the

retention of water and sodium [34]. Previous studies have

suggested that MRs are also important stress modulators,

which influence stress-induced HPAA up-regulation, the
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appraisal of stress, and fearful memories [35]. Evidence

has demonstrated that genetic variations in GRs and MRs

are able to predict cognitive function in MDD, where GR

genetic variation is associated with changes in attention

and work-related memory, and MR genetic variation with

changes in verbal memory [36].

As noted above, up-regulated levels of glucocorticoid

play a driving role in inflammation, and over-activation of

HPAA may be a key factor. Despite these increases in

cortisol levels, the critical issue remains the decrease of

glucocorticoid signaling. This hypothesis may explain

some complex and perhaps more debated results of MDD

treatment, including the efficacy of glucocorticoid antag-

onist treatment. Furthermore, GR resistance has been

shown to be more predictive of depressive outcomes than

hypercortisolemia [37]. Notwithstanding, it remains a

challenge to study the effects of hypercortisolemia and

GR resistance separately [38].

HPAA, Sex Differences and MDD

There are sex differences related to HPAA in MDD

patients [39]. Young et al. have reported that depressed

women manifest more disorderly secretion of ACTH. This

study indicated that hormonal rhythm abnormalities do

occur in depressed female patients and are associated with

accentuated ACTH feedforward drive [40]. A recent study

found that, after in vivo glucocorticoid stimulation, the

higher GR sensitivity of healthy women was absent in

depressed female patients. This suggested that sex-related

differences in the regulation of HPAA may contribute to

the vulnerability of females to the development of depres-

sion [41]. In the acute phase of stress, females appear to

have a stronger positive correlation between cortisol levels

and cognitive representation than males [42]. Serum

cortisol levels are significantly higher in female patients

[39]. Moreover, in first-episode MDD patients, the cortisol

levels of women are higher than those in relapsed patients

and healthy controls [43]. A study of chronic stress and the

HPAA found that individuals who had suffered maltreat-

ment in childhood also presented with sex differences in

HPAA function: the cortisol activation response in females

was significantly slower than in males [44].

Hypothalamic-Pituitary-Thyroid Axis and MDD

Thyroid Hormones and MDD

Thyroid hormones are important for metabolism and the

growth and development of the nervous system. Lack of

thyroid hormone in childhood may cause permanent brain

damage, and can affect brain function in adulthood as well.

Much clinical evidence has demonstrated that aberrant

levels of thyroid hormone are associated with cognitive and

emotional dysfunction. There are clearly overlapping

symptoms between hypothyroidism and depression, such

as fatigue, weight change, and depressive mood [45]. After

release into the blood, thyrotropin (thyroid stimulating

hormone, TSH) binds to the TSH receptor in the thyroid

gland, resulting in the secretion of triiodothyronine (T3)

and thyroxine (T4). Negative feedback in the HPTA results

in elevated thyroid hormones, which inhibit pituitary gland

release of TSH.

Several studies have endeavored to associate MDD with

subclinical hypothyroidism, and attempts to use thyroid

hormones as antidepressants have achieved clinical effi-

cacy [46]. Moreover, it has been shown that T3 shortens

the time to onset of tricyclic antidepressants [47]; a review

of the guidelines of the British Association of Psychophar-

macology found that MDD patients who had no response to

first-line antidepressants could achieve treatment efficacy

after the addition of highly bioactive T3 as a potentiator.

The antidepressant effect of T3 augmentation of selec-

tive serotonin reuptake inhibitors is correlated with signif-

icant changes in the bioenergetic metabolism of the brain

[48]. Similarly, T4 (with a relatively lower bioactivity) also

has a potential synergistic effect on treatment-resistant

MDD [49]. In a large-sample MDD treatment study with

1,410 MDD patients and 204 thyroid dysfunction patients,

60.64% of patients received combination therapy or

synergistic therapy. Among all the risk factors, the

regression coefficient of thyroid dysfunction and MDD

was 0.74 (odd ratio = 2.1) [50]. A relationship has been

reported between hypothyroidism and hyperlipidemia and

other cardiovascular risk factors [51], as well as the

aggravation of depression and anxiety, but there are also

studies presenting no correlation between them [52, 53].

TSH showed a delayed response to thyrotropin-releasing

hormone (TRH) only in several MDD patients who were in

a depressive episode [52]. Furthermore, some studies have

demonstrated that age and TSH are not factors associated

with MDD, but that MDD severity might only be related to

stress from life events [54]. Elucidation of the exact

relationship between MDD and the HPTA requires further

studies with larger sample sizes.

HPTA, Sex Differences, and MDD

From another perspective, thyroid-related diseases in

women have an incidence 5–20 times greater than in men

[55]. At certain physiological periods such as pregnancy,

HPTA function becomes altered. The increase of estrogen

during this period results in increases in thyroxine-binding

globulin (TBG) as high as 150% [56]. TBG concentration

may be a sensitive indicator of estrogen level, and
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emotional instability in postpartum MDD is also likely to

be associated with gonadal and thyroid hormone concen-

trations [57]. Recent studies have established models in

pregnant and non-pregnant women, suggesting that preg-

nancy factors result in decreases in TSH and free T4 (FT4)

levels. However, a negative correlation between TSH and

FT4 induced by the negative feedback of the physiological

axis could not be established in the third trimester of

pregnancy [58, 59], which is considered to be precisely the

highest-risk period for female MDD. As such, decreases in

T4 and FT4 levels are associated with perinatal depression

[60]. Significant physiological fluctuations of thyroid

hormones in prenatal and postpartum subjects provide

new perspectives to study the neuroendocrine aspects of

MDD.

The perimenopausal period is also significant, in which

the HPTA also presents changes [55]. Morbidity of

thyroid-related diseases often increases with age, including

that from autoimmune thyroiditis, hypothyroidism, nodular

goiter, and thyroid tumors. They are more common in older

women, presenting with symptoms such as anxiety,

palpitations, sweating, sudden changes in weight, and

insomnia. Both thyroid and ovarian dysfunctions are able

to cause these symptoms.

Hypothalamic-Pituitary-Gonadal Axis and MDD

HPGA and Reproductive Depression

Correlation studies of female sexual dysfunction and the

HPGA in MDD are very limited due to the complexity

involved, and females often have significant physiological

fluctuations of hormone levels during the menstrual cycle.

Previous studies have shown that a sudden decrease of

reproductive hormones may result in an abnormal state of

mood [61]. This axis is also called the hypothalamic-

pituitary-ovarian axis (HPOA) in women. Sexual dysfunc-

tion can have adverse effects on the quality of life,

including psychological, biological, and sociological [62].

Some factors of sexual dysfunction have been identified,

such as age, metabolic syndromes, diabetes, drug effects,

mental health, behavioral disorders, intrauterine devices,

and the adrenal and thyroid diseases described above,

among others [63–67].

The prevalence of MDD in women is almost double that

in men [68]. It is undetermined if this phenomenon results

from environmental, social, or hormonal factors [69]. The

impact of immune exposure on depression can be assessed

by decreases in gonadal hormones during specific situa-

tions [68], such as in premenstrual syndrome (PMS),

premenstrual dysphoric disorder (PMDD), and postpartum

depression (PPD). The menopausal transition in

perimenopausal depression (PMD) is associated with

profound changes in reproductive hormones [70].

Before menstruation, many women may experience

irritability or other psychological and behavioral changes,

and these symptoms may remit suddenly after menstrua-

tion. PMS includes a series of mental and physical

symptoms that occur in the premenstrual period in women

of childbearing age, and symptoms generally cease with or

after menstruation. About 50–80% of females experience

mild PMS, while 20% of them require pharmacological

therapy [71, 72]. The clinical definition of PMS is that

7–14 days before menstruation, patients experience mental

symptoms including irritability, mental lethargy, inatten-

tion, and stress, as well as symptoms of physical discom-

fort such as insomnia, headache, fatigue, weakness, breast

pain, diarrhea, edema, and paresthesia during the luteal

phase. Some of these severe symptoms are analogous to

that found in the International Classification of Diseases

(10th revision) criteria of MDD with the characteristic of

periodic episodes. PMS is commonly found in women 30

to 40 years old; the typical course begins at the start of the

luteal phase (around 1 week before menstruation) when

symptoms gradually worsen and become most severe 2–3

days before menstruation, then suddenly disappear with

menstruation.

There are numerous theories attempting to explain the

high prevalence of MDD in women, particularly from

psychosocial and biological aspects. Among the biological

factors, gonadal hormones play an important role. It has

been found that estrogen and progesterone can affect the

circadian rhythm [73], neurotransmission, and neuroen-

docrine function in mood disorders. Certain states can

bring about dramatic fluctuations in gonadal hormone

levels, which influence the HPGA feedback loop in PPD

[74] and PMD [75].

These subtypes of depression have been categorized

under reproductive depression, being derived from fluctu-

ations in endocrine hormones rather than by primary

classification under antidepressant treatment response;

reproductive depression includes cyclic depression, PPD,

and PMD. Interestingly, severe PMDD cases occurring

before pregnancy in patients with reproductive depression

is rare, but with age, perinatal period depression gradually

increases and recurs frequently weeks or months after

delivery; such outcomes often evolve into premenstrual

depression [76]. In cases of ineffective MDD treatment,

recurrence of MDD in female patients is characterized by

treatment resistance to multiple antidepressants. A retro-

spective study found that in refractory female MDD

patients, symptoms disappear several years before the last

pregnancy [77]. Reproductive depression can be alleviated

or cease following the end of menopause. Estrogen has no

therapeutic effect on senile MDD patients with or without
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adjunctive progestogen [78], however it can improve

vasomotor symptoms, sleep quality, and pain and dryness

during sexual intercourse caused by vaginal atrophy. The

pathological basis of reproductive depression is unclear; it

is presumably related to neurotransmitters, neuroendocrine

function, genetic factors, psychosocial factors, and the

interactions between them.

Sex differences also play a role in the lifetime preva-

lence of MDD. Due to accelerated gonadal differentiation

and development after puberty, females with MDD may

suffer more changeable symptoms following the menstrual

cycle. The clinical manifestations and signs of MDD in

females differ from those in males of the same age,

including irritability, anxiety, and physical complaints [79].

Atypical MDD symptoms, such as excessive appetite,

weight gain, hypersomnia, and atypical reactions to drugs,

are also more common in women [80]. A recent study has

summarized evidence supporting the importance of sex in

modulating responses to rapid-acting antidepressant treat-

ment [81].

Therefore, hormones play a vital role in the emotional

symptoms of women. Use of hormonal contraception is

associated with subsequent use of antidepressants and a

first diagnosis of depression, suggesting that depression is a

potential adverse effect of hormonal contraceptive use [82].

Female bipolar disorder patients have a high risk of

postpartum depression [83]. Reproductive depression is

characterized by periodicity, thus it is commonly misdiag-

nosed as bipolar disorder [83]; these misdiagnosed patients

might receive mood stabilizers, antidepressants, or modi-

fied electroconvulsive therapy [84]. According to prelim-

inary statistics, 67% of female patients with bipolar

disorder develop PPD [85]; associations might include

family history, genetic susceptibility, and other precipitat-

ing factors. Another viewpoint is that, with profound

reproductive hormonal up-regulation during pregnancy and

lactation, long-time cyclic depression can result from the

rapid withdrawal of gonadal steroids, not remitting until the

new menstrual cycle is established. Sex hormones interact

with the neurotransmission of serotonin and gamma-

aminobutyric acid (GABA) [86], both of which have close

connections with mood disorders.

Reliable evidence that supports the theory of sex-related

depression has been summarized as the following [84]: (1)

cyclic depression; (2) premenstrual symptoms that have

already occurred in puberty; (3) a stable mental state before

pregnancy; (4) depressive syndrome within the postpartum

period; (5) significant mood relief during intervals between

episodes of depression; (6) several years of recurrent

depression without manic episodes; (7) coexistence of

periodic physical complaints with depressive symptoms

such as breast pain, bloating and headache; and (8)

emotional symptoms associated with oral contraceptives.

Treatment of MDD with Sex Hormones

It is worth discussing whether these symptoms are induced

by abnormalities of hormone levels or by abnormal

responses to normal levels. This has also caused contro-

versy in the fields of psychiatry and endocrinology as to

whether such changes mean individual or intergroup

differences. It is noteworthy that the US FDA approved

the first drug for treatment of PPD in 2019 [87].

Allopregnanolone (also named tetrahydroprogesterone,

THP) is a derivative of progesterone, which is the most

potent of the progesterone metabolites. The potential role

of allopregnanolone is that it could act as a safe and

effective antidepressant therapy by its function of modu-

lating GABAA function, which can correct postpartum

dysregulation of the GABAA receptor and rebalance the

activity of the GABAA and N-methyl-D-aspartate receptors

[88]. Besides, progesterone modulates the concentration of

tryptophan hydroxylase through the expression of 5a-

reductase and 3a-hydroxysteroid dehydrogenase. It also

contributes to suppression of neuronal excitability, provid-

ing neuroprotection, and promoting neurogenesis and

neural restoration. However, there are negative effects

such as anxiety, and aggression. Such contradictory results

have dose-symptom curve dependence on THP, and also

takes on individual differences. THP have biphasic effects,

in that low concentrations increase an adverse, anxiogenic

effect whereas higher concentrations decrease this effect

and show beneficial, calming properties [89]. In gonadal

steroid-withdrawn postpartum female rats, inescapable

stress leads to a loss of hippocampal spine synapses,

which is associated with poor escape performance [90].

THP can also increase the concentration of brain-derived

neurotrophic factor, promoting hippocampal neuronal

regeneration and improving depressive symptoms [91].

Correlations Between Female Hypothalamic-Pitu-
itary-Glandular Axis (HPTA, HPAA, HPGA)
Hormone Levels

Indeed, it is still hard to study the effects of hormones on

MDD separately, especially when the gender variable is

considered, so analyzing the correlation between hormones

in these axes of females is needed.

In MDD, corticosteroids may interact with T3 and T4,

and depressed mood is often correlated with hypothy-

roidism. Although the thyroid function of patients with

MDD might show no abnormality, a relative hypothy-

roidism can exist in the CNS. At the downstream glandular

level, T4 can be converted into T3 via type II 5’-

deiodinase. In patients with MDD, cortisol may inhibit

this enzyme, but conversely enhance the process of reverse
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T3 production [92]. At the midstream pituitary level,

HPAA activation is accompanied by chronic elevation of

cortisol which impairs the release of TSH by TRH,

resulting in declining thyroid function as well [93].

After binding to the intracellular progesterone receptor

(PR), progesterone changes its configuration and form a

dimer with then released heat shock protein (HSP),

subsequently binding to the relevant hormone response

factor in DNA. After the downstream transcription activa-

tor factor is activated, proteins are synthesized via mRNA

and later on generate hormone-related biological effects.

Mifepristone has a higher PR affinity than progesterone,

and the mifepristone-receptor-HSP complex is more

stable and shows a stronger affinity for nuclear proteins;

however, mifepristone cannot act on DNA. It can compet-

itively block the biological activity of progesterone,

achieving its anti-progesterone effect. This drug also

possesses another characteristic, which is its competitive

action on GRs. Hence, mifepristone is a dual antagonist of

the GR and PR. Such a similarity demonstrates possible

associations between the HPG and HPA axes. The

antidepressant effects of allopregnanolone are not only

brought about by positively modulating the GABAA

receptor, but also negatively modulating HPAA activity.

Chronic stress in MDD down-regulates the expression of

the rate-limiting enzyme 5a-reductase in the synthesis of

THP. The decrease in THP levels results in decreased

regulation of the HPAA, causing an increased level of

cortisol and weakening nerve regeneration [94]. In addi-

tion, spironolactone, an aldosterone antagonist, has diuretic

and antihypertensive effects. However, its side-effects

include male breast development, which suggests that it

may have anti-androgenic effects, leading to an imbalance

between estrogen and androgens. This phenomenon might

be due to the similar structural chemistry of steroid

hormones (Fig. 2).

Hypercortisolism resulting from HPAA imbalance is

closely connected to affective disorders. Recent studies

have found that mood disorders can be treated effectively

with GR antagonists, among which mifepristone is the

most commonly used. It is able to treat psychotic

depression by GR antagonism [95]. The efficacy of

mifepristone indicates that an imbalance in glucocorticoid

homeostasis may exist in MDD patients. Effective antide-

pressant treatment can restore normal glucocorticoid levels.

The finding of relationships between antidepressant action

and HPAA regulation leads to the conclusion that the

disruption of HPAA may be a contributing factor to

depression, rather than other biological abnormalities [96].

At present, mifepristone is another potential new antide-

pressant drug undergoing clinical trials. Early in 2006, the

efficacy of mifepristone in patients with depression was

reported, especially in those with psychotic symptoms [97].

Previous studies also indicated that mifepristone could

alleviate the stress response in depressed patients by

inhibiting the excessive activation of GR, thereby improv-

ing cognitive function and alleviating MDD symptoms

[98].

Studies have reported a therapeutic effect of estrogen on

postpartum and menopausal depression, and sequential

hormonal therapy with estrogen and progesterone can

improve nervousness, irritability, and depressive

Fig. 2 Steroid hormones: num-

ber of carbon atoms, locations

and pathways of synthesis, and

antagonistic interactions (in-

cluding some produced

in vitro).
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symptoms, especially with low doses of estrogen [99]. In

clinical practice, it is difficult to acknowledge a link

between the improvement of symptoms and changing

levels of estrogen and progesterone, because progesterone

cannot carry out its biological role in the absence of

estrogen, similar to the permissive action of glucocorti-

coids. Nonetheless, observations made during single estro-

gen replacement therapy in PMD patients suggest that

estrogen does not show correlated effects [78], while the

estrogen receptor antagonist raloxifene does not seem to

cause any depressive adverse reactions [100]. All the

evidence suggests that hormones and mood are not simply

linearly correlated, but have a more extensive and compli-

cated relationship.

An imbalance in the HPAA may be caused by the

accumulation of menstrual cycle-related disorders. When

adapting to pressure, critical stressors correlated to men-

strual cycles constitute a series of repeated stimuli. If these

stimuli persist, repeated injury to the psychological coping

mechanism can occur, inducing HPAA dysregulation. The

cortisol synthesis inhibitor ketoconazole promotes hip-

pocampal function in MDD patients; it was unexpectedly

found that this drug improves the prognosis of MDD [98].

No studies have shown a significant correlation between

cortisol levels and the menstrual cycle [101, 102]. There is

also a lack of evidence for differences in cortisol dysreg-

ulation between patients with PMS and PMDD, and

healthy controls [103]; the reason might be that various

points were not elaborated systematically. In current

models, the relationship between female periodic depres-

sive symptoms and HPAA function may depend on

particular critical stressors and the extent of disease

prognosis. This connection might have been established

during sensitive periods of human development. Long-term

data on the stability of recurrence is required.

Fig. 3 Downstream hormones of the HPA, HPG, and HPT axes and the similarity of cholesterol to its derivatives in the HPAA and HPGA. HPA,

hypothalamic-pituitary-adrenal; HPG, hypothalamic-pituitary-gonadal; HPT, hypothalamic-pituitary-thyroidal.
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Perspectives

With respect to molecular structure, sex hormones and

glucocorticoids both belong to the neurosteroid class, in

that they are more similar in structure than with thyroid

hormones. Their differences include the number of carbon

atoms, benzene ring stability, and mirror image isomerism

(Fig. 3). Affected by the concentration of these hormones,

non-specific receptors may produce different biological

effects; these effects could be more closely related than

previously thought, and this may better explain the high

morbidity of neuroendocrine diseases in women. Through

the perspective of new drug developments based on the

hormone levels and hormonal changes of these three axes,

individual differences in female MDD patients become

obvious. Phenotypic differences among individuals might

be determined by genetic factors, but the main factors are

supposed to consist of the relevant hormone receptors and

environment-related epigenetic factors. The molecular

structure of hormones is consistent across individuals, but

differences can arise in receptors and hormone-receptor-

protein complexes, leading to incongruence among bio-

logical factors of depression. Different responses to these

hormones should be the core element of pathological

theory and research.
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Abstract Programmed cell death protein 1 (PD-1) is an

immune checkpoint modulator and a major target of

immunotherapy as anti-PD-1 monoclonal antibodies have

demonstrated remarkable efficacy in cancer treatment.

Accumulating evidence suggests an important role of PD-1

in the central nervous system (CNS). PD-1 has been

implicated in CNS disorders such as brain tumors,

Alzheimer’s disease, ischemic stroke, spinal cord injury,

multiple sclerosis, cognitive function, and pain. PD-1

signaling suppresses the CNS immune response via

resident microglia and infiltrating peripheral immune cells.

Notably, PD-1 is also widely expressed in neurons and

suppresses neuronal activity via downstream Src homology

2 domain-containing protein tyrosine phosphatase 1 and

modulation of ion channel function. An improved under-

standing of PD-1 signaling in the cross-talk between glial

cells, neurons, and peripheral immune cells in the CNS will

shed light on immunomodulation, neuromodulation, and

novel strategies for treating brain diseases.

Keywords PD-1 � Central nervous system � Immune

checkpoint � Immunotherapy � Neurotherapy

Introduction

Programmed cell death protein 1 (PD-1, also known as

PDCD1 and CD279) is a cell surface receptor which

contains 288 amino-acids and is widely expressed in

immune cells (T cells, B cells, natural killer cells, dendritic

cells, and macrophages) and other cell types (microglia and

neurons) (Table 1). In 1992, PD-1 was initially found by

the Honjo group at Kyoto University during screening for

genes involved in apoptosis [1]. Over the ensuing decades,

it has become clear that PD-1 is a negative regulator of

immune responses [2, 3] (Fig. 1). PD-1 binds two ligands,

PD-L1 (B7-H1) and PD-L2 (B7-DC) [4–7]. PD-L1 is

expressed on a variety of hematopoietic and non-he-

matopoietic cells [8–11]. PD-L2 is mainly restricted to

antigen presenting cells (APCs) [8, 12]. Binding to either

of these ligands, PD-1 signaling regulates the immune

response by down-regulating the immune system and

promotes self-tolerance by suppressing T cell inflammatory

activity. This inhibitory signaling through the PD-1

pathway is an important mechanism underlying many

physiological and pathological conditions. Physiologically,

the PD-1 signaling pathway regulates T cell activation, T

cell tolerance, and immune hemostasis [13]. Perturbation

of the PD-1 pathway can profoundly impact host physiol-

ogy [14, 15]. Pathologically, PD-1 and its ligands are

strongly expressed during many chronic diseases, espe-

cially in cancer [16, 17]. In 2002, Minato et al. found that

Pdcd1 gene deletion inhibited tumor growth in mice. In

2010, the first clinical trial of anti-PD-1 antibody (BMS-

936558/ONO-4538) was launched in Japan for cancer
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treatment (Fig. 1). Since 2014, several anti-PD-1 mono-

clonal antibodies such as Nivolumab (Opdivo), Pem-

brolizumab (Keytruda), and Cemiplimab-rwlc (Libtayo)

have been approved by the FDA. Given the success of the

emerging immunotherapy with anti-PD-1 and anti-CTLA4

(cytotoxic T-lymphocyte-associated protein 4) monoclonal

antibodies in cancer treatment, the 2018 Nobel Prize in

Physiology or Medicine was awarded to James P. Allison

and Tasuku Honjo for their discovery of cancer therapy by

inhibition of negative immune regulation (Fig. 1).

In addition to the prominent role of PD-1 in the immune

system, accumulating evidence also suggests an activating

Table 1 Expression of PD-1 in various tissues and cells

Tissue or cell

with PD-1

expression

Level of expression Function of expression References (methods)

B-cells Low expression in peripheral blood

under normal conditions

Inhibits B-cell activation, proliferation, and

differentiation

[100] (FC, IF), [101],

[102] (FC, RT-PCR)

Dendritic cells Low expression under normal conditions Restricts T-cell activation and lowers innate

immunity

[103] (FC),

[104] (FC, RT-PCR)

DRG sensory

neurons

Expressed in DRG sensory neurons as

well as in axons

Interacts with PD-L1 to modulate pain and

lower sensitivity

[19] (IF, ISH, WB),

[95, 105] (ISH, IF, PLA,

co-IP)

Hippocampal

neurons

Expressed in hippocampal CA1 and CA3

neurons, low expression in DG neurons

Regulates neuronal excitability, synaptic trans-

mission, plasticity, and memory

[92] (IF, ISH)

Macrophages Low expression under normal conditions Functions as a control mechanism for systemic

immune responses through redirection or

delays

[31] (FC, IF),

[106] (FC, RT-PCR),

[107] (FC)

Microglia Low expression under normal conditions Regulates the inflammatory reaction after injury

or infection

[23] (RT-PCR, IF)

NK cells Low expression under normal conditions Prevents NK cell activation and cytotoxicity in

specific situations

[108] (FC), [109] (FC, IHC)

Retinal ganglion

cells

Expressed in almost all adult retinal

ganglion cells

Promotes apoptosis, which is necessary for

proper maturation

[110] (IF, IHC, WB, RT-

PCR), [111] (IF, WB, RT-

PCR)

Spinal cord Expressed in spinal neurons, primary

afferent terminals, and microglia

Regulates pain, opioid analgesia and tolerance,

GABAergic neurotransmission

[95] (IF), [24, 95] (ISH)

T-cells Highly expressed in activated T-cells Functions as an immune checkpoint receptor [13, 27, 112] (FC), [113] (IF,

FC), [114] (FC, PCR)

Abbreviations FC, flow cytometry; IHC, immunohistochemical analysis; IF, immunofluorescence; ISH, in situ hybridization; PCR, polymerase

chain reaction; RT-PCR, reverse-transcription-polymerase chain reaction; WB, Western blotting; PLA, proximity ligation assay; co-IP, co-

immunoprecipitation; DRG, dorsal root ganglion; NK cells, natural killer cells.

Fig. 1 Timeline for major events leading to the development of PD-1 functions and PD-1-based immunotherapy.
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role of PD-1 signaling in both the central nervous system

(CNS) and the peripheral nervous system (PNS) (Figs. 2–

5). PD-1 reduces neuroinflammatory responses and may

also regulate neuronal activity in several CNS diseases,

such as brain tumors, Alzheimer’s disease, stroke, chronic

pain, multiple sclerosis, and cognitive deficits [18, 19]. The

mechanisms underlying the actions of PD-1 in these

disease conditions are multifaceted. First, the recent

progress in demonstrating peripheral immune cell recruit-

ment to the CNS under pathological conditions challenges

the historical view of CNS immune privilege. Functional

lymphatic vessels in the meninges have recently been

discovered that provided a direct drainage pathway for PD-

1? immune cells from the cervical lymph nodes into the

brain [20, 21]. Thus, PD-1? immune cells such as T cells

may play a role in the CNS similar to that in the peripheral

immune system. Second, PD-1 is expressed by macro-

phages as well as microglia in the spinal cord and brain

[22, 23]. Under CNS disease conditions such as brain

trauma and spinal cord injury, brain resident PD-1?

microglia are activated in the spinal cord and brain and

PD-1? macrophages are also recruited to the CNS, where

these microglia and macrophages undergo substantial

phenotypic changes to regulate neuroinflammation and

disease progression [23]. Finally, accumulating evidence

demonstrates that PD-1 is also expressed by CNS neurons

and that PD-1 signaling in neurons regulates neuronal

excitability, synaptic transmission, and plasticity via PD-1/

Fig. 2 PD-1 signaling in T cells and macrophages. A Mechanisms of

PD-1 signaling in T cells. PD-1 inhibits T cell function by recruiting

phosphatases SHP-1/SHP-2 to the ITIM/ITSM domain in the PD-1

tail and increasing the expression of transcription factor BATF. In

addition, PD-1 inhibitory signaling antagonizes positive T cell

signaling events triggered by (1) TCR interacting with MHC and

(2) CD28 interacting with CD80. (3) PD-1 signaling inhibits ZAP70

and the RAS-ERK and PI3K-AKT-mTOR signaling pathways.

B Mechanisms of PD-1 signaling in macrophages. PD-1 inhibits

macrophage function by recruiting phosphatases SHP-1/SHP-2 to the

ITIM/ITSM domain in the PD-1 tail, leading to inhibition of the

PI3K-NF-jB signaling pathway. Moreover, PD-1 signaling sup-

presses IFN-c-activated M1 macrophage polarization by reducing the

phosphorylation of STAT1 and the secretion of IL-12, while

promoting IL-4-activated M2 macrophage polarization by increasing

STAT6 phosphorylation. Red lines ending in a bar represent

inhibitory signaling, and black arrows indicate positive signaling.

Abbreviations: PD-1, programmed cell death protein 1; PD-L1/2, PD-

1 ligands, PD-L1 (B7-H1) and PD-L2 (B7-DC); ITIM, immunore-

ceptor tyrosine-based inhibitory motif; ITSM, immunoreceptor

tyrosine-based switch motif; SHP, Src homology 2 domain-containing

protein tyrosine phosphatase; BATF, basic leucine zipper ATF-like

transcription factor; MHC, major histocompatibility complex; TCR, T

cell receptor; CD, cluster of differentiation; ZAP70, zeta-chain-

associated protein kinase 70; RAS, a small GTPase encoding RAS
(retrovirus-associated DNA sequences); ERK, extracellular signal-

regulated kinase; PI3K, type I phosphatidylinositol 3-kinase; AKT,

serine/threonine-specific protein kinase; mTOR, mammalian target of

rapamycin; PKC-h, protein kinase C theta; NF-jB, nuclear factor

kappa B; p-STAT1/6, phosphorylated signal transducer and activator

of transcription 1/6; IL, interleukin; IFN-c, interferon gamma; JAK,

Janus kinase.
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SHP-1 signaling and downstream modulation of ion

channels [19, 24].

The role of the PD-1 pathway in the immune system has

been elegantly discussed in a number of reviews [25, 26].

In this review, we focus on the diverse roles of PD-1

signaling in the context of the CNS, including in physi-

ological cognitive function as well as pathological condi-

tions such as brain tumors, Alzheimer’s disease, stroke,

spinal cord injury, multiple sclerosis, and pain (Table 2).

We further discuss how this knowledge can be applied to

understanding how the PD-1 pathway can modulate the

treatment of CNS diseases. And finally, we consider the

challenges and opportunities for utilizing the PD-1 signal-

ing pathway for immunotherapies and neurotherapies in

CNS disease conditions.

Immune Modulation of CNS Disorders by PD-1

PD-1 Signaling in Immune T Cells, Macrophages,

and Microglia

PD-1 is widely expressed by immune cells and its signaling

pathway is best characterized in activated T cells [27].

Activated T cells receive three signals from APCs during

cytokine production, proliferation, differentiation,

apoptosis, and survival (Fig. 2A). Signal one consists of

TCR-CD3 (T cell receptor and cluster of differentiation 3)

and its co-receptor (CD4 or CD8) binding to the major

histocompatibility complex (MHC), and subsequently

activating the co-receptor associated lymphocyte-specific

protein tyrosine kinase (LCK). LCK phosphorylates the

intracellular portions of the CD3 complex and creates a

docking site for zeta-chain-associated protein kinase 70

(ZAP70), which is expressed near the surface membrane of

T cells and plays a crucial role in T-cell signaling. ZAP70

starts multiple signaling events through activation of the

RAS-ERK (extracellular signal-regulated kinase) and

PI3K-AKT (type I phosphatidylinositol 3-kinase to ser-

ine/threonine-specific protein kinase) pathways. Signal two

is composed of CD80-CD28 interactions between APCs

and T cells. LCK phosphorylates the CD28 intracellular

domain, providing a docking site for the PI3K complex.

PI3K then generates phosphatidylinositol-(3,4,5)-trisphos-

phate, activating downstream kinases including AKT,

which enhances proliferation and survival through the

mammalian/mechanistic target of rapamycin (mTOR)

pathway. CD28 activation further activates protein kinase

C theta (PKC-h) and subsequent activation of the nuclear

factor kappa B (NF-jB) pathway. Signal three is a result of

PD-1 signaling which serves as an antagonist of the two

activated pathways noted above. PD-1 has two tyrosine-

Table 2 Brain diseases and other conditions influenced by PD-1 signaling

Disease or

condition

Resources Role of PD-1 References

Alzheimer’s

disease

Human

patients

Mice

Decreased PD-1 expression decreases amyloid plaques in some studies but not others [64, 65, 67, 115]

Glioblastoma Human

patients

Mice

Tumor cells interact with PD-1 through the PD-l/PD-L1 axis to increase PD-1 expression,

which then decreases T-cell production

[116–119]

Melanoma Human

patients

Mice

Metastatic tumor cells interact with PD-1 through the PD-l/PD-L1 axis to increase PD-1

expression, which then decreases T-cell production

[120–123]

Multiple

sclerosis

Human

patients

Mice

Increased PD-1 expression correlated with disease remission due to the PD-1/PD-L1

pathway limiting the immune response

[84, 85, 124, 125]

Memory Mice PD-1 deficiency or blockade in brain improves learning and memory [92]

Pain Human

patients

Mice

The PD-1/PD-L1 axis has an analgesic effect by suppressing peripheral neuronal

excitability and spinal synaptic transmission, thereby reducing pain

[19, 95, 98, 126–128]

Spinal cord

injury

Mice PD-1 is highly expressed after spinal injury to restrict the inflammatory response [23, 81]

Stroke Human

patients

Mice

Increased PD-1 expression linked to reduced post-stroke inflammation, but the PD-1

ligands PD-L1 and PD-L2 play distinct roles in stroke

[22, 71–74]
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based signaling motifs in its cytoplasmic domain: an

immunoreceptor tyrosine-based inhibitory motif (ITIM)

and an immunoreceptor tyrosine-based switch motif

(ITSM), both of which are essential for PD-1 function.

When engaged with PD-L1, PD-1 counteracts TCR-CD3

signal transduction and terminates ZAP70 and PI3K

phosphorylation by recruiting SHP-1 or/and SHP-2 phos-

phatases to its tyrosine phosphorylated ITIM and ITSM

motifs, affecting downstream signaling pathways including

those involving PI3K-AKT and RAS-ERK [28]. In addi-

tion, PD-1 inhibits T cell functions by increasing the

expression of transcription factors such as basic leucine

zipper ATF-like transcription factor (BATF), which further

counters effector transcriptional programs [29]. The func-

tional outcome of these effects is decreased T cell

activation, proliferation, survival, and cytokine production

as well as altered metabolism.

Subsequent studies have shown that, in addition to T

cells, PD-1 is also expressed by macrophages and

microglia (Figs. 2B and 3A), especially under pathological

conditions [30, 31]. Macrophages and microglia have

different phenotypes such as M1 and M2, which show

nearly opposite functionality in the immune system and

CNS. M1 macrophages and microglia are highly pro-

inflammatory and effective killer cells. M2 macrophages

and microglia, on the other hand, are induced by a variety

of stimuli, including interleukin-4 (IL-4) [32]. In addition

to M1 and M2 phenotypes, macrophages and microglia

must have additional phenotypes for maintaining home-

ostasis and promoting resolution [33–35]. PD-1? macro-

phages play the main role in the peripheral immune system,

and brain-resident PD-1? microglia may serve an analo-

gous function in the CNS. In cancer, there is a higher

proportion of M2 macrophages among PD-1? tumor-

associated macrophages versus M1 macrophages [31].

Anti-PD-1 therapy stimulates macrophage infiltration into

tumors and increases the proportion of M1 over M2

macrophages in tumors. Thus, PD-1 signaling alters the

function of macrophages and microglia by affecting the

M1/M2 phenotypes during pathological conditions.

The canonical interferon (IFN) regulatory factor/STAT

(signal transducer and activator of transcription) signaling

pathways activated by IFN-c promote the formation of M1

macrophages via STAT1 activation. In contrast, IL-4

promotes the M2 phenotype via STAT6 activation [36].

PD-1 activation induces M2 polarization of macrophages

and microglia through decreased STAT1 phosphorylation

and increased STAT6 phosphorylation, as well as the

down-regulation of crucial downstream NF-jB signaling,

which otherwise could be activated by PI3K (Figs. 2B and

3A). Activation of PD-1 also reduces the production of

cytokine IL-12 by macrophages and microglia, which

further regulates the function of immune cells and affects

pathological conditions [37] (Figs. 2B and 3A). In addition,

microglial ERK activation is a critical regulator of pro-

inflammatory immune responses in many pathological

conditions including neuropathic pain, and PD-1 signaling

may regulate the microglial ERK signaling pathway in

these conditions [38–41] (Fig. 3A). Finally, PD-1 signaling

in neurons shares similarities with that in immune cells and

glial cells but also shows clear differences by functional

interactions with ion channels (Fig. 3B).

Anti-PD-1 Immunotherapy for Brain Tumors

and Brain Metastases

Anti-PD-1 immunotherapies have been used as clinical

treatments for brain tumors [42–44]. Anti-PD-1 blocking

antibodies have been shown by various studies to cause an

increase of T cells in the brain and anti-tumor immunity by

mobilizing the immune system (Fig. 4A). Although PD-1

blockade has shown positive effects for treating brain

tumors and metastases in cancer patients, the clinical

efficacy of PD-1 blockades has shown certain limitations

and unpredictability. The characteristics of certain brain

tumors can make effective treatment difficult. Glioblas-

toma (GBM) is the most common and aggressive brain

tumor diagnosed in adults but\10% of GBM patients show

a long-term response to anti-PD-1 treatment [45]. One of

the limiting factors is the blood-brain barrier (BBB), which

makes it difficult for anti-PD1 antibodies such as

nivolumab to access the tumor. Combining anti-PD-1

antibodies with BBB peptide shuttles enhances delivery of

the drug to the brain and efficiently eliminates brain tumor

cells [46]. Another limitation of PD-1 blockade to treat

brain tumors and metastases is the low immunogenic

response and immunosuppressive microenvironment in

brain tumors [47]. Immunosuppression mediated by the

CNS-native myeloid cells in the tumor microenvironment

has been linked to poor outcomes in cancer and a reduced

response to immunotherapies. A recent study showed that

loss of Cx3cr1 (C-X3-C motif chemokine receptor 1) in

CNS-myeloid triggers a Cxcl10 (C-X3-C motif chemokine

receptor 10)-mediated vicious cycle, promoting brain

metastases and immunosuppression [48]. TREM2 (trigger-

ing receptor expressed on myeloid cells 2)-positive

myeloid cells have also been shown to mediate immuno-

suppression in the tumor microenvironment, and TREM2

deficiency or administration of a TREM2 antibody

increases the efficacy of anti-PD-1 immunotherapy

[49, 50]. Thus, it will be necessary to identify potential

biomarkers in patients who could obtain the greatest benefit

from anti-PD-1 treatment. A recent study in GBM patients

treated with anti-PD-1 immunotherapy showed a signifi-

cant enrichment of PTEN (phosphatase and tensin homolog

deleted on chromosome ten) mutations associated with
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immunosuppressive expression signatures in non-respon-

ders and an enrichment of mitogen-activated protein kinase

pathway alterations (PTPN11 and BRAF) in responders

[51]. Notably, anti-PD-1 immunotherapy aims to induce a

pro-inflammatory environment characterized by increased

immune infiltrates into tumors. When this immune check-

point inhibitor is targeted to treat peripheral tumors, the

systemic immune activation may cause central neuroin-

flammation and associated behavioral and cognitive side-

effects. Early clinical studies described some behavioral

and cognitive outcomes following anti-PD-1 immunother-

apy, including headache, cerebellar ataxia, and transient

cognitive dysfunction [52–56]. However, there remains a

gap in how these therapies modulate behavioral and

cognitive changes. Therefore, pharmacological strategies

to cross the BBB and elucidating the mechanisms

underlying the immunosuppressive microenvironment,

combined with measurement of potential biomarkers that

favor anti-PD-1 treatment will improve the efficacy of

immunotherapy for clinical brain tumors and metastases,

and furthermore, predict adverse CNS events in the

treatment of peripheral tumors.

Anti-PD-1 Immunotherapy in Alzheimer’s Disease

Alzheimer’s disease (AD) is an age-related neurodegener-

ative disease and the most common cause of dementia [57].

The pathological hallmarks of AD are the extracellular

accumulation of b-amyloid (Ab) plaques which leads to

chronic neuroinflammation in the brain [58]. Expression of

PD-1 on T cells and PD-L1 on monocytes and macro-

phages significantly decreases in AD patients and in

Fig. 3 PD-1 signaling and expression in microglia and neurons.

A Mechanisms of PD-1 signaling in microglia. PD-1 inhibits

microglial function by recruiting phosphatases SHP-1/SHP-2 to the

ITIM/ITSM domain in the PD-1 tail and then inhibiting the RAS-

ERK and PI3K-NF-jB signaling pathways. Moreover, PD-1 signaling

suppresses IFN-c-activated M1 microglia polarization by reducing the

phosphorylation of STAT1 and the secretion of IL-12, while

promoting IL-4-activated M2 microglia polarization by increasing

STAT6 phosphorylation. B Mechanisms of PD-1 signaling in

neurons. Activation of the PD-1 pathway dampens neuronal excita-

tion via activation of the phosphatase SHP-1/2 and resulting in the

downstream modulation of sodium and potassium channels (TREK2

and Kv4.2), as well as GABAA receptors. Moreover, PD-1 signaling

regulates mu-opioid receptor (MOR) function through activation of

the phosphatase SHP-1. Red lines ending in a bar represent inhibitory

signaling, and black arrows indicate positive signaling. Abbrevia-

tions: PD-1, programmed cell death protein 1; PD-L1, PD-1 ligand;

SHP, Src homology 2 domain-containing protein tyrosine phos-

phatase; RAS, a small GTPase encoding RAS (retrovirus-associated

DNA sequences); ERK, extracellular signal-regulated kinase; PI3K,

type I phosphatidylinositol 3-kinase; NF-jB, nuclear factor kappa B;

p-STAT 1/6, phosphorylated signal transducer and activator of

transcription 1/6; IL, interleukin; IFN-c, interferon gamma; JAK,

Janus kinase; MOR, mu-opioid receptor; TREK2, TWIK-related K?

channel-2; GABAAR, gamma-aminobutyric acid A receptor; Kv4.2,

potassium voltage-gated channel subfamily D member 2.
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patients with mild cognitive impairment compared with

age- and sex-matched healthy controls, underscoring the

importance of PD-1 signaling in AD [59]. Decreased

cytokine IL-10 production has been reported in AD

patients [60]. Impairment in PD-1 signaling is associated

with inhibition of IL-10 production, suggesting that

positive PD-1 signaling boosts IL-10 production. IL-10,

in turn, has been shown to limit inflammatory responses

and ameliorate AD pathology in animal models [61, 62].

Therefore, activation of PD-1 signaling-related

Fig. 4 Immunomodulation by PD-1 in CNS diseases. A Anti-PD-1

antibody treatment induces IFN-c–dependent activity and promotes T

cell recruitment to the brain for anti-tumor immunotherapy. B Anti-

PD-1 antibody treatment evokes a systemic IFN-c–dependent

immune response that enables the mobilization of monocyte-derived

macrophages to the brain, thereby reducing pathology and improving

memory in Alzheimer’s disease. C Activation of PD-1 signaling

suppresses (1) the release of MMPs from neutrophils, protecting the

BBB and (2) the release of inflammatory cytokines from T cell and

microglia and macrophages, reducing neuroinflammation in stroke.

D Activation of PD-1 signaling suppresses microglia and macrophage

M1 polarization and promotes M2 polarization in spinal cord injury.

Red lines ending in a bar represent inhibitory signaling, and black

arrows indicate positive signaling. Abbreviations: PD-1, programmed

cell death protein 1; PD-L1, PD-1 ligand; IFN-c, interferon gamma;

BBB, blood-brain barrier; Ab, b-amyloid; MMP, matrix

metallopeptidases.
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immunoregulatory mechanisms during the progression of

AD may help re-establish immune homeostasis. In contrast,

in mouse models of AD, the trafficking of blood-borne

myeloid cells (monocyte-derived macrophages) to the CNS

has also been shown to be neuroprotective. PD-1 blockade

evokes a systemic IFN-c-dependent immune response that

enables the mobilization of monocyte-derived macro-

phages to the brain [63]. In additional studies in rodent

AD models, PD-1 blockade reduced cerebral Ab plaque

loads and repeated anti-PD-1 treatment confers long-

lasting beneficial effects on AD pathology [64, 65]

(Fig. 4b). However, follow-up studies from other groups

have shown that inhibition of PD-1 signaling is not

sufficient to reduce amyloid pathology in a variety of

transgenic AD models [66, 67]. These studies suggest that

anti-PD-1 treatments may improve dementia via different

mechanisms.

PD-1 Signaling in Stroke

Stroke is a devastating CNS condition in which a sudden

interruption of blood flow to the brain results in cell death

and clinical symptoms such as trouble understanding

speech or speaking, paralysis or numbness of the face,

arm, or leg, blurred vision, headache, and loss of coordi-

nation [68]. Stroke is associated with strong and persistent

neuroinflammation. In stroke, the damaged areas of the

brain have massive increases in inflammatory factors,

activated local microglia, and disruptions of the BBB.

There is also major infiltration into the brain of peripheral

immune cells, including macrophages, T-cells, and B-cells.

PD-1 signaling in T cells and B cells, as well as

microphages and microglia, is involved in post-stroke

neuroinflammation [69, 70].

Animal models of stroke have shown increased PD-1

expression in activated microglia and macrophages, and

that PD-1 deficiency leads to larger brain infarcts and

exacerbated neurological deficits. Thus, activation of the

PD-1 inhibitory pathway in microglia and macrophages

provides a protective effect after stroke (Fig. 4C) [22, 35].

PD-1 expression on B cells leads to inhibition of inflam-

matory responses in other immune effector cells, and B

cells also produce IL-10 and increase the PD-1 expression

by T cells, providing neuroprotection against stroke

[22, 69, 70].

Another study showed that T regulatory cells mediate

the inhibition of neutrophils through PD-1/PD-L1 signal-

ing, and this interaction protects against BBB disruption by

suppressing the expression of matrix metalloproteinase-9

(MMP-9) (Fig. 4C) [71]. However, the particular role of

PD-L1 in stroke remains controversial. Some studies have

shown that PD-L1 exacerbates inflammation in stroke, and

treatment with anti-PD-L1 antibodies can control CNS

inflammation. Conversely, other studies have demonstrated

that PD-L1 significantly attenuates neurological deficits

and provides neuroprotection in stroke [72–74]. These

opposing results indicate a dual effect of PD-L1/PD-1

signaling in CNS inflammatory conditions. Notably, MMP-

9 inhibition is beneficial in the early phase of stroke but

detrimental in the late phase of stroke [75]. Time-depen-

dent modulation of neuroinflammation by different MMPs

has also been shown in neuropathic pain after nerve injury

[76]. Thus, PD-L1/PD-1 signaling in stroke may lead to

positive or negative outcomes depending on the different

phases and stages of stroke.

PD-1 Signaling in Spinal Cord Injury

Spinal cord injury is a severe CNS condition in which

damage to the spinal cord results in paradoxical loss-of-

function (e.g., mobility) and gain-of-function (e.g., neuro-

pathic pain) [77–79]. The inflammatory response plays an

important role in its pathogenesis and excessive neuroin-

flammation aggravates the neurological damage after such

injury [79, 80]. PD-1 signaling in T cells as well as

macrophages and microglia are involved in neuroinflam-

mation after spinal cord injury. One study has shown that

the injury impairs T cell cytokine production, and this T

cell dysfunction is a result of increased expression of PD-1.

Thus, blocking PD-1 signaling can rescue the T cell

functionality in spinal cord injury [81]. In addition, PD-1

signaling modulates macrophage and microglial pheno-

types after injury. Specifically, PD-1 signaling has been

shown to suppress the M1 polarization/phenotype and

promote the M2 polarization/phenotype, thereby mitigating

neuroinflammation from microglia and macrophages after

spinal cord injury (Fig. 4D) [23, 82]. However, the

particular molecular mechanism that connects PD-1 sig-

naling to the M1/M2 phenotypic change needs to be further

investigated.

PD-1 Signaling in Multiple Sclerosis

Multiple sclerosis is a chronic inflammatory disorder of the

brain and spinal cord characterized by focal lymphocytic

infiltration leading to the damage of myelin and axons [83].

Expression of PD-1 on T cells and PD-L1 on APCs is

increased in multiple sclerosis patients and an impairment

of PD-1 inhibitory signaling on T cells as a result of a PD-1

polymorphism is associated with progression of the disease

[84, 85]. Preclinical studies of experimental autoimmune

encephalomyelitis, an animal model of multiple sclerosis,

also showed that genetic deletion of Pdcd1 or pharmaco-

logical blockade of PD-1 enhances the activation and

expansion of T-cells and aggravates the pathology in the

CNS [86, 87]. Mechanistically, IFN-b has been used to
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alleviate multiple sclerosis through up-regulation of PD-L1

and inhibition of CNS neuroinflammation [88]. PD-L1/PD-

1 signaling regulates cytokine expression in T cells (IFN-c
and IL-17) and B cells (IL-10) [89, 90]. In addition, IL-12,

which is mainly produced by APCs, has also been shown to

suppress the development of multiple sclerosis through

stimulating IFN-c production in APCs and enhancing

downstream PD-1 signaling [91]. Thus, enhancement of

PD-L1/PD-1 inhibitory signaling holds promise as a

therapeutic strategy for patients suffering from multiple

sclerosis.

Neuromodulation by PD-1 in the PNS and CNS

PD-1 has been studied extensively thus far in non-neuronal

cells, and now, PD-1 signaling in neurons is gaining

increasing attention. Recent studies have shown that PD-1

is expressed in various neuronal populations including

dorsal root ganglion (DRG) sensory neurons, spinal cord

neurons, and neurons in specific brain regions, such as the

hippocampus [19, 24, 92]. In neurons, PD-1 acts as an

inhibitor as it does in immune cells. More specifically, PD-

1 expression in neurons affects neuronal excitability,

synaptic transmission, and synaptic plasticity (Fig. 5).

Intriguingly, PD-1 is involved in diverse neuronal

signaling pathways, four of which are further detailed in

this section (Figs. 3B and 5). (1) Activation of PD-1

signaling dampens the excitation of neurons, which occurs

via the activation of phosphatase SHP-1 and downstream

modulation of sodium and potassium channels. PD-1 also

affects the characteristics of the neuronal membrane

through TWIK-related K? channel-2 (TREK2), which is

a potassium channel involved in the regulation of the

resting membrane potential of sensory neurons [19]

(Fig. 5A). SHP-1 has also been shown to dephosphorylate

transient receptor potential subtype V1 (TRPV1) in DRG

neurons and alleviate inflammatory pain in rats [93].

Furthermore, a recent study has shown that conditioned

deletion of SHP-1 in NaV1.8? neurons facilitates bone

cancer pain [94]. These studies strongly suggest that the

phosphatase SHP-1 in nociceptors acts as a pain suppres-

sant. (2) The co-localization of PD-1 with the mu-opioid

receptor (MOR) in DRG neurons regulates opioid antinoci-

ception [95] (Fig. 5A). (3) PD-1 regulates GABAergic

neurotransmission and GABA-mediated analgesia and

anesthesia [24] (Fig. 5B). (4) PD-1 in hippocampal CA1

neurons regulates neuronal excitability and synaptic plas-

ticity [92] (Fig. 5C). Due to the important role of PD-1 in

neuronal regulation, PD-1 inhibitors may have both

beneficial effects (e.g., learning and memory) and detri-

mental effects (e.g., pain) under different pathological

conditions.

PD-1 is broadly expressed by DRG sensory neurons, as

well as spinal cord dorsal horn and ventral horn neurons.

PD-1 in mouse and human DRG neurons is further

transported by axons to their peripheral and central

terminals in the skin and spinal cord, respectively [19].

PD-L1 has an analgesic effect that is mediated by PD-1 in

naı̈ve mice, as well as in mouse models of inflammatory,

neuropathic, and cancer pain [19, 94, 96]. Activation of the

PD-L1/PD-1 pathway suppresses action potentials in

mouse and human DRG sensory neurons through the

modulation of sodium and potassium channels. Further-

more, the TREK2 potassium channel, which regulates the

resting membrane potential in C-fiber nociceptors [97], is

potentiated by PD-1/PD-L1 signaling in DRG neurons.

These modifications of sodium channels and TREK2

potassium channels are regulated by SHP-1, which is

activated by PD-L1 in DRG nociceptive neurons via

phosphorylation (Fig. 5A) [19]. PD-L1 also activates SHP-

1 to down-regulate TRPV1 in DRG neurons and delay the

development of bone cancer pain in mice [94]. While the

PD-L1/PD-1 axis produces acute antinociception through

neuromodulation, the delayed effects of this pathway may

also depend on immunomodulation. In a mouse model of

bone cancer pain, anti-PD-1 treatment with Nivolumab

initially increased bone cancer pain through neuronal

modulation [98]. In contrast, Nivolumab reduced bone

cancer pain in the late phase through modulation of

osteoclasts and protection against bone destruction. Thus,

anti-PD-1 treatment initially increases cancer pain before

reducing it at later time points as a result of both

neuromodulation and immunomodulation [98].

PD-1 is co-localized with MOR in DRG sensory neurons

and their axons in mouse and human (Fig. 5A). Through

interaction with MOR, PD-1 regulates the function of

opioid receptors in sensory neurons and plays a crucial role

in MOR signaling. PD-1 deficiency or blockade impairs

morphine-mediated analgesia in mice and nonhuman

primates [95]. Morphine produces antinociception via

suppression of calcium currents in DRG neurons, inhibition

of excitatory synaptic transmission in spinal cord neurons,

and induction of outward currents in spinal neurons. But all

of these antinociceptive mechanisms are impaired after loss

of PD-1 function in Pd1 (or Pdcd1) knockout mice. In

addition, loss of PD-1 signaling enhances opioid-induced

hyperalgesia and tolerance and potentiates opioid-induced

long-term potentiation in the spinal cord [95]. Future

studies are warranted to determine how PD-1 interacts with

MOR at the molecular level.

Apart from spinal cord neurons, Pd1 mRNA and PD-1

protein are also widely expressed in neurons of many brain

regions, including cortical, thalamic, hypothalamic, and

hippocampal neurons. Despite low expression levels, PD-1

in CNS neurons is fully functional. Interestingly, PD-1 is
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required for GABAergic neurotransmission, especially the

actions of GABAARs (Fig. 5B). PD-1 blockade with

Nivolumab causes a profound reduction (50%) of GABA-

currents across the CNS, including lamina IIo and lamina I in

the spinal dorsal horn, S1 sensory cortex, the ventral

posterior medial and ventral lateral nuclei of the thalamus,

hypothalamus, and the hippocampus. GABAergic neuro-

transmission is known to mediate analgesia and anesthesia,

but strikingly, GABA-mediated analgesia and anesthesia are

compromised in Pd1-/- mice [24]. Thus, in CNS neurons,

PD-1 is coupled to two inhibitory signaling pathways,

mediated by opioid receptors and GABA receptors. Strik-

ingly, PD-1 deficiency or blockade leads to enhanced

hippocampal learning and memory [92]. Patch-clamp

recording has demonstrated that loss of PD-1 increases

neuronal excitability, excitatory synaptic transmission, and

synaptic plasticity in hippocampal neurons. Because PD-1

suppresses ERK activation, and ERK phosphorylates the

Kv4.2 potassium channel to suppress its activity in hip-

pocampal neurons [99], we postulate that PD-1 signaling

Fig. 5 Neuromodulation by

PD-1 in the PNS and CNS.

A Modulation of pain in pri-

mary sensory neurons and

spinal dorsal horn neurons.

Activation of PD-1 signaling in

DRG neurons decreases neu-

ronal excitability and synaptic

transmission and inhibits physi-

ological pain and pathological

pain (allodynia and hyperalge-

sia) through modulation of ion

channels. B Modulation of

GABA-mediated analgesia and

anesthesia in CNS neurons.

C Modulation of learning and

memory in hippocampal neu-

rons. Anti-PD-1 antibody treat-

ment increases hippocampal

neuronal excitability, synaptic

transmission, and synaptic plas-

ticity, thereby enhancing learn-

ing and memory. Red lines

ending in a bar represent inhi-

bitory signaling, and black

arrows indicate positive signal-

ing. Abbreviations: PD-1, pro-

grammed cell death protein 1;

PD-L1, PD-1 ligand; TRPV1,

transient receptor potential sub-

type V1; MOR, mu-opioid

receptor; TREK2, TWIK-re-

lated K? channel-2; DRG, dor-

sal root ganglion; SHP-1, Src

homology 2 domain-containing

protein tyrosine phosphatase 1;

ERK, extracellular signal-regu-

lated kinase; GABAAR,

gamma-aminobutyric acid A

receptor; Kv4.2, potassium

voltage-gated channel subfam-

ily D member 2.
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plays an important role as a neuronal inhibitor in learning and

memory by regulating the ERK pathway and Kv4.2 potas-

sium channel activity (Fig. 5C). Anti-PD-1 antibodies may

potentially serve as a neurotherapy to improve memory

function and counteract cognitive decline.

Conclusions and Future Directions

The expression of PD-1 in immune cells, glial cells, and

neurons allows for multiple tiers of immunomodulation

and neuromodulation in the CNS. PD-1 acts as an

inhibitory receptor in various types of cells. Increasing

evidence suggests a critical role of PD-1 signaling in CNS

resident microglia and peripherally recruited immune cells,

as well as neurons under physiological and pathological

conditions. Because PD-1 not only regulates immune

responses but also neuronal function, PD-1 modulation

can exert a range of neuroimmune effects. Thus, the

function of PD-1 signaling in the cross-talk between

immune cells, glial cells, and neurons in the CNS needs to

be further investigated.

To guide rational PD-1-based immunotherapy and

neurotherapy in the CNS, several key issues need to be

addressed. (1) PD-1-based therapies used for CNS condi-

tions must overcome the obstacles of the BBB. What is the

ideal carrier to deliver anti-PD-1 drugs into the brain? (2)

The role of PD-1 signaling in restricting local neuroin-

flammation in the CNS has not been examined. It will be

important to determine whether modulation of the PD-1

signaling pathway during CNS injury or neurodegeneration

influences the balance between debris clearance, brain

repair, and inflammatory damage. (3) PD-1 ligands (e.g.,

PD-L1 and PD-L2) are expressed by various cell types.

What are the specific contributions of these ligands to glial

and neuronal functions in CNS disease conditions? (4)

Intracellular signaling of neuronal PD-1 must be distinct

from that of immune and glial PD-1 due to unique coupling

to ion channels. What are the precise molecular mecha-

nisms underlying PD-1 signaling in microglia and neurons

in different CNS disease conditions? It is also important to

know how PD-1 is coupled to neuron-specific ion channels.

(5) To uncover the precise role of PD-1 signaling in

immune cells, glial cells, and neurons, conditional-knock-

out mice will need to be generated to enable specific PD-1

deletions in different cell types and subtypes (e.g.,

excitatory versus inhibitory neurons).

Finally, it is important to point out that PD-1 signaling

in the CNS can act like a double-edged sword, producing

both beneficial and detrimental effects. A temporary PD-1

signaling blockade, for instance, may cause excitatory

effects in microglia and neurons providing beneficial

effects under physiological conditions, while a more

persistent PD-1 signaling blockade may lead to adverse

over-excitatory effects. Thus, the challenge for developing

new strategies in using PD-1 signaling therapeutically, will

be determining which precise neuronal circuits and cell

types need to be tuned for different CNS conditions.
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Abstract Alzheimer’s disease (AD) is the most common

neurodegenerative disorder and there is currently no cure.

Neural circuit dysfunction is the fundamental mechanism

underlying the learning and memory deficits in patients

with AD. Therefore, it is important to understand the

structural features and mechanisms underlying the dereg-

ulated circuits during AD progression, by which new tools

for intervention can be developed. Here, we briefly

summarize the most recently established cutting-edge

experimental approaches and key techniques that enable

neural circuit tracing and manipulation of their activity. We

also discuss the advantages and limitations of these

approaches. Finally, we review the applications of these

techniques in the discovery of circuit mechanisms under-

lying b-amyloid and tau pathologies during AD progres-

sion, and as well as the strategies for targeted AD

treatments.

Keywords Neural circuit � Alzheimer’s disease � Single

cell RNA sequencing � Neural circuit tracing � Optogenet-

ics � Chemogenetics

Introduction

Alzheimer’s disease (AD) is the most common neurode-

generative disorder in the elderly. The characteristic

clinical symptom is progressive memory loss [1]. Several

key neuropathological hallmarks of AD have been

revealed, including extracellular neuritic plaques composed

of b-amyloid (Ab) and intracellular neurofibrillary tangles

(NFTs) composed of hyperphosphorylated tau protein [2].

Both Ab plaques and NFTs impair synaptic function and

neural circuit networks. Using functional MRI, electro-

physiological techniques, and biochemical data, research-

ers have found aberrant neural activities in patients with

AD and mouse models [3, 4]. These abnormal activities

trigger a disorganized brain network and interfere with the

intricate processes underlying learning, memory, and other

cognitive functions. Pharmacological therapies targeting

either Ab or tau have shown limited efficacy in the

treatment of AD. This has motivated novel approaches

designed not only to specifically rescue the cognitive

impairments in AD but also avoid drug-induced side-

effects or pharmacoresistant symptoms.

Different types of brain cells orchestrate to modulate

cognitive function. Heterogeneous brain cells show distinct

alterations during AD development. Given the advantages

of neuron type-specificity and manipulation accuracy,

single-cell RNA sequencing, optogenetics, and chemoge-

netics are increasingly used in the study of AD to

investigate molecular and circuit mechanisms. Novel

findings from AD studies that use these cutting-edge

techniques may help us better understand the AD memory

dysfunction induced by Ab and tau proteins. They may also

provide novel therapeutic strategies for AD treatment in the

future. In this review, we briefly describe the most
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advanced tools currently available for neural circuit

research relating to AD.

Single-Cell RNA Sequencing

There are billions of highly differentiated and intercon-

nected cells within the brain. Distinct neurons communi-

cate with each other and form intricate neural networks to

control physical and mental functions. Traditional research

at the bulk-tissue level of resolution may mask the

complexity of changes across brain cells and within cell

groups [5]. For example, using bulk RNA-sequencing, it

may be difficult to differentiate whether low-abundance

transcripts are expressed at low levels in common cell

types or at high levels in rare cell types. Moreover, in

diseases, the low abundance transcriptional changes in a

rare cell type may be undetectable when a bulk RNA-

sequencing approach is employed. As such, the newly

developed single-cell RNA sequencing (scRNA-seq) tech-

niques have the potential to overcome these limitations. In

addition to providing a comprehensive landscape of brain

cell-type diversity based on transcriptional profiles, the

scRNA-seq method may be useful in mapping the mam-

malian connectome and exploring the mechanisms of

brain-related disorders, such as AD, at the single-cell level.

Individual cells can be physically separated. The

isolation methods vary in the number of isolated cells

(high-throughput or low-throughput) and the means of cell

selection (biased or unbiased) [6]. By whole-cell patch

clamping, cellular content from a sucked single cell can be

used to acquire RNA for quantitative RT-PCR or microar-

ray analysis [7, 8]. Moreover, this method provides

additional information, such as location, electrophysiolog-

ical properties, and morphology of the examined cell.

However, it is not quantitative enough, nor does it provide

an unbiased assessment of global gene expression patterns.

Moving from pipetting and manual selection, several

automated single-cell compartmentalization methods have

been developed, such as fluorescence-activated cell sorting

and the fluidigm C1 system. Although they have been

combined with scRNA-seq techniques, including SMART-

seq and CEL-seq, to explore the brain at the single-cell

level [9–11], there are two limitations: (1) the total number

of captured cells is not quantitative enough for the high-

throughput format; and (2) they do not maintain the native

heterogeneity of brain constituents [12, 13]. Currently,

droplet-based technologies to randomly capture single cells

with barcoded beads are commonly used as a high-

throughput and unbiased solution [14]. The three most

widely used platforms are Droplet sequencing (Drop-seq)

[15], indexing droplets RNA sequencing (inDrop) [16], and

GemCode/Chromium 109 (widely known as 109

Genomics) [17, 18]. They use microfluidics to tag indi-

vidual cells with single beads containing a unique barcode.

Each mRNA transcript is also linked with a unique

molecular identifier (UMI). By comparison, 109 Genomics

is the most sensitive for detecting the greatest number of

transcripts, while inDrop is ideal for detecting weakly-

expressed genes (DEGs) [17].

scRNA-seq techniques require freshly-harvested, viable,

and intact cells. Moreover, most of the single-cell isolation

methods may impair neurons and cause some cell types to

be under- or over-represented in the final datasets. Since

nuclei are more resistant to mechanical and physical stress,

single nuclei RNA sequencing (snRNA-seq) is an alterna-

tive approach to scRNA-seq and has been used in the study

of the cellular composition in the brain [19–22]. Compared

with whole-cell transcriptomes, there is no difference in

snRNA-seq data in terms of the number of detected genes

and resolved cell types [23].

Full-length and tag-based approaches are used to

generate single-cell sequencing libraries [24]. Since reads

are derived from across the entire length of genes, full-

length methods greatly improve the overall sensitivity. It is

worth noting that full-length library preparation shows a

bias for longer genes rather than shorter genes because

counts are often missed for the latter [25]. In tag-based

methods, the incorporated UMIs allow the identification

and quantification of individual transcripts.

A generalized single-cell transcriptomic experiment

includes single cell isolation, barcoding, cDNA amplifica-

tion, library construction, sequencing, and analysis. For

each experiment, the technical performance of the scRNA-

seq data should be evaluated from the sensitivity, accuracy

and precision aspects [24, 26, 27]. Sensitivity measurement

is highly dependent on the depth of sequencing [24, 26].

Accuracy can be influenced by factors specific to the

protocol being used [24, 26]. Precision is inversely

proportional to the technical noise in the RNA-seq

measurements [24, 26].

A major disadvantage of the scRNA-seq method is the

lack of spatial information [28–30]. By fluorescence in situ

hybridization (FISH), the spatial locations of genes iden-

tified in scRNA-seq can be clearly visualized. For example,

in single-molecule FISH (smFISH), multiple fluorescent

probes are used to characterize distinct cell groups [31].

However, the number of colors that can be visualized at

once is very limited in this technique. In contrast,

sequential FISH (seqFISH) can sequentially label tissue

for different RNA markers [32, 33]. After each round of

labeling, fluorescence is washed out and cell populations

are binarily labeled for the presence or absence of a

particular gene. As such, seqFISH is more efficient and

robust in cell population identification than smFISH.
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Cutting-Edge Experimental Approaches for Visu-
alizing Neural Circuits

To understand the complex brain functions carried out by

neural circuits, it is necessary to dissect their structural

organization. To date, several viral tracers have become

available to delineate the structural connectivity between

distinct neurons or different brain regions

Anterograde Trans-Synaptic Tracing

Herpes simplex virus (HSV) and vesicular stomatitis virus

(VSV) have been commonly used in anterograde trans-

synaptic tracing. Both viruses invade and replicate in first-

order infected starter neurons and then spread into synap-

tically connected neurons.

HSV

The HSV type 1 strain H129 has been widely used in

anterograde multi-synaptic tracing [34–36]. Tyrosine

kinase (TK) is required for HSV replication and is

necessary for its anterograde spread in non-mitotic cells.

Recently, HSV has been genetically modified to achieve

monosynaptic tracing. In this system, TK is deleted and

then trans-complementation of TK restores the ability of

H129-DTK to replicate and spread into directly projected

targets. If the expression cassette of the TK gene is in a

Cre-recombinase-dependent strategy, the starter cell type

can be greatly restricted.

H129 mainly transmits anterogradely, but it can also

infect upstream neurons through axon terminal uptake [37].

More importantly, the main drawback of the H129 strain is

its high toxicity. It can also cause cell death and animal

death. With current trans-multisynaptic H129 tracer sys-

tems, experimental animals die within 3 to 5 days after

injection of H129 [38], which greatly restricts the sampling

time to within 3 days. Although toxicity can be reduced by

engineering viral genomes, such as TK-null H129 [39], this

problem has not been resolved completely. TK-deficient

recombinant viruses show milder cytotoxicity without

damage to their infectivity and viral gene expression.

However, trans-monosynaptic H129 tracer systems remain

insufficient for electrophysiological recordings from brain

slices. Thus, to support functional studies, more efforts are

needed to reduce the cytotoxicity of trans-synaptic HSV in

the future.

VSV

VSV is an arthropod-borne virus. It leads to vesiculation

and ulceration around the mouth, teats, and hoofs after

infection. These symptoms usually resolve within a few

weeks without fatality [40]. Compared to HSV, VSV is less

virulent to humans [41].

The glycoprotein (VSV-G) is necessary for VSV

binding to target cells [42]. When VSV-G binds to

phosphatidylserine on the cell surface membrane [41],

VSV can enter cells and start to replicate rapidly. The first

progeny of viruses are generated and released within 1.5 h

[43]. It has been found that the direction of VSV

transmission greatly depends on the glycoprotein. The

intrinsic glycoprotein endows its characteristic of antero-

grade transmission [44]. However, G protein from either

lymphocytic choriomeningitis virus or Rabies virus can

change the transmission from anterograde to retrograde

[44]. Toxicity and inefficiency are the main shortcomings

of VSVs. Thus, the modification of virulence and efficiency

of spread will enable the wider applications of VSV in

circuit structure dissection and functional studies.

A recent study showed that adenovirus associated virus

1 (AAV1) and AAV9 can be used as monosynaptic

anterograde tracers [45]. They exhibit anterograde trans-

synaptic spread properties with relatively low efficiency.

Therefore, the viral spread is restricted to direct postsy-

naptic targets of the infected cells, and the labelling of

postsynaptic cells relies on reporter expression activated by

a recombinase-expressing virus. Such a strategy can be

used to perform afferent-dependent tagging of postsynaptic

neurons and support functional manipulations with Cre-

dependent tool genes. However, care should be taken when

using it to map connections between reciprocally con-

nected regions because retrograde trans-synaptic spread

can also occur, especially at high titers [46].

Retrograde Trans-Synaptic Tracing

Rabies Virus (RV) is a neurotropic virus. It retrogradely

transmits from the infected peripheral site to the central

nervous system, leading to lethal zoonotic disease. Unlike

HSV, the RV spreads exclusively in the retrograde

direction. High neuronal specificity without causing glial

cell infection makes RV an ideal tool for neural circuit

tracing.

RV envelope protein G is necessary for neuronal

infection and trans-synaptic transmission of the RV.

SAD-B19, an attenuated vaccine strain of RV, was

developed for the monosynaptic trans-synaptic system

[47, 48]. In this system, the RVG gene is replaced by EGFP

and pseudotyped with envelope glycoprotein (EnvA) from

avian sarcoma-leukosis virus (ASLV-A). TVA is the

cognate receptor of EnvA and does not exist in mammals.

Thus, the recombinant RV [SADDG-EGFP(EnvA)] cannot

infect mammalian neurons unless they are exogenously

supplied with TVA. RV-DG(EnvA), a mutant rabies virus
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with glycoprotein G gene deletion and a helper virus

(AAV) that expresses TVA and RVG in a Cre-dependent

manner are both injected into the desired region, where RV

can only invade cells with Cre expression and then

retrogradely spread to their direct upstream neurons, but

cannot spread any further. Therefore, in such cases, only

monosynaptic connections to starter cells are marked [49].

Recently, Schwarz et al. developed a method termed

TRIO (for tracing the relationship between input and

output) and cell-type-specific TRIO (cTRIO) [50]. In this

system, canine adenovirus type 2 (CAV2) is used to

provide the recombinase (Cre or Flp). Although CAV2 is

not a trans-synaptic tracer, it can transduce neurons through

their axonal terminals and efficiently transport back to the

soma. In the TRIO system, after the injection of CAV-Cre

into one of the output regions, Cre is specifically expressed

in neurons that project to the CAV2-injected region. Then,

by injecting RVDG(EnvA) and Cre-dependent AAV helper

virus that expresses TVA and RVG into the targeted area,

RV can only infect neurons in the targeted area which

directly project to the CAV2-injected regions. It then

transports to monosynaptic upstream neurons. In contrast

to TRIO, cTRIO has the advantage of being neuron type-

specific. CAV2 is used to express Flp and AAV is used to

express TVA. RVG is only in neurons with both Cre and

Flp. With the help of these two viruses, RV can infect Cre-

expressing neurons in the targeted area that innervate

neurons within the CAV-injected region (Fig. 1). Thus,

cTRIO enables monosynaptic tracing from a specific type

of cell projecting to a specific brain area.

Cytotoxicity is the main limitation of the above RV

tracing system (first generation). Chatterjee et al. recently

introduced a new class of double-deletion-mutant rabies

viral vectors, which show low toxicity in transduced cells

[51]. They deleted a second gene known as ‘large protein’

gene (NCBI symbol: RABVgp5). This gene encodes the

viral polymerase, which is required for the transcription of

viral genes and replication of the viral genome [52].

Compared to first-generation viruses, these new (‘second-

generation’ or ‘D GL’) viral vectors can also retrogradely

infect projection neurons. The target neurons remain alive

and healthy in terms of both electrophysiology and

morphology up to a year after the virus injection. Thus,

this system is promising for long-term tracing, functional

detection, and optogenetic manipulation.

Cutting-Edge Experimental Approaches for Ma-
nipulating Neural Circuits

Optogenetics

Optogenetics could be an invaluable tool in neuroscience

research. It encompasses the knowledge of optics, micro-

bial biology, virology, and biochemistry [53, 54]. About 50

years ago, light-activated proteins were first discovered.

Bacteriorhodopsin was discovered in 1971 [54], halorho-

dopsin in 1977 [55], and channelrhodopsin in 2002 [56].

Upon light exposure, these opsins act as channels or pumps

to directly induce electrochemical signaling in cells. This

feature is distinct from rhodopsin, which indirectly trans-

duces electrical current via G-proteins. In 2005, a microbial

opsin gene was first introduced into neurons and it

precisely controlled neuronal spiking upon light exposure

[57]. In 2007, the fiber-optic interface and single-compo-

nent control of freely-moving mammals were described

[58, 59]. A series of Cre recombinase-dependent opsin-

expressing viruses have been developed and widely used in

mouse lines that selectively express Cre recombinase in

defined cell types. Thus, researchers can use these latest

optogenetic controls to investigate the functions of defined

cells in specific brain regions under physiological condi-

tions and their alterations in diseases.

Channelrhodopsins, derived from Chlamydomonas rein-

hardtii, are one kind of light-driven proteins. Channel-

rhodopsin 2 (ChR2) is composed of seven transmembrane

helices, and a retinal component is embedded within the

helices [60]. Upon illumination, the retinal component

absorbs light and quickly causes a conformational change,

which opens the pore and allows the movement of cations

down their electrochemical gradient on ChR2-expressing

neurons. These inward currents drive fast membrane

depolarization and robustly excite neurons [61, 62]

(Fig. 2A). H134R, a gain-of-function mutant of ChR2,

causes larger stationary photocurrents than wild-type ChR2

[63]. However, the recovery from inactivation of both

Fig. 1 Schematic of cTRIO for neural circuit tracing. In X-Cre mice,

CAV2-DIO-Flp is injected into region C, while AAV-fDIO-TVA/G

and EnvA-RV-DG are injected into region B. Only the presynaptic

inputs to neurons that are located in region B, project to region C, and

express geneX (orange cell in region B) will be retrogradely labelled

by RV (green cell in region A) (A ? BX? ? C). However,

presynaptic inputs to region B neurons that innervate region C but do

not express gene X (grey cell in region D) (D ? BX- ? C), or region

B cells that do not project to region C (B ? E) will not be labeled.
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wild-type ChR2 and H134R is slow, which limits the

precision in the optogenetic control of neurons, especially

at stimulating frequencies above the c range [57, 64].

Gunaydin et al. designed point mutations in the ChR2

sequence and developed ChETA, which accelerates chan-

nel closing and rapid repolarization of neurons following

light stimulation [65]. Recently, many variants have been

developed, such as red-shifted (VChR1 [66], ReaChR [67])

and blue-shifted (CheRiff) variants [68].

In addition to depolarizing cells, some microbial opsins

can hyperpolarize cells upon illumination. NpHR isolated

from Natronomonas pharaonis is sensitive to yellow-green

light. Light activation of NpHR produces an inward Cl–

(hyperpolarizing current), which inhibits the action poten-

tial firing of NpHR-expressing neurons (Fig. 2B). Arch is a

light-activated proton pump bacteriorhodopsin [69]. By

pumping H? out, Arch also hyperpolarizes cells when

exposed to light (Fig. 2B). Furthermore, ChR2 can also be

used to inhibit neurons upon light stimulation when its

permeability is changed to Cl– instead of cations after

mutation in its pore structure [70] (Fig. 2B).

Chemogenetics

Recently, chemogenetics has been widely employed in

neuroscience research to regulate the activities of specific

neurons or neural circuits. Chemogenetics refers to the use

of genetically-engineered receptors that interact with

specific synthetic ligands or molecules to alter cellular

signal transduction [71]. Since the receptors (e.g. G

protein-coupled receptors and ligand-gated ion channels)

are modified through random or site-directed mutagenesis,

they are no longer responsive to their natural ligands, but

can be specifically activated by synthetic chemicals [71].

Designer receptors exclusively activated by designer

drugs (DREADDs) [72] are engineered G protein-coupled

receptors (GPCRs) that can precisely control GPCR

signaling pathways (for example, Gq, Gs, and Gi).

Currently, hM3Dq and hM4Di are the most commonly-

used DREADDs [73, 74]. Due to their mutations, both

hM3Dq and hM4Di can only be activated in the presence

of clozapine N-oxide (CNO), a compound modified from

clozapine (Fig. 2C, D). CNO only activates these ‘‘designer

receptors’’ without changing the functions of endogenous

receptors. However, this specificity can be changed at a

high dose of CNO. It has been reported that intracranial

injections of CNO at micromolar concentrations (10 lmol/

L) competitively inhibit binding at several receptors,

including muscarinic M1, M3, M4, histamine H1,

5-HT2A, and dopamine D1 and D2 [75]. Thus, these off-

target effects at endogenous receptors may significantly

confound the agonistic effects of CNO.

Compared to optogenetics, chemogenetics has an

incomparable advantage in that the stimulus can be

administered via less- or non-invasive routes, such as

intraperitoneal injection and oral administration

[73, 76, 77]. Although chemogenetics cannot achieve

precise temporal control, they can provide prolonged

manipulation of neurons and their circuit activities [77].

Neural Circuit Defect in AD Brains and Strategies
for Targeted Manipulations

The hippocampus is vulnerable in patients with AD

[78–80], and its dysfunction is closely associated with

cognitive impairment during AD progression [80, 81].

Next, we focus on the hippocampus and briefly introduce

some recent studies on hippocampus-associated neural

circuits in AD.

Application of Single Cell Transcriptomics in AD

In addition to cell-type classification under physiological

conditions, snRNA-seq has recently been used in AD to

understand the vulnerability of different cell types [19, 82].

80,660 droplet-based single-nucleus transcriptomes from

prefrontal cortex in human subjects with varying degrees of

AD pathology were profiled and analyzed [19]. Differen-

tially-expressed genes between AD-pathology and no-

pathology groups were downregulated in excitatory (Ex)

and inhibitory (In) neurons, while they were upregulated in

oligodendrocytes (Olis), astrocytes (Asts), and microglia

(Mic), indicating a heterogeneous response to AD

Fig. 2 Schematics of neural manipulation by optogenetics and

chemogenetics. A, B Upon light stimulation, Na? and Ca2? move

down their electrochemical gradients on the ChR2-expressing neurons

and depolarize the membrane, resulting in neuron excitation. While

hyperpolarizing current on NpHR-, Arch- or mutated ChR2-express-

ing neurons leads to neuron inhibition. C, D In the presence of CNO,

hM3Dq-expressing neurons are activated, while hM4Di-expressing

neurons are inhibited via changing the concentration of second

messengers.
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pathologies among cell types [19]. In cellular subpopula-

tions, many subclusters of Ex and In neurons, Asts, Mic,

Olis, and oligodendrocyte progenitor cells (Opcs), have

been identified. Among them, some cellular subpopulations

were associated with cells isolated from subjects with AD

pathology traits, while some were associated with cells

from subjects with no pathology [19]. Furthermore, genes

associated with protein folding and stability, neuronal and

necrotic death, T-cell activation, and immunity were

identified in some subpopulations of AD pathology-asso-

ciated In neurons, Opcs, and Mic, indicating cell-type-

specific responses in AD [19]. Moreover, male and female

individuals showed differential transcriptional responses to

AD pathology, especially in neurons and oligodendrocyte

cells [19]. Thus, this single-cell view of transcriptional

alterations associated with AD pathologies highlights the

complexity of AD mechanisms from the perspective of

cellular heterogeneity. Also, an understanding of neuronal

vulnerability may expedite the study of circuit mechanisms

in AD and provide molecular targets for circuit-specific

interventions.

Glutamatergic Circuits

Dysfunction of Glutamatergic Neurons in the Hippocampus

During AD

In AD, Ab can induce neuronal hyperactivation and

hypoactivation. Ab-dependent neuronal hyperactivation

may contribute to preclinical hippocampal hyperexcitabil-

ity [83–85]. Mechanistically, Ab inhibits the glutamate

uptake capacity of astrocytes to produce excess glutamate

accumulation, leading to the neurotoxic effects in AD

[86, 87]. On the other hand, oligomeric Ab acts on a-

amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid

receptors (AMPARs) [88] and extrasynaptic N-methyl-D-

aspartate receptors (NMDARs) to elicit excitotoxic effects

[89, 90]. In turn, neuronal hyperactivity promotes the

activity-dependent production of Ab, eventually forming a

positive feedback and leading to synapse loss, arbor

shrinkage, and hypoexcitability in the late stages of AD

[91–93]. In postmortem AD brains, Ab is co-localized in

glutamatergic boutons. Ab accumulation causes loss of

dendritic spines and severe neuropil damage [94–97].

Functionally, excess Ab gains toxicity by inhibiting

synaptic transmission [94, 98, 99], and impairing synaptic

plasticity [94, 96, 100–103].

Tau pathology is another causal factor leading to the

impairment of glutamatergic synapses. In our previous

study, we found that overexpression of wild-type human

tau (htau) in hippocampal CA3 decreases spontaneous

excitatory postsynaptic currents with unchanged sponta-

neous inhibitory postsynaptic currents. These results

indicate that glutamatergic synapses in hippocampal CA3

are more vulnerable to tau pathology [104]. Mechanisti-

cally, calcineurin-mediated inactivation of nuclear CaM-

KIV/CREB signaling is responsible for the glutamatergic

impairments and memory deficits induced by htau accu-

mulation[104]. When tau accumulates in the hippocampus,

it inhibits NMDAR expression by upregulating STAT1, a

transcription factor [105]. It also inhibits CREB/GluN1

phosphorylation by suppressing PKA [106]. In addition to

accumulation, tau is mis-localized from the axon to the

dendrites during AD progression. Then, the mis-localized

tau interacts with fyn and triggers fyn to move to the

dendritic spines to phosphorylate the GluN2B subunit of

NMDAR, thereby enhancing excitotoxicity [107]. In AD,

tau undergoes aberrant post-translational modifications,

such as hyperphosphorylation, sumoylation, acetylation,

glycosylation, andproteolytic cleavages, which promote tau

accumulation and hippocampal propagation, causing mem-

ory deficits [108–111]. In cultured hippocampal neurons,

expression of mutated tau, which mimics the phosphory-

lation of 14 residues, significantly reduces the number of

AMPARs at synapses [112]. When expressing htau with

mutations to mimic the acetylation of K274 and K281,

mice have deficits in spatial and pattern separation memory

with impairment in AMPAR trafficking during LTP [113].

Blocking the caspase-2 cleavage of human P301L tau by

mutating the Asp314 residue on tau restores AMPAR-

mediated synaptic transmission in neurons and memory

deficits in mice [114]. Although P301L tau has been found

to reduce the excitability of hippocampal CA1 neurons by

shifting the axon initial segment (AIS) [115], Sohn et al.

found that the V337M tau mutation in human neurons leads

to hyperexcitability of neuronal networks by impacting the

AIS cytoskeleton [116].

Recently, an in vivo neural dynamic recording system

has been developed to detect cell-specific neuronal activity

while monitoring the behaviors of freely-moving subjects.

For example, calcium-based fiber photometry is one such

system that measures calcium fluorescence signals and

directly reflects neuronal spiking activity in vivo. In APP/

PS1 mice, a genetically encoded calcium indicator,

GCaMP6 [117], was expressed in basolateral amygdala

(BLA) neurons. During the elevated plus maze test,

disorganized firing patterns of BLA neurons were clearly

detectable in response to BLA Ab pathology and correlated

with the anxious state of APP/PS1 mice [34]. Thus, in

addition to hyperactivation and hypoactivation, AD

pathologies produce abnormal neuronal firing patterns,

which may result in dysfunction of information encoding

and contribute to AD phenotypes.

It is worth noting that the fiber photometry system can

only record population calcium. A fluorescence microscope

(miniscope) system has recently been applied in
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neuroscience research to visualize neural activity from

deep brain regions in freely-behaving animals [118]. The

advantage of this calcium imaging is that the recording of

neural activity from a specific population of neurons can

occur longitudinally at the single-cell level of resolution. It

is expected that the combination of a fluorescence micro-

scope system and behavioral tests will provide more

detailed information on neuronal dysfunction and cognitive

impairment in AD.

Targeting Glutamatergic Neurons to Rescue AD-Like

Memory Disorder

Whether and how targeting abnormal glutamatergic neu-

rons could restore memory deficits remain unclear. Previ-

ous studies have suggested that episodic memory deficits in

patients with AD may be due to information encoding

failure [119]. However, Roy et al. employed optogenetics

combined with behavioral testing and found significant

disruption of memory retrieval in the early stages of AD

[120]. They used immediate-early gene-dependent tools

[121] to label memory engram cells (i.e., neurons holding

traces of a specific memory) in APP/PS1 mice (an AD

mouse model) and reported a close correlation between the

progressive reduction in spine density of the hippocampal

dentate gyrus (DG) engram cells and age-dependent

amnesia [120]. Direct photoactivation of hippocampal

DG memory engram cells with ChR2 was sufficient to

induce memory recall in AD mice, indicating a deficit of

memory retrieval during early AD-related memory loss

[120]. Further, optogenetic induction of LTP at perforant

path synapses of hippocampal DG engram cells signifi-

cantly restored both spine density and memory in AD mice

[120]. This study highlights the contribution of memory

retrieval failure during early AD-related memory loss.

Moreover, it identifies a causal role of entorhinal cortex-

DG glutamatergic circuit dysfunction in memory retrieval

disruption in AD.

Glutamatergic neurons in the hippocampus also receive

innervation from the amygdala and their connections

undergo robust degeneration during AD. Under physiolog-

ical conditions, researchers combined retrograde (RV

[122]) and anterograde (HSV [34]) tracing systems to

delineate a novel connection between the posterior BLA

(pBLA) and ventral hippocampal CA1 (vCA1), that is, the

pBLA-vCA1 circuit. Using optogenetics and electrophys-

iological recordings, they demonstrated that vCA1 Cal-

bindin 1 (vCA1Calb1) neurons are downstream of pBLA

glutamatergic neurons [34]. However, in AD mice, the

pBLA-vCA1Calb1 circuit is significantly inhibited in

response to Ab accumulation and results in AD-like

anxiety. Photostimulation of the pBLA-vCA1Calb1 circuit

efficiently attenuates AD-like anxiety. Simultaneously,

targeting the pBLA-vCA1Calb1 circuit by optogenetics

during memory retrieval significantly restores memory

disorders in AD mice [34]. This novel circuit links

emotions to memory. It may also provide a promising

intervention target for AD patients with anxiety and

cognitive impairment.

Previous work has revealed that elevated neuronal

activity accelerates the progression of pathological Ab
and tau [123] and in turn continuously destroys circuit

functions, forming a vicious cycle. In EC-Tau/hAPP mice,

hM4Di was virally delivered and expressed in the EC, then,

CNO was intraperitoneally injected. Using these chemo-

genetic tools, neuronal activity in the entorhinal cortex was

significantly attenuated, and its beneficial effects on

reducing Ab accumulation and tau spreading into the

hippocampus along the cortex-hippocampal (EC-HP) cir-

cuit were detected [77]. Thus, inhibition of hyperactivated

circuits in response to Ab and tau may be a novel strategy

to prevent the progression of AD along the neural networks

and break the vicious cycle between AD pathologies and

memory-associated circuit dysfunction.

GABAergic Circuits

Dysfunction of GABAergic Neurons in the Hippocampus

During AD

The GABA is the main inhibitory neurotransmitter in the

brain. Early studies in postmortem human brains and

animal models revealed that GABAergic neurons are less

vulnerable than glutamatergic neurons to AD pathology.

However, this idea has been challenged. There is accumu-

lating evidence that GABAergic neurotransmission under-

goes enormous changes in AD, causing excitatory/

inhibitory (E/I) imbalance during AD progression.

In brain sections from patients with AD and APP/PS1

mice, perisomatic GABAergic terminals are significantly

decreased, especially on the cortical neurons adjacent to

amyloid plaques, suggesting an association between

GABAergic neuronal impairments and Ab [124, 125]. In

addition to loss, GABAergic presynaptic terminals are

elevated at an early stage in tgCRND8 and APP/PS1 mice

[126, 127], indicating complicated alterations of GABAer-

gic function in response to Ab pathologies. During AD

progression, GABAergic neuronal subpopulations are also

lost. Both somatostatin -expressing neurons (conferring

distal dendritic inhibition of pyramidal cells) and parval-

bumin (PV)-expressing neurons (providing perisomatic

inhibition of pyramidal cells) are notably decreased in the

brains of patients with AD and transgenic mice with Ab
pathologies [128–130].

There is a reciprocity between tau hyperphosphorylation

and GABAergic synaptic dysfunction. On one hand,
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GABAergic signaling regulates tau hyperphosphorylation.

Several GABAA receptor modulators have been found to

increase the interaction between tau and Peptidyl-prolyl

cis-trans isomerase 1 (Pin 1), by which more protein

phosphatase 2A (PP2A) is recruited to the cell surface to

dephosphorylate GABAA receptor b3 subunit and simul-

taneously reduces the availability of PP2A for tau dephos-

phorylation [131]. In line with this mechanism, the

activation of GABAA receptors robustly induces tau

hyperphosphorylation at the AT8 epitope in cultured

cortical neurons [131]. On the other hand, tau pathologies

modify GABA release. In P301L mice, GABAergic

interneurons are hyperactivated, resulting in higher GABA

levels in the brain [132]. Thus, there may be a vicious cycle

by which activation of GABAA receptors promote tau

hyperphosphorylation by reducing the association of PP2A

with tau, then, the hyperphosphorylated tau enhances

GABAergic neurotransmission in turn during AD

progression.

Dysfunction of GABAergic transmission produces E/I

imbalance in local circuits. In 14-month-old APdE9 mice,

hyperexcitability was detected in the hippocampal DG and

this was associated with the silencing of local inhibitory

neurons [133]. Recently, we reported a prominent accu-

mulation of hyperphosphorylated tau in a DG subset in AD

patients and mice, including mature excitatory neurons,

immature granular neurons, and GABAergic interneurons.

However, only interneuron-specific overexpression of full-

length wild-type htau to mimic AD-like tau accumulation

in the mouse DG induced adult hippocampal neurogenesis

deficits and increased neural stem cell-derived astrogliosis.

Using calcium-based fiber photometry, hyperactivated

neighboring excitatory neurons were detected in vivo after

interneuron-specific overexpression of htau. Chemogenetic

inhibition of excitatory neurons or pharmacologically

strengthening GABAergic efficiently rescue the human

tau-induced deficits in adult hippocampal neurogenesis

with improved contextual cognition [134]. This work

demonstrated a causal role of tau accumulation in

GABAergic impairments and linked local circuit disinhi-

bition with disruption of hippocampal neurogenesis in AD.

In addition to local microcircuits, GABAergic neurons

in CA1 are also innervated by pyramidal neurons in the

entorhinal cortex layer II (ECIIPN) [135]. Using a retro-

grade monosynaptic tracing system, researchers have

identified direct connections between ECIIPN and parval-

bumin-positive CA1 (CA1PV, one type of GABAergic

neuron) under physiological conditions. Their functional

connection (ECIIPN ? CA1PV) was significantly

decreased according to optogenetic and electrophysiolog-

ical examinations. Further, in vivo electrophysiological

recording revealed a disruption of E/I balance and dis-

persed place-associated firings in CA1 during ECIIPN ?

CA1PV degeneration in AD mice. No change in ECIIPN

? CA1PN (pyramidal neurons in CA1) was observed.

These data highlight the vulnerability of the ECIIPN ?
CA1PV circuit and its role in encoding the impairment of

place information in AD.

In addition, there are some long-range inhibitory circuits

from other brain regions, such as the amygdala [136] and

medial septum [137], to the hippocampus. However, the

details of these connections, such as the neuron type, the

innervation pattern, and their transcriptome characteristics,

remain elusive. More importantly, whether and how their

structure and function change during AD progression also

deserve further investigation.

Targeting GABAergic Neurons to Rescue AD-Like Memory

Disorders

Dysfunctions in GABAergic transmission can lead to theta

and gamma oscillation impairments which are important

for synaptic plasticity and spatial memory. Theta oscilla-

tions (6–10 Hz) have been linked to exploratory behavior-

related activities, reflecting internally-generated dynamics

[138] and goal-related behaviors [139]. In rTg4510 mice (a

model of tauopathy), theta and place cell (i.e. cells firing at

a specific location in an environment) sequences are both

significantly impaired. Principal cell firing is independent

of the environmental context,, indicating the inability of

mice to form new spatial memories. A reduced firing rate

of the recorded interneurons may contribute to this rigid

firing sequence [140]. GABAergic cell loss can decrease

theta power, which is associated with cognitive dysfunction

in a rat amyloid model [141]. Impaired gamma oscillation

integrity has also been reported in the AD model [142, 143]

and patients [144], contributing to the inefficient execution

of spatial working memory [145].

However, there are distinct subtypes of interneurons in

the hippocampus. Whether and how targeting different

hippocampal interneurons rescues the abnormal oscilla-

tions in AD and restores memory loss remains unclear.

Somatostatin-positive (SST) interneurons preferentially

modulate theta oscillations [146], while parvalbumin-

positive (PV) interneurons modulate gamma oscillations

[147, 148]. A reduction in behaviorally-driven gamma

oscillations is detectable before the onset of plaque

formation or cognitive decline in a mouse model of AD.

Using a Cre-dependent strategy, optoactivation of PV

interneurons at gamma (40 Hz) but not at other frequencies

significantly reduces Ab levels [147]. In the J20 AD mouse

model, optostimulation of PV neurons in the medial septum

specifically at 40 Hz during memory retrieval restores the

hippocampal slow gamma oscillation (30-60 Hz) [149]. In

Ab-injected SST-Cre or PV-Cre mice, optogenetic activa-

tion of ChR2-expressing SST and PV interneurons
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increases theta power and gamma oscillations, respec-

tively, with resynchronized CA1 pyramidal cell (PC)

spikes. Photoactivation of SST and PV interneurons

resynchronizes SST and PV interneuron spike phases

relative to theta and gamma oscillations [150], while

simultaneously selectively enhancing spontaneous inhibi-

tory postsynaptic currents onto CA1 PCs at theta and

gamma frequencies, respectively [150]. Given the degen-

eration of the ECIIPN–CA1PV pathway in AD, optoge-

netic activation of ECIIPN–CA1PV synapses with a theta

burst stimulation paradigm once per day for 35 consecutive

days effectively enhanced theta oscillations in the hip-

pocampal CA1 of AD mice and interrupted the progression

of ECIIPN–CA1PV synaptic decays [135]. Targeting the

ECIIPN–CA1PV pathway also improved the representation

and precise spatial firing of CA1 place cells in AD mice,

simultaneously rescuing their spatial memory deficits

[135]. Together, targeting distinct interneurons may be a

potential therapeutic strategy for restoring disorganized

hippocampal networks and synaptic plasticity impairments

in AD.

Others

The hippocampus also receives cholinergic innervation

[151]. Choline acetyltransferase (ChAT) is responsible for

acetylcholine synthesis and is viewed as a reliable marker

of cholinergic integrity [151]. In AD brains, cortical ChAT

activity is significantly decreased, and this is closely

correlated with the severity of dementia [152]. In the AD

hippocampus, ChAT immunopositivity is also robustly

decreased [153]. Thus, degeneration of cholinergic neurons

in the basal forebrain may lead to a reduction in cholinergic

input to the AD hippocampus. a-Secretase-cleaved APP

has been found to accumulate in cholinergic dystrophic

neurites during AD progression [154]. Overexpression of

Ab decreases cholinergic spontaneous and miniature

excitatory postsynaptic currents [155]. When anti-murine-

p75-SAP (conjugation of saporin to a rat monoclonal

antibody against the mouse p75 nerve growth factor

receptor) was intracerebroventricularly injected, ChAT

activity in the hippocampus and neocortex was selectively

inhibited in a dose-dependent manner. These anti-murine-

p75-SAP-lesioned mice showed significant spatial memory

deficits in the Morris water maze test therapies remain

critical in the management of patients with AD [156], the

precise structural connections between cholinergic neurons

in the basal forebrain and hippocampal neurons, as well as

their alterations during AD progression, remain unclear.

In AD, rates of cognitive deficits are also correlated with

impairment of the serotonergic system [157, 158]. Sero-

tonergic cells are lost in the brainstem of patients with AD

[159]. Selective serotonin reuptake inhibitors improve

cognitive function and reduce AD-associated behavioral

disorders [159, 160]. Anatomically, serotonergic neurons

consist mainly of dorsal and median raphe nuclei, which

send dense serotonergic projections to the hippocampus

[160, 161]. It has been found that serotonin inhibits the

ventral hippocampus, and its inhibition is responsible for

sustained goal-directed behavior [162]. Photostimulation of

5-HT neurons expressing ChR2 in the median raphe

nucleus significantly increases 5-HT concentration in the

dorsal hippocampus (dHC) and produce anxiety-like

behavior [163]. Further, optoactivation of 5-HT terminals

in the dHC also promote anxiety [163]. Within the

hippocampus, optoactivation of serotonergic terminals in

CA1 enhances excitatory transmission at CA3-to-CA1

synapses and promotes spatial memory in ChR2-expressing

mice [164]. Optogenetic inhibition of CA1 5-HT terminals

via Arch inhibits spatial memory [164]. However, how

changes occur in the hippocampus-associated serotonergic

circuits in AD remain elusive.

Perspective

The study of neural circuitry is of great significance for

understanding the mechanisms linking brain pathologies

and cognitive symptoms in AD. Here, we have summarized

the major experimental approaches for neural circuit

tracing and their functional manipulations. Furthermore,

the introduction of aberrant neural circuits identified in AD

mouse models or patients may provide novel therapeutic

strategies for AD treatment in the clinic (Fig. 3). However,

some key questions need to be addressed.

The application of viral approaches greatly facilitates

research on AD neural circuit dissection. In addition to

applications, we should pay more attention to their

advantages and shortcomings, as noted earlier in this

review. To date, there is no perfect viral vector that suits all

needs. H129-DTK in anterograde trans-synaptic tracing

cannot be used to trace local outputs because non-TK-

expressing cells can also be infected at the injection site.

Due to its virulence, HSV is not suitable for long-term

tracing. Retrograde viral tracers, RV, also require further

optimization to reduce their toxicity and meet the needs for

electrophysiological recording. Furthermore, the infection

and tracing efficiency of viral tracers may vary in different

brain regions and cell types. Thus, cross-validating tracing

results among multiple tracers is highly recommended for

the dissection of AD-associated neural circuits.

Optogenetics and chemogenetics have enormous advan-

tages in the functional studies of neural circuits. Combined

with electrophysiology and tracers, we can identify func-

tional connections between distinct neurons and evaluate

their functional alterations in AD models. Together with
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behavioral tests, we can find specific neural circuits

involved in different stages of the memory process and

identify which circuit is responsible for AD-like cognitive

dysfunction in various AD animal models. Optogenetics

and chemogenetics have not only helped us understand the

pathogenesis of AD but have also opened the door to using

these tools for providing treatment. However, there are at

least four major obstacles to the application of optogenetics

and chemogenetics in patients with AD: (1) autoimmune

reactions in patients because of the direct introduction of

foreign objects into the brain, (2) the methodology of opsin

and DREADD expression in specifically targeted neurons

without invasion, (3) the evaluation of opsin and DREADD

expression levels in specifically targeted neurons, and (4)

tissue damage due to overheating from light stimulation.

Due to space constraints in this review, we introduced

only some of the recent studies on hippocampal gluta-

matergic and GABAergic neural circuits in AD. Other

glutamatergic and GABAergic neural circuits outside the

hippocampal regions and neural circuits of other neuron

types, such as cholinergic and serotonergic neurons, also

deserve further investigation.
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Abstract Microglia play multiple roles in such processes

as brain development, homeostasis, and pathology. Due to

their diverse mechanisms of functions, the complex sub-

classifications, and the large differences between different

species, especially compared with humans, very different

or even opposite conclusions can be drawn from studies

with different research models. The choice of appropriate

research models and the associated tools are thus key

ingredients of studies on microglia. Mice are the most

commonly used animal models. In this review, we

summarize in vitro and in vivo models of mouse and

human-derived microglial research models, including

microglial cell lines, primary microglia, induced micro-

glia-like cells, transgenic mice, human-mouse chimeric

models, and microglial replacement models. We also

summarize recent developments in novel single-cell and

in vivo imaging technologies. We hope our review can

serve as an efficient reference for the future study of

microglia.

Keywords Microglial cell lines � Primary microglia �
Induced microglia-like cells � Transgenic mice � Human-

mouse chimeric models � Microglial replacement � Single-

cell technology � In vivo imaging

Introduction

Microglia are tissue-resident macrophages in the brain

parenchyma, accounting for more than 5% of all glial cells

in the human brain [1]. The proportion of microglia in the

normal adult mouse brain varies from 5% to 12%

depending on the region [2]. Unlike other neurons and

glial cells in the brain that develop from the ectoderm,

microglia are derived from the yolk sac [3]. Taking mice as

an example, their microglia originate from the erythro-

myeloid progenitors of the yolk sac around embryonic day

7.25 (E7.25), earlier than the appearance of other glial

cells, and have the potential for primitive erythropoiesis

[4]. They migrate into the central nervous system (CNS)

when neural progenitor cells begin to divide and form

neurons, just before definitive hematopoiesis begins [5, 6].

Mononuclear cells derived from blood do not enter the

brain through the blood-brain barrier (BBB) under normal

physiological conditions. Under neuroinflammatory and

neurodegenerative pathological conditions, peripheral

myeloid cells can invade the brain through the BBB [7].

Microglial activation plays a major role in the brain’s

immune response and is an important indicator of immune

activation and neuroinflammation [8]. In addition to

participating in immune regulation, microglia contribute

largely to brain development during embryonic and

perinatal periods. They are pioneers in the developing

brain and regulate the establishment of neural circuits.

Microglia can regulate the growth and development of

dopaminergic axons and the migration of interneurons

(especially parvalbumin-positive (PV?) interneurons) [9].

The absence or dysfunction of microglia can lead to an

imbalance of the neural distribution at birth and postnatal

inhibition/excitation balance disorder. Microglia regulate

neurogenesis by actively promoting neuronal cell death and
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eliminating neural precursor cells (NPCs) in the developing

CNS [10–12]. Microglia also support the proliferation of

NPCs and promote neuronal survival by releasing trophic

factors [8, 13]. Besides, microglia play a key role in

synaptic density and homeostasis regulation by engulfing

synapses, which can mediate synapse elimination [14].

Furthermore, microglia are vital in the pathological pro-

cesses of neuropsychiatric disorders such as depression,

schizophrenia, neurodevelopment disorders such as autism

spectrum disorders, neurodegenerative diseases such as

Alzheimer’s disease (AD), and also stroke [15–19]. In

short, microglia are involved in the development of the

brain and the processes of various CNS diseases. The study

on the role and mechanism of microglia has received a lot

of attention recently.

However, there are still many unresolved questions and

obstacles in the field of microglial research. There are

many controversies and uncertainties about the conclusions

of existing research in this field, such as the development

and classification of microglia, the mechanisms of micro-

glial action in different physiological processes, the

determinants of CNS-associated macrophages (CAMs)

differentiating from microglia in the development, func-

tion, and dynamics. The differences between microglia of

different species also bring uncertainty to the research

results. Although microglia of different species do share

some basic similarities, research using animal models

sometimes do not encompass the complexity of the human

condition [20]. So, choosing the appropriate research

program and model is the key to studying microglia. Our

review comprehensively introduces the current models and

tools used in microglial research, from traditional 2D

culture to 3D culture and then to in vivo models, from

single-cell technology to in vivo imaging technology. The

applicability and advantages and disadvantages of these

tools are discussed. The combination of these emerging

technologies provides the possibility to explore the spatio-

temporal characteristics of microglia and their heterogene-

ity in different physiological and pathological conditions at

the single-cell level. Our discussion may inspire readers to

develop new research approaches to microglia and answer

those key questions.

In Vitro Microglial Models

Microglial Cell Lines

The characterization of human cells has been limited due to

the restricted availability of primary sources of human

microglia. So human immortalized microglial cell lines are

important tools for studying the characteristics of micro-

glia. The human microglia clone 3 cell line (HMC3 or

HMC-3), also under the name of CHME-3, CHME-5, or

C13-NJ among different laboratories, was established

through SV40-dependent immortalization of a human fetal

brain-derived primary microglial cell culture [21]. HMC3

cells retain most of the original antigenic properties and

express many specific microglial markers. They strongly

express the microglia/macrophage marker IBA1 (ionized

calcium binding adapter molecule 1) at rest, and MHC II

(major histocompatibility complex class II), CD68, CD11b,

and other markers after being activated. Other commonly

used human-derived microglial cell lines include HMO6

and HM1900. These cells also retain a similar antigenic

profile and similar functional properties. They are capable

of responding to a pattern of chemokines and inflammatory

stimuli, regulating the expression of typical activation

markers of microglia. Mouse immortalized microglial cell

lines have also been established. The SIM-A9 cell line is a

spontaneously immortalized cell line derived from mouse

primary microglial cell cultures [22]. It expresses micro-

glial markers such as CD68 and IBA1 and exhibits

phagocytic activity under inflammatory stimulation. Other

mouse immortalized microglial cell lines include BV-2,

N9, and C8-B4. Using immortalized microglial cell lines

for research can shorten the experimental period and cost

of microglial cell cultures, and the cell uniformity is high.

However, microglial cell lines are in vitro models. And

after conversion to immortalization, their characteristics

also change somewhat compared with in vivo microglia.

Primary Microglial Cells

Primary mouse microglia are widely used in microglia-

associated studies. The current acquisition of primary

mouse microglia is based on the cultivation of mixed glial

cells [23]. After isolating the target brain region and

digesting it into a single-cell suspension, cells are cultured

in the glial culture medium and gradually adhere to the

wall and fuse. The mixed glial cells are cultured for about

14 days, and the upper microglia are harvested by gentle

trypsin digestion or shaking on a shaker. This method has

strict requirements on the time window. Usually, newborn

mice at postnatal 1–4 days are taken. But microglia are not

fully mature at this time; they behave differently from adult

microglia. A second method has been optimized with the

addition of immuno-magnetic cell sorting steps [24], which

select microglia by specific antibodies to recognize

microglia-specific surface antigens such as CD11b. This

second method can also be used for the screening and

subsequent cultivation of adult mouse microglia. Another

method for isolating and culturing primary microglia of

adult mice is purifying the digested mixed brain cells by

density gradient centrifugation and adding GM-CSF [gran-

ulocyte-macrophage colony-stimulating factor, or colony
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stimulating factor 2 (CSF2)] to the culture medium [25].

The purity of primary microglia obtained by these methods

is generally 95%–99%. Caution should be taken that there

are other subsets of macrophages residing in the brain:

CNS border-associated macrophages, which are also called

CAMs, in the meninges, choroid plexus, and perivascular

spaces [26]. These cells share several myeloid lineage-

related properties in the CNS, and may be mixed into the

microglia during the experimental manipulation and affect

the research results. The serum is also an important factor

affecting the culture of microglia because serum cannot

penetrate the BBB and serum has drastic effects on cell

morphology and function, leaving microglia in an activated

state of inflammation. So, serum-free medium is recom-

mended in microglial cell culture to mimic the in vivo state.

Primary microglial cell culture has been used for decades

to study their function. However, cultured primary

microglia is only a poor model to investigate ramified

microglia. Various electrophysiological and genetic studies

have provided evidence that primary microglia lose many

of their functions compared to cells in vivo and are more

closely related to activated peripheral macrophages [27].

Human brain tissue is usually derived from elderly and

diseased autopsy brains when such material is available.

Immunohistochemical staining for certain microglial mark-

ers (like Iba1 and Ki-M1P) on autopsy brain tissue, can

detect changes in the number and activity of microglia and

help to characterize the pathogenic role of microglia in

these diseases [28]. Alternative sources to autopsy include

surgically excised and fetal brain tissues [29–31], but these

tissues are more difficult to obtain due to ethical issues.

Isolating microglia from human brain tissue through a

rapid autopsy program can be used in primary culture and

subsequent research [32]. After enzymatic digestion, using

density gradient centrifugation to separate the cell layer

containing microglia, and then pure microglia can be

obtained by their characteristic strong and rapid attachment

to plastic culture surfaces while the other cell types require

coating matrices to attach. These isolated microglia can be

phenotypically heterogeneous, so experiments using cells

from different preparation procedures and brain regions

may produce discordant results. When there are enough

cases, using the same cell acquisition procedure from the

same brain regions, one can still study the impact of age,

disease, and treatment on the morphology and function of

microglia.

Induced Microglia-like Cells

Since the technology of human induced-pluripotent stem

cells (iPSCs) came out in 2007 [33, 34], they have been

widely used in disease modeling, drug screening, and

disease treatment. iPSCs possess multiple differentiation

potentials and their expansion can be scaled up easily

in vitro. But it was not until the last few years that human

induced microglia-like cell (iMGL), also named pluripotent

stem cell-derived microglia-like cell (pMGL) technology

was realized (Fig. 1A).

One technique is based on the belief that only when

iPSCs are differentiated into hematopoietic progenitor cells

(iHPCs) first and then differentiated into microglia, they

can recapitulate the true ontogeny of microglia [35]. This

two-step protocol effectively generates iMGLs from iPSCs

in more than 5 weeks. First of all, iPSCs are grown in

defined conditions with several hematopoietic growth

factors under certain oxygen concentrations (5% for 4 days

and 20% for 6 days). This yields primitive CD43?/

CD235a?/CD41? iHPCs by 10 days with a[ 90% purity.

These iHPCs represent the early primitive hematopoietic

cells derived from the yolk sac that give rise to microglia.

Secondly, CD43? iHPCs are cultured in serum-free

differentiation medium containing CSF-1, IL-34, and

TGFb1. On day 14, induced cells present an early

commitment to the fate of microglia and are similar to

the developing microglial progenitor cells found in vivo.

On day 38, iMGLs seem to resemble human microglia

rather than monocytes or macrophages by cytospin/Giemsa

staining. As iMGLs mature, they also become more

branched. Transcriptome analysis shows that the iMGLs

induced by this method are highly similar to primary

human microglia. In contrast to their respective iPSCs,

genomic integrity is also maintained during differentiation.

This approach outlines the ontogenesis of microglia and

can be easily scaled up for high-content screening. Another

two-stage protocol also first differentiates iPSCs into

iHPCs, then into microglia-like cells by co-culture with

astrocytes [36]. The cells induced in this way also have

phenotypic, transcriptional, and in vitro functional charac-

teristics of brain-derived microglia. Compared with the

previous method, this method does not require specific

changes in oxygen concentration during the induction

process of iHPCs, which is more feasible for most

laboratories.

The second scheme is to induce iPSCs to differentiate

into embryoid bodies (EBs) first, and then continue to

culture and isolate iMGLs [37]. Uniform clumps of iPSCs

are transferred in ultra-low attachment plates and cultured

in a fully defined serum-free neuroglial differentiation

(NGD) medium. The components and concentrations of

this medium match human cerebrospinal fluid and extra IL-

34 and CSF1 are added. Formed EBs have two types of

structure. One is composed of compact phase-bright

neuralized spheroids, and the other is composed of large,

expanding cystic bodies. The second type of EB is positive

for VE-cadherin, c-kit CD41, and CD235a, which have

been identified as markers of early yolk sac myelogenesis
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in mice. Therefore, these EBs are referred to as yolk sac

EBs (YS-EBs). Large domains of the YS-EBs are positive

for myeloid transcription factor PU.1, which is necessary

for microglial differentiation and maintenance. Every

5 days, the YS-EBs are triturated gently and cells of

interest are selected for further culture. Attached cells are

monitored for morphological characteristics of microglial

precursors. iMGLs generated by this method are believed

to faithfully recapitulate the expected ontogeny and

characteristics of their in vivo counterparts, and they

highly resemble primary human microglia. But the yield of

this scheme is low.

There is also an alternative approach which directly

induces iMGLs from peripheral blood mononuclear cells

(PBMCs) simply by supplementing IL-34 and GM-CSF

into PBMC culture medium [18, 38]. Cells can be

harvested or used for functional assays in 10 days. This

approach does not aim at representing the ontogeny of

microglia. Cluster analysis shows that the iMGLs gener-

ated by this method are the closest to the gene expression

Fig. 1 Toolkits for studying microglial cells. A Strategies for

developing human induced microglia-like cells: iPSCs/ESCs are

differentiated into HPCs (top) or YS-EBs (middle) first to recapitulate

the true ontogeny of microglia. Or, iMGLs are directly generated

from PBMCs (bottom). B 2D co-culture systems of microglia and

neurons have three different levels of cell-to-cell communication:

Left, a conditioned medium transfer system in which no cell-to-cell

contact or communication is possible; Center, a transwell system that

allows cell-contact-independent communication through diffusible

soluble factors; and Right, a co-culture system that permits direct

contact of microglia and neurons. C Refilling the ramified microglia

isolated from adult mouse brains into OHSC with microglia depleted,

creates the Mrep-OHSC system. This system provides a situation that

is very close to in vivo. Replenished microglia can integrate into the

tissue and exhibit characteristics like their counterparts in the mouse

brain. D Microglia-containing brain organoid system. Mature iMGLs

are integrated into brain organoids that have been cultured for a long

time. Or, pNPCs and PMPs are co-cultured to undergo differentiation

and maturation together. In this 3D system, induced microglia-like

cells extend varying degrees of ramified processes that resemble

microglia in vivo. E The human-mouse chimeric microglial system

provides a tool to study the role of human microglia in vivo. F Three

efficient strategies for microglial replacement: microglial replacement

by bone marrow transplantation (mrBMT), microglial replacement by

peripheral blood (mrPB), and microglial replacement by microglial

transplantation (mrMT). Abbreviations: NGD, serum-free neuroglial

differentiation medium; YS-EBs, yolk sac embryoid bodies; PMPs,

primitive macrophage progenitors or microglial precursors; pNPCs,

primitive neural progenitor cells; iMGLs, human induced microglia-

like cells; OHSCs, organotypic hippocampal slice cultures; Mrep-

OHSCs, microglia-replenished OHSCs; iPSCs, induced pluripotent

stem cells; ESCs, embryonic stem cells; PBMCs, peripheral blood

mononuclear cells; BMCs, bone marrow cells; PBCs, peripheral

blood cells; PLX5622, a CSF1R inhibitor; WBI, whole-body irradi-

ation. The figure was created with BioRender.com.
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of human fetal primary microglia. This approach is simple

and easy to operate, and does not need to repeat the

complicated development process.

There are other reports on how to induce microglia-like

cells [39–43]. For a further overview of methods for

generating induced microglia-like cells, see Table 1. But

actually, there is no gold standard for successful generation

of induced microglia yet and no iMGLs can recapitulate all

aspects of microglial characteristics. iMGL models based

on patient-derived iPSCs can better reflect the patient’s

genetic background, but they can still not reflect the

epigenetic or environmental factors’ contribution to the

pathophysiology of diseases. This is a rapidly developing

field, and as single-cell sequencing provides more detailed

information, researchers can determine the most accurate

models that resemble a certain state of interest. But human

iPSC-derived microglia under 2D culture condition are

immature, and can best represent embryonic microglia.

That is the rational microglia-containing brain organoid,

and human-mouse microglial chimeric models are needed.

Co-culture of Microglial Cells and Other Cells/

Tissues

The co-culture model of microglia and neurons can be used

in studying the interaction between microglia and neurons.

Microglia and neurons can be co-cultured with three

experimental systems involving different levels of cell-to-

cell communication [44, 45]: (1) a conditioned medium

transfer system in which no cell-to-cell contact or com-

munication is possible, (2) a transwell system that allows

cell-contact-independent communication only through dif-

fusible soluble factors, and (3) a co-culture system that

permits direct contact of microglia and neurons (Fig. 1B).

These strategies can be used in investigating the roles of

soluble and/or cell-associated chemokines in neuron-mi-

croglia interactions.

The ex vivo brain slice can retain important cell-to-cell

interactions and is an important model for studying the

activation and migration of parenchymal microglia [46].

However, the preparation of ex vivo brain slices causes

trauma, especially damage of neuronal axons, resulting in

microglia in brain slices having many of the same

pathological damages that occur with serum exposure.

Organotypic hippocampal slice culture (OHSC) is a well-

accepted model in which to study different neurobiological

aspects very close to the in vivo situation [47]. The Masuch

team refilled the ramified microglia isolated from adult

mouse brains into OHSC with microglia depleted, creating

microglia-replenished OHSC (Mrep-OHSC) (Fig. 1C).

Replenished microglia can integrate into the tissue, and

the degree of ramification is no different from their

counterparts in the mouse brain. Studies suggest that these

replenished microglia maintain their original functions and

properties as in vivo. This model is a unique tool for

constructing chimeric brain slices allowing study of the

function of different phenotypes of in vivo-like microglia in

a tissue culture environment.

As noted in the last section, iPSC technologies are

constantly evolving. And then, a new class of in vitro

system—the 3D culture of brain organoids—has been

improved [48]. This brain organoid can contain a variety of

randomly distributed structures similar to different regions

of the brain, or it can be directionally differentiated into the

structure of a specific brain region. They can reproduce the

process of the early development of the human brain.

These models have been quickly applied to the study of

human brain development and related diseases, and have

achieved many results. Generally, iPSCs in vitro are

stimulated to develop EBs. EBs are then subjected to

neural induction in a minimal medium that only supports

the development of neuroectoderm. The neuroectodermal

tissues then gradually develop into mature brain organoids

by enormous self-organizing capacity. This process deter-

mines that the brain organoid models do not contain

microglia derived from the yolk sac. Therefore, researchers

attempt to fuse brain organoids and microglia from various

sources to build models for studying the role of microglia

in human brain development, neurodegenerative diseases,

and neuropsychiatric diseases (Fig. 1D). Abud et al.

transplanted iMGLs into 3D human brain organoids to

resemble microglia in the brain environment [35]. The

limitation of their model is that integration of mature

microglia and the organoid at a stage when neurons have

already developed, which may not reflect the early

embryonic development when microglial progenitors and

neural progenitor cells (NPCs) interact with each other and

undergo differentiation and maturation together. There is

also a report that microglia can innately develop within a

brain organoid model and display certain microglial

characteristics [49]. However, due to the absence of

SMAD (small mothers against decapentaplegic signaling)

inhibition, the heterogeneity of cell types in these

organoids is high and uncontrollable. Recently, Xu et al.

generated developmentally appropriate and brain region-

specific microglia-containing brain organoids by co-cul-

turing hPSC-derived primitive macrophage progenitors

(PMPs) and primitive neural progenitor cells (pNPCs)

[50]. This model better mimics early neurodevelopmental

processes observed in in vivo brain development and the

ratio of microglia can be adjusted by controlling the

starting number of pNPCs and PMPs. At present, the

relevant technology threshold still is relatively high. And

due to the problem of high heterogeneity of brain

organoids, such technology needs to be further improved.
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Table 1 Strategies for establishing human induced microglia-like cells

Name

(reference)

Process of induction Characteristics (including strength and

weakness)

Additional information

pMGLs

(Muffat et al.
2016 [37])

1. Form YS-EBs from

iPSCs/ESCs

2. Microglial differentiation

and maintenance

• Resemble primary human fetal microglia

• Resemble yolk sac ontogeny

• Can embed in neuronal co-culture

environment

• The organotypic 3D culture system

cannot resemble in vivo environment

Cited in tMGs established by Claes et al. 2019 [43]

(the last row in this table)

iMGLs

(Abud et al.
2017 [35])

1. Differentiate iPSCs to

iHPCs

2. Differentiate iHPCs to

iMGLs

• Resemble primary human microglia

• Resemble hematopoietic ontogeny

• Need hypoxic conditions (5%)

• Can integrate within 3D brain organoids

• Can engraft into MITRG mice and act as

microglia in the development

Associated kits are commercially available from

STEMCELL Technologies Inc.;

Improved into iPS-microglia 2.0 by McQuade et al.
2018 [42] (row 6 in this table, from the same lab);

Cited in tMGs established by Claes et al. 2019 [43]

(the last row in this table)

iPS-MG

(Pandya

et al. 2017

[36])

1. Differentiate iPSCs to

iPS-HPCs

2. Co-culture with astro-

cytes and differentiate to

iPS-MG

• Resemble primary human fetal microglia

• Resemble hematopoiesis ontogeny

• Need co-culture with astrocytes to

induce final differentiation

• 2D culture system cannot resemble

in vivo environment

iPSC-MG

(Douvaras

et al. 2017

[39])

1. Differentiate ESCs/iPSCs

to myeloid progenitors

2. Continue to differentiate

into ramified microglia

• Resemble primary human microglia

• Resemble primitive hematopoiesis

ontogeny

• monoculture system cannot resemble

in vivo environment

Cited in human-mouse microglial chimeras estab-

lished by Svoboda et al. 2019 [86]

co-pMG

(Haenseler

et al. 2017

[40])

1. Form defined-size EBs

from iPSCs

2. pMacpre differentiate

from EBs

3. Differentiate iPSCs to

pNeurons

4. Co-culture pMacpre with

pNeurons

• Resemble primary human fetal microglia

• Resemble yolk sac ontogeny

• Need co-culture with neurons

• 2D culture system cannot resemble

in vivo environment

Cited in human-mouse microglial chimeras estab-

lished by Xu et al. 2020 [85];

Cited in microglia-containing brain organoids

established by Xu et al. 2020 [50]

iPS-mi-

croglia 2.0

(McQuade

et al. 2018

[42])

1. Simplified differentiation

of iPSCs/ESCs to HPCs

2. Updated differentiation

of HPCs to iPS-microglia

2.0

• Equivalent to previously developed

iPSC-microglia (Abud et al. 2017 [35])

• Do not need hypoxia or cell sorting

• Can engraft into MITRG mice and

enable in vivo study of human microglia

Cited in human-mouse microglial chimeras estab-

lished by Hasselmann et al. 2019 [82] (from the

same lab)

oMG

(Ormel et al.
2018 [49])

1. iPSC generation

2. Microglia-containing

organoid differentiation

• Resemble primary human adult

microglia

• Innately developing within cerebral

organoids can mimic the CNS

microenvironment

• Heterogeneity is high and uncontrollable

hiMG

(Sellgren

et al. 2017

[38])

1. Preparation of PBMCs

from whole blood

2. Generation of hiMG from

PBMCs

• Resemble primary human fetal microglia

• Do not represent the ontogeny of

microglia

• The method is quick and convenient

• 2D culture system cannot resemble

in vivo environment
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In Vivo Microglial Models

Labeling of Microglia

Visualization is an important way to study microglia

in vivo. Iba1 is a specific marker for microglia. Iba1-EGFP

transgenic mice use an Iba1 promoter fragment to control

the expression of fluorescent reporter genes, which can

effectively mark in vivo microglia [51]. The expression of

EGFP can be detected from embryonic day 10.5 (E10.5)

onwards, and strong EGFP signals appear in the yolk sac

and the CNS *E11.5. In recent years, Cx3cr1?/GFP

transgenic mice have also been widely used to investigate

the functions of microglia and other myeloid cells in the

CNS [52]. CX3CR1 is the receptor of fractalkine and has

been shown to be of great importance for the development

of the CNS. The Cx3cr1?/GFP mouse line knocks the

EGFP gene into the gene locus of Cx3cr1 and can strongly

label microglia. The colony-stimulating factor 1 receptor

(CSF1R), also known as macrophage colony-stimulating

factor receptor (MCSFR) and cluster of differentiation 115

(CD115), is a cell-surface protein encoded by the Csf1r

gene and plays a vital role in the development and

maintenance of macrophages. The ‘‘MacGreen’’ (Csf1r-

EGFP) mouse line, which uses the Csf1r gene promoter

element to control EGFP expression [53], as well as the

‘‘MacBlue’’ (Csf1r-Gal4VP16/UAS-ECFP) mouse line

[54], both can be used to label microglia in vivo. However,

whether it is IBA1, CX3CR1, or CSF1R, they are not

expressed exclusively in microglia. That means fluorescent

reporter genes are not only expressed in microglia but also

in other cells of the monophagocytic system [55].

TMEM119 is a newly identified microglia-specific marker

in both mice and humans [56]. It has better specificity to

target microglia. The Tmem119-EGFP mouse line was

generated and was shown to completely and faithfully label

parenchymal microglia rather than other brain macro-

phages [57], and Tmem119 mRNA is expressed throughout

microglial development. The Tmem119-EGFP line can be

used for early developmental studies of microglia.

Depletion of Microglia

The depletion of microglia is an effective model in which

to study the regulatory function and activity of microglia in

neurodevelopment. A model for knocking out microglia

in vivo is CSF1R-deficient (Csf1r-/-) mice [58]. microglia

of this mouse line are practically completely knocked out

during development, and these mice develop a disturbed

brain architecture during the post-natal period. But these

mice die a few weeks after birth. Surprisingly, it has been

reported that CSF1R is also expressed in some neurons and

has a protective effect on excitotoxic injury [59]. There-

fore, Csf1r-/- mice may not only be devoid of microglia,

but some neurons are also directly affected. The CD11b-

HSVTK transgenic mouse is another model for ablating

microglia [60]. CD11b is also known as ITGAM, aM

integrin, or complement receptor 3 (CR3), and is specif-

ically expressed in myeloid cells such as macrophages.

This model uses the CD11b promoter to control the

expression of herpes simplex virus thymidine kinase

(HSVTK) so that HSVTK is exclusively expressed by

microglia in the brain. Thymidine kinase can convert

ganciclovir (GCV) into a cytotoxic kinase that can cause

cell suicide. This means that ganciclovir exposure can

induce the suicide of HSVTK-expressing microglia in

CD11b-HSVTK transgenic mice. However, CD11b is also

expressed in the circulatory system. Systemic ganciclovir

administration can cause hematopoietic toxicity and lead to

fatal aplastic anemia, which should be prevented by

transplanting bone marrow cells from wild-type mice.

However, this bone marrow chimeric mouse needs to

receive whole-body radiation before transplantation, which

causes damage to the BBB [61], so this model may not

reflect the normal physiological state. One alternative

method of ganciclovir administration is by intraventricular

Table 1 continued

Name

(reference)

Process of induction Characteristics (including strength and

weakness)

Additional information

tMGs

(Claes et al.
2019 [43])

1. Differentiate hPSCs to

monocytes

2. Transdifferentiate mono-

cytes to tMGs

• Resemble primary human microglia

• Do not represent the ontogeny of

microglia

Cited in human-mouse microglial chimeras estab-

lished by Mancuso et al. 2019 [84] (from the same

lab)

Abbreviations: ESCs, embryonic stem cells; pMGLs, pluripotent stem cell-derived microglia-like cells; iHPCs, iPSC-derived human

hematopoietic progenitor cells; iMGLs, human microglia-like cells; iPS-HPCs, induced pluripotent stem cell-derived hematopoietic progenitor-

like cells; iPS-MG, induced pluripotent stem cell-derived microglia-like cells; iPSC-MG, induced pluripotent stem cell-derived microglia; hiMG,

human induced microglia-like cells; co-pMG, co-culture PSC microglia; pMacpre, PSC-derived macrophage precursors; pNeurons, PSC-derived

cortical neurons; oMG, organoid-grown microglia; EBs, embryoid bodies; YS-EBs, yolk sac embryoid bodies; PBMCs, peripheral blood

mononuclear cells; tMGs, transdifferentiated microglia-like cells.
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injection to achieve partial removal of microglia in the

cortex [62]. However, it should be noted that, as an

antiviral drug, ganciclovir itself has an effect on the

immune response. It has been shown to significantly inhibit

the proliferation and activity of microglia in certain

diseases, which may have an impact on microglial research

[63]. Another method of selectively depleting microglia

involves the use of DTR transgenic mice in which the

human diphtheria toxin receptor (DTR) is expressed under

the control of the CD11b promoter [64]. Localized

injection of diphtheria toxin into the mice selectively

ablates the microglia expressing human DTR. The number

of microglia decreases significantly 12–24 h after diphthe-

ria toxin treatment, but then gradually increases and returns

to control levels at 36 h. Besides, transgenic mice targeting

CD11c and PU.1 may be potential models for in vivo

microglial study [65, 66]. However, due to their limita-

tions, these models have not been widely used in the study

of microglia.

There are also methods of using drugs to knock out

microglia. Clodronate is such a drug which mediates

apoptosis, but itself cannot penetrate cell membranes. It

can be encapsulated in liposomes and then be engulfed by

phagocytes. Once engulfed, the liposomes degrade and

clodronate is released. This method was first used to

selectively delete macrophages [67] but has now been used

to deplete microglia. Clodronate liposomes are injected

directly into the lateral ventricle of late embryonic rats, or

clodronate liposomes are added to the culture medium of

brain slices in vitro [10, 68]. The knock-out rate of

microglia can reach 90% and 95%, respectively. CSF1R

inhibitors are novel choices which can effectively deplete

microglia in the CNS. PLX3397 is a small molecule

CSF1R inhibitor. By oral gavage for consecutive 21 days,

it can cross the mouse BBB and deplete *90% of

CD11b?CD45int microglia without significantly altering

the number of monocytes or macrophages [69]. PLX5622

is another CSF1R inhibitor. It can achieve acute and near-

complete microglial depletion within 3 days [70]. These

pharmacological approaches to specifically deplete micro-

glia have been used more commonly. It is worth noting

that, since CSF1R is also expressed by myeloid cells

including monocytes and macrophages, as CSF1R inhibi-

tors, PLX5622 and PLX3397, have off-target effects, not

only targeted on microglia.

Altering Gene Expression of Microglia

Alteration of gene expression in microglia in vivo is usually

achieved through the Cre-loxP recombinase system. Using

CD11b-Cre transgenic mice to hybridize with mice whose

target gene is marked by loxP sites, can specifically knock

out the target gene in cells expressing CD11b [71, 72].

Also, CD11c-Cre, Csf1r-iCre, Csf1r-Mer-iCre-Mer,

Cx3cr1Cre, and other transgenic mice may become poten-

tial research models for altering microglial gene expression

[73–75]. This technique of altering microglial gene expres-

sion has the same problem as microglial labeling and

knockout, that is, it is not specific to microglia. Besides,

approaches of genetic targeting, including the approaches

noted above, contain hidden risks. The integration process

of inserting or deleting sequences can cause unpre-

dictable consequences like mutations in coding regions

and altering the expression of other genes, affecting non-

coding genomic elements [76]. A 2016 paper identified the

Sall1CreER line as another specific genetic mouse line for

microglia-specific manipulation [77]. Sall1 was reported to

be critical in maintaining the microglial core signature. In

this mouse line, the Cre recombinase is under the control of

the Sall1 promoter and is expressed under tamoxifen

induction. It should be noted that although Sall1 is

expressed largely by microglia but not peripheral myeloid

cells or other adult CNS-resident cells, its expression can

be detected in liver, kidney, and neuronal and glial

progenitors in the CNS during embryogenesis. The

Tmem119-CreERT2 line was also established to control

gene expression in both adult and early postnatal microglia

[57]. This line has better specificity but the Cre activity of

this mouse line is still not 100% specific in microglia.

There is low Cre activity in the choroid plexus and blood

monocytes. Researchers have newly identified hex-

osaminidase subunit beta (Hexb) as a core gene stably

expressed by microglia both during homeostasis and

disease [78]. They applied CRISPR/Cas9 genome editing

to develop new transgenic mouse models for visualizing

and altering the gene expression of microglia under the

control of the Hexb promoter. These models can discrim-

inate microglia from CAMs at the genetic level and stably

monitor microglial behavior in vivo.

Recombinant viruses are important tools for manipulat-

ing gene expression in in vivo models and can achieve cell

type-specific gene expression regulation in a short time. In

neuroscience, viral targeting strategies have been success-

ful in neurons, astrocytes, and oligodendrocytes. Although

microglia are refractile to viruses, there have also been

numerous attempts to achieve the viral transduction of

microglia. Lentiviruses and adeno-associated viruses

(AAVs) are preferentially selected because they have low

immunogenicity. One study demonstrated that a capsid-

modified rAAV6 expresses the transgene under the control

of microglia-specific promoters (F4/80 or CD68) [79]. This

rAAV6 capsid variant has triple mutations (Y731F/Y705F/

T492V) which prevent proteasomal degradation when

AAV escapes the endosomal compartment and has high

tropism for monocytes. Researchers report a high trans-

duction efficiency in primary microglia, but low specificity
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when injected into the mouse brain. One approach for

enhancing viral selectivity toward a specific type of cell is

by posttranscriptional regulation. Via inserting comple-

mentary miRNA target sites into the transgene cassette,

transgene messenger RNA degrades specifically in cells

expressing the miRNA. It has been reported that murine

microglia lack microRNA-9 (miR-9) activity, whereas

most other cells with a neuroectodermal origin in the brain

express miR-9. Injection of miR-9-regulated lentivirus

vectors into the striatum of adult rats induces expression of

the GFP reporter gene mainly in ramified microglia [80],

75% of GFP-expressing cells co-label with the microglial

marker IBA1. In general, it is still difficult to achieve high

efficiency and high specificity for microglial transduction

in vivo and available approaches are very limited. As a type

of immune cell, the resistance to virus infection of

microglia may be due to their functions of detecting,

engulfing, and destroying pathogens similar to macro-

phages [81]. Better viral vectors need to be designed so that

can be used efficiently in microglial transduction.

Human-Mouse Chimeric Model

For a long time, there has been no experimental platform

for systematic research and analysis of human microglia

in vivo. The human-mouse microglial chimeric model

emerged and has become an alternative solution (Fig. 1E).

In 2019, Mathew Blurton-Jones’s lab improved a chimeric

method to study human microglia based on their previous

study [82]. They used MITRG humanized immunodeficient

mice to establish this chimeric model. This mouse line was

constructed by knocking the genes of humanized M-CSFh,

IL-3/GM-CSFh, and TPOh into BRG (Balb/c Rag2-/--

Il2rg-/-) immunodeficient mice through homologous

recombination technology [83]. Since the survival of

microglia is CSF1R signal-dependent, xenotransplantation

of iPSC-derived iHPCs into the early postnatal brain of this

MITRG mouse can cause their environment-dependent

differentiation into microglia. They showed that the

expression of hCSF2 (hGM-CSF) and hTPO are not

necessary for xenotransplanted microglia (xMG); hCSF1

is both necessary and sufficient to enable long-term

survival of xMG in the mouse brain. These xMGs have

the transcriptome characteristics of human microglia

in vivo and are responsive to both acute and chronic

injuries. But a small population of the transplanted iHPCs

was found to differentiate into other CNS macrophages. At

a similar time, Bart De Strooper’s lab also reported a

chimeric model established by using other types of human

cells and mouse lines [84]. hESCs were differentiated into

microglia first before being transplanted. And the recipient

Rag2-/-Il2rc-/-hCSF1KI mice (hCSF1KI) were pretreated

with the CSF1R inhibitor BLZ945 to remove nearly half of

the host microglia. Although most transplanted cells of this

chimeric model mimic primary human microglia at the

transcriptome level, some cells also showed a CAM

expression profile. The hPSC-derived microglial chimeric

mouse brain model developed by Peng Jiang’s lab is also

based on the human CSF1 knock-in mouse line [85]. The

transplanted cells are hPSC-derived primitive macrophage

progenitors (PMPs). They tracked these engrafted cells for

a longer time of 6 months. The vast majority of hPSC-

derived PMPs differentiated into microglia and a relatively

small population developed into CAMs or remained as

progenitors. hPSC-derived microglia showed gradual mat-

uration in a spatiotemporal manner. Rudolf Jaenisch’s lab

used NSG mice (NOD scid gamma mice), NSG-T mice

(NSG mice carrying the humanized IL3, SCF, and GM-

CSF genes; NSG-triples), and NSG-Q mice (NSG-T mice

also carrying the humanized CSF1 gene; NSG-quads) as

recipients of their chimeric model [86]. And they also

confirmed that human CSF1 is crucial for the survival and

integration of transplanted human cells. The donor cells

they used were hiPSC-derived iMPs (induced microglial

precursors) or iMGs (induced microglia-like cells) which

carry a GFP reporter for tracking. They found that iMPs

more efficiently integrate into the mouse brain than iMGs.

They explored the maturation process of transplanted

iMPs. But they did not mention whether transplanted iMPs

differentiated into other CNS macrophages. In summary,

human-mouse chimeric models are new and potential tools

for detecting the in vivo function of patient-derived or

specific genetically modified microglia.

Replacement of Microglia

As shown above, the genetic manipulation of microglia has

great limitations. Some scholars believe that exogenous

microglial replacement may be an effective solution to this

problem and a potential clinical treatment strategy. Varvel

et al. established an irradiation-independent microglial

replacement system via intracerebroventricular GCV treat-

ment for 2 weeks in CD11b-HSVTK transgenic mice and

assessed the peripheral origin of engrafted cells [87]. But in

their further study, this model failed in AD therapy [88].

This raised the problem that whether myeloid-derived

microglial replacement is not an effective therapeutic

approach or whether those replaced microglia are exclu-

sively from the bloodstream. Parabiosis is a surgical union

of two organisms allowing sharing of the blood circulation

[89]. Ajami et al. established a mouse blood-chimeric

model by joining GFP-expressing transgenic mice and

C57BL/6 wild-type mice in parabiosis [90]. They showed

that the replacement of microglia by circulating precursors

cannot be induced under physiological conditions. Huang

et al. further validated that BBB disruption is not a
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sufficient prerequisite for blood cells differentiating into

microglia and repopulated microglia are derived from

residual microglia by using the symbiotic mouse model

[91]. Another method of microglial replacement is through

bone marrow transplantation (BMT). Derecki et al. trans-

planted wild-type bone marrow into a lethally irradiated

mouse model of Rett syndrome that resulted in engraftment

of bone-marrow-derived microglia-like myeloid cells into

brain parenchyma and helped to keep the disease from

developing [92]. But a validation study does not support

BMT-derived microglial replacement as therapy for Rett

syndrome [93]. Although attempts to replace microglia are

less successful in the treatment of diseases, researchers are

still trying. Recently, Xu et al. developed three improved

strategies and named them microglial replacement by bone

marrow transplantation (mrBMT), microglial replacement

by peripheral blood (mrPB), and microglial replacement by

microglial transplantation (mrMT), which can effectively

increase the replacement rate of microglia [94] (Fig. 1F).

The prerequisite for the successful replacement of micro-

glia is to make a microglia-free niche. The strategies in this

study were to utilize the CSF1R inhibitor PLX5622 before

giving 9 Gy whole-body irradiation (WBI) treatment.

Because CSF1R is essential for microglial survival, two-

week administration of PLX5622 can fully deplete CNS-

resident microglia. mrBMT and mrPB can replace micro-

glia-like cells at the CNS-wide scale, and the replacement

rate can reach 92% and 80%, respectively. However,

transcriptome analysis showed that the microglia-like cells

derived from these two methods exhibited characteristics

closer to those of macrophages. mrMT can replace

endogenous microglia with exogenous microglia in specific

brain regions of interest, with a local replacement rate of

[50%. Transcriptome analysis shows that mrMT cells

retain microglia-like characteristics. The researchers tested

replacement cells of these 3 strategies by intraperitoneal

injection of lipopolysaccharide and confirmed that these

cells retain the environmental surveillance function as

CNS-resident immune cells. But no other functions of

microglia were tested. And the researchers did not test the

therapeutic potentials on diseases. The clinical application

of microglial replacement may still have a long way to go.

Tools for Microglial Studies

Single-Cell Techniques

Microglia participate in a wide range of physiological and

pathological processes in the brain. From development to

aging, from homeostasis to disease, microglia are highly

heterogeneous. It is thought that different subpopulations

of microglia may play a role in different events, and the

expression profile of microglia also changes in different

responses. However, in the past, the classification of

microglia was relatively simple, mainly based on their

morphology, density, surface marker expression, and

electrophysiological characteristics. Single-cell RNA

sequencing (scRNA-seq) is a technology that has devel-

oped rapidly in recent years. It can analyze the complex

heterogeneity of cell populations by accurately identifying

single cells and labeling them. This method prevents the

biologically relevant signals of a single cell from being

obscured by the average measurement data of a large

number of cells. Single-cell transcriptome sequencing of

brain tissues from different regions, different developmen-

tal stages, and different physiological and pathological

characteristics can obtain spatio-temporal specific and

disease-related expression profiles of microglia, helping

to describe the development, migration, and response

processes of microglia, and may discover new subtypes of

microglia [95]. The discovery of new biomarkers, such as

the Hexb gene noted above, also benefited from the use of

massively parallel single-cell sequencing technology [78].

Single-cell sequencing can be used not only for transcrip-

tome analysis but also for studying epigenetic modifica-

tions and protein-protein interactions. The problem with

this technique is that a single cell suspension is needed

first. For tissue cells, the cell state and acute expression

may change due to environmental changes and cell damage

caused by the process of cell dissociation. And fresh human

brain tissue is difficult to obtain. Single-nucleus RNA

sequencing (snRNA-seq) is an alternative to scRNA-seq as

it allows transcriptomic profiling of frozen human brain

tissue. Studies have used snRNA-seq to assess changes in

expression in multiple cell lineages from frozen post-

mortem brain tissue of multiple sclerosis (MS) and AD and

found transcriptomic changes in the microglia in these

diseases [96, 97]. Gerrits et al. compared cellular versus

nuclear transcriptomes from fresh and frozen human brain

samples and demonstrated that microglial nuclear RNAs

obtained from CNS tissue are a reliable proxy for

microglial gene expression [98]. But Thrupp et al. put

forward that snRNA-seq is not suitable for the detection of

microglial activation genes in human frozen biopsy tissues

[99]. They demonstrated that although there are only a

small set of genes (1.1% of the gene population) is depleted

in nuclei relative to cells in human microglia by using

snRNA and scRNA sequencing, this population is enriched

for microglial activation genes. Further improvements in

snRNA-seq library preparation may possibly acquire better

sensitivity and resolution of the nuclear transcriptome.

Another emerging single-cell technology is cytometry

by time-of-flight mass spectrometry (CyTOF) [100]. This

is a revolutionary technology merging conventional flow

cytometry and mass spectrometry with more than 50
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different surface markers, which can deeply profile the

immune phenotype of small samples at the single-cell

level. Böttcher et al. used this method to simultaneously

measure multiple samples from different donors and brain

regions, and compare them with cells from other compart-

ments at the same time to study the heterogeneity of

microglia [101]. This single-cell technique can help

establish a more comprehensive molecular view of

microglia, making it possible to identify novel markers,

pathways, and regulators that are critical to their develop-

ment, health, and disease. Moreover, by a combination of

scRNA-seq with CyTOF, Sankowski et al. identified

diverse functional states of human microglia and demon-

strated microglial spatial diversity during homeostasis and

disease [102].

While scRNA-seq and CyTOF give a comprehensive

molecular characterization of a population of cells, they do

not provide the in situ spatial information of the brain

during homeostasis and disease progression. Both changes

in molecular profiling and morphological transformations

serve as a read-out of microglial functional changes.

Salamanca et al. developed an automated pipeline named

Microglia and Immune Cells Morphologies Analyser and

Classifier (MIC-MAC) [103]. It specializes in accurately

reconstructing and classifying 3D microglial morphologies

at the single-cell level in more complex human postmortem

samples. In the future, by combining this unbiased high-

throughput imaging technology with other single-cell

technologies, the spatial information of heterogenous

microglia in health and disease can be more enriched.

In Vivo Imaging Techniques

Live imaging can help to elucidate the precise functions

and responses of cells in vivo. Transcranial two-photon

imaging of GFP-labeled microglia reveals their rapid

dynamics and response to traumatic injuries in the mouse

brain [104]. Wu’s lab has further revealed that the

mechanism of microglia-neuron communication depends

on neuronal NMDA receptors and microglial P2Y12

receptors through two-photon time-lapse imaging tech-

niques [105]. They also documented a daily rearrangement

of the microglial landscape using chronic in vivo two-

photon imaging and show that the microglial landscape can

be modulated by various pathological states [106]. A recent

study identified an interaction site between microglial

processes and neuronal cell bodies by in vivo two-photon

imaging [107]. Combined with STORM super-resolution

microscopy, high-resolution electron tomography, and

other techniques, they further discovered that microglia-

neuron junctions have a specialized nanoarchitecture

optimized for purinergic signaling. Three-photon imaging

is a revolutionary non-invasive method for investigating

deep brain structures in live and behaving animals [108]. It

can be a potential tool for in vivo imaging of subcortical

microglia within an intact mouse brain.

Calcium imaging is an method based on calcium shifts

operated by different intracellular and extracellular mech-

anisms [109]. It has been widely used in studies in various

brain cells. However, the knowledge about in vivo calcium

signaling in microglia has been lacking since microglia

largely resist attempts of in vivo labeling that are routinely

used for in vivo calcium imaging of other cell types [110].

Tvrdik et al. used a Cre-dependent conditional mouse

reporter of calcium, which facilitates the deployment of

genetically encoded calcium indicators, to cross with the

Iba1(Aif1)-IRES-Cre mouse line [111]. Microglial calcium

signals have been recorded through high-speed intravital

two-photon laser scanning microscopy. This method effec-

tively reflects changes in the intracellular free calcium

concentration in large microglial cell populations.

Studies on human in vivo microglia have mainly been

carried out by in vivo imaging. Activated microglia express

a series of pro-inflammatory cytokines and certain recep-

tors on their surface, including the 18 kDa translocator

protein (TSPO), which has been identified as the periph-

eral-type benzodiazepine receptor (PBR). In mammalian

brains, the expression of TSPO turns out to be very low.

However, under conditions of local inflammatory

responses caused by brain injuries, neoplasms, or infec-

tions, the expression of TSPO appears to be upregulated.

This makes TSPO a potentially ideal and sensitive

biomarker of brain injury. Therefore, translocator protein

positron emission tomography (TSPO-PET) imaging has

been developed and widely used to track microglial

activation. Positive signals can be found in the early stages

in patients with AD and other psychoses [112]. However,

translocator protein is not expressed in microglia exclu-

sively but also in reactive astrocytes and other proliferating

cells. This has led to the development of numerous second-

generation TSPO ligands such as the radioligand

[11C]PBR28 [113]. The total gray matter [11C]PBR28

binding ratio is used as a marker of microglial activity.

[11C]PBR28 combined with PET imaging technology

shows improved affinity and nonspecific binding

properties.

Outlook

There are many classic and emerging research tools and

technologies in the field of microglial research. In addition

to rodents, animal models used to study microglia include

non-human primates, other mammals, zebrafish, chickens,

and Drosophila [114–117]. Human microglia have some

basic similarities to their animal counterparts. For instance,

they have some similar protein expression, such as IBA-1,
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transcription factor PU.1, adaptor protein DAP12, and

M-CSF receptor. But microglia of these animal models,

including rodent models, have some properties of their

own, and human microglia differ from these animals in

many ways. For example, in vitro cultures of primary

mouse microglia do not adhere to the wall but on the upper

layer of astrocytes, while human primary microglia directly

adhere to the surface of the culture dish [25, 32]. The

proliferation of rodent microglia cultured in vitro is also

inconsistent compared to humans, and evaluating the

proliferation of human microglia in vivo is more compli-

cated [20]. Due to biochemical differences, microglia in

rodents and humans have different responses to drugs. In

certain cases, the effects of drugs may even be in opposite

directions. Taking valproic acid (VPA), a neuroactive drug

clinically used to treat bipolar disorder and epilepsy, as an

example, rodent studies have found that VPA selectively

kills microglia through a caspase-3-dependent mechanism,

while primary microglia in humans fail to activate caspase

3 or induce apoptosis. VPA can also increase the phago-

cytosis of rodent microglia, but it inhibits the phagocytic

capacity of human primary microglia [118, 119]. A cross-

species single-cell analysis revealed that human microglia

exhibit significant heterogeneity compared to all other

mammals, including primates [117]. The origin of micro-

glia in different species is not unique as well. In mice,

microglia are derived from primitive macrophages ema-

nating from the embryonic yolk sac during development

and sustain the microglial population locally by self-

renewal [8, 120]. Zebrafish embryonic microglia initiate

from the rostral blood island, which is similar to the yolk

sac, while adult microglia in zebrafish arise from the

ventral wall of the dorsal aorta [121]. Human hematopoi-

esis also starts in the yolk sac [122]. And human microglia

originate similar to their rodent counterparts [123]. There-

fore, it is very important and challenging to choose

appropriate research tools and to improve the existing

animal models. Only then the research results in alternative

models can be translated into humans and even applied to

clinical practice.

The patient-derived iMGL is an emerging tool with

great potential to study the pathogenesis and therapeutic

targets of microglia-related CNS diseases. Microglial

markers and morphological identification, phagocytosis

assay, migration assay, and cytokine and chemokine profile

analysis are traditional experiments for microglial identi-

fication. But these methods are not precise enough at the

transcriptome level and mainly target the inflammatory

response function of microglia. Transcriptomic analysis,

especially single-cell techniques, can better identify and

analyze the microglia in different states. The iMGL models

have been used to study mental illnesses such as

schizophrenia and AD. It has been found that the abnormal

engulfment and increased inflammatory responses of brain

microglia may be the cause of various mental illnesses

[18, 35]. But patient-derived iMGLs under traditional 2D

culture are immature and can only represent embryonic

microglia. The microglia-containing brain organoid and

human-mouse microglial chimeric models can partially

solve this problem by providing an environment that

complex cell-to-cell or cell-matrix interactions exist. The

3D and in vivo models are becoming superior tools to study

microglia in human CNS diseases [35, 50, 82, 84–86].

To study the origin and development of microglia, the

role and mechanism of microglia in normal physiology and

disease, the ultimate target is to carry out microglia-related

drug development and clinical treatment. Eliminating the

genetically defective microglia and transplanting geneti-

cally modified microglia is a possible direction for the

treatment of microglia-related CNS diseases. Efficient

microglial replacement has been achieved in mouse models

though there is still a long way to go before it can be

applied to humans. Metachromatic leukodystrophy (MLD)

is a neurodegenerative lysosomal storage disease (LSD). A

phase I/II clinical trial for MLD patients has shown that

after transplantation of the genetically modified hematopoi-

etic stem cells into the patients’ CNS, these HSCs

differentiate into microglia and then delay disease progress

[124]. Microglial replacement has also been exploited to

deliver therapeutics to X-linked adrenoleukodystrophy (X-

ALD) and mucopolysaccharidosis (MPS) [125]. Transdif-

ferentiation is another possible option. The approaches of

converting glial cells like astrocytes into neurons of

different subtypes in vivo have been achieved and have

become a potential treatment option for some neurodegen-

erative diseases [126, 127]. When nerve injury occurs,

innate microglia can rapidly multiply and recruit to the

injury site. Based on these properties of microglia, if

transdifferentiation of microglia into functional neurons

in vivo could be realized, it would be a potential direction

for the treatment of neurological damage and neurodegen-

erative diseases in the future.

Auxiliary tools for microglial research include mito-

chondrial energy metabolism analysis, genomic, pro-

teomic, expression profile analysis, chemogenetic and

optogenetic tools, electrophysiological recording, and

behavioral analysis. Electrophysiological behaviors of

microglia have been described both in cultured primary

microglia and in situ microglia in acutely isolated brain

slices [128, 129]. The ramified in situ microglia are distinct

from their cultured counterparts. Even in the same acute

cerebral slices from an AD mouse model, microglia show

plaque-associated electrophysiological heterogeneity

[130]. Chemogenetic and optogenetic tools are highly

prevalent in neuronal studies. But these techniques have

not been widely applied to microglia, perhaps due to
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microglial resistance to viral vectors. Recently, Yi et al.

used transgenic mice to enable selective expression of

inhibitory Designer Receptors Exclusively Activated by

Designer Drugs (Gi DREADD) in microglia [131]. This

chemogenetic approach in microglia can inhibit neuroin-

flammation and neuropathic pain in mice. In the future,

with the development of effective targeting strategies for

microglia, opto/chemogenetic tools could be broadly used

in microglial research. Combination of RNAseq profiling,

in situ hybridization, or mass cytometry together with high-

throughput imaging technologies can help to enrich the

spatial information of heterogenous microglia at the single-

cell level. Studies of microglia can also benefit from

various interdisciplinary approaches, like physics, mathe-

matics, chemistry, information science, and artificial intel-

ligence, to help develop new technologies, models, and

tools. We expect significant progress and breakthroughs

will be made in the field of microglial research in the near

future.
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Dear Editor,

Gaucher disease (GD) is the most common lysosomal

storage disease (LSD) caused by an insufficiency of the

lysosomal enzyme glucocerebrosidase (GCase) [1]. GCase

insufficiency produces the excessive lysosomal accumula-

tion of unmetabolized glycolipid substrates including

glucosylceramide (GlcCer), leading to the disruption of

the structure and function of tissues and organs, including

the blood system, viscera, brain, bones, and cartilage. GD

was initially classified into 1–3 types based on the variation

of severity and progression in neuropathic manifestation,

which is early onset, most severe and acute in type 2, later

onset and chronic in type 3, and not obvious in type 1.

However, accumulating evidence has shown that type 1

GD is clearly associated with Parkinson’s disease and

related synucleinopathies [1]. Currently, there are multiple

available ways of treating GD patients, including enzyme

replacement therapy, substrate reduction therapy, and

pharmacological chaperone therapy [2]. However, the

therapeutic effect of these approaches used either alone

or in combination in GD patients is unsatisfactory. New

drug candidates have been studied for a long time in order

to develop promising therapeutic approaches to benefit GD

patients, especially those with pathological features in the

central nervous system.

The pathogenesis of GD involves autophagy-lysosome

pathway (ALP) defect [3]; besides, hyperactivity of the

mammalian target of rapamycin complex 1 (mTORC1) has

been found in GD neurons derived from induced pluripo-

tent stem cells (iPSC), and pharmacological inhibition of

glucosylceramide synthase enzyme to reduce the accumu-

lation of unmetabolized substrates of GCase reverses

mTORC1 hyperactivity [4]. Moreover, lysosomal accumu-

lation of unmetabolized glycolipid substrates produces

overload and dysfunction of lysosomes, reduces the

efficiency of lysosomal digestion and recycling as well as

the efficiency of lysosomal fusion with autophagosomes,

affects the upstream of ALP, and even may prevent

lysosome reformation, resulting in further impairment of

the clearance or recycling of metabolic wastes and forming

a vicious cycle. Indeed, more and more defects in the ALP

have been uncovered in the cells of GD patients and animal

models as well as GD cell models. Besides digesting or

recycling cellular wastes, lysosomes in virtually all cell

types can undergo exocytosis or secretion as a secretory

compartment to release intraluminal content and exchange

membrane components with the plasma membrane (PM).

And facilitation of lysosomal exocytosis can ameliorate the

excessive lysosomal accumulation of unmetabolized
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cellular materials in many LSDs with neuropathological

changes and neural symptoms [5].

Phosphatidylinositols and their metabolizing enzymes

are involved in a variety of membrane trafficking between

different cellular compartments in all cell types, particu-

larly, phosphatidylinositol-4 phosphate (PI4P) is involved

in autophagolysosome formation. Four types of phos-

phatidylinositol-4 kinase (PI4K) generate PI4P at different

compartments: PI4KIIa, PI4KIIb, and PI4KIIIb produce

PI4P in the Golgi apparatus, whereas PI4KIIIa generates

PI4P and tightly controls its level at the PM [6, 7]. Of

particular relevance here, we previously reported that

phenylarsine oxide (PAO), an inhibitor of PI4KIIIa [8],

facilitates the exocytosis of Lyso-Tracker-labeled granules

and the release of ATP from cultured microglia [9], and

facilitates the cellular secretion of Ab42 from Ab42- or

APP-expressing cells or tissue in association with a

reduction of intraneuronal accumulation of Ab42, indicat-

ing that the inhibition of PI4KIIIa is a potential solution for

the cellular accumulation of lysosomes with unmetabolized

substrates in cells.

In this study, we investigated the effects of chemical and

genetic inhibition of PI4KIIIa on the impairment of ALP

and cellular accumulation of glycolipids in SH-SY5Y cells,

which were treated with Conduritol B epoxide (CBE), an

irreversible inhibitor of GCase [10]. We found that

inhibition of PI4KIIIa had therapeutic effects on CBE-

treated cells, including activation of the ALP, and the

amelioration of cell death, cellular accumulation of gly-

colipids, and overloading of lysosomes, indicating that

PI4KIIIa may be a potential therapeutic target and its

inhibitors be therapeutic chemicals for treating GD, and

presumably for other lyososomal storage disorders and

other neurodegenerative diseases.

CBE is frequently applied to cultured cells and animals

for generating in vitro and in vivo models of GD. To reveal

the proper concentration of CBE for studying the effect of

GCase insufficiency-induced impairment in neuronal cells,

we examined the viability of SH-SY5Y cells treated at

different concentrations of CBE for 48 h. As shown in

Fig. 1A, CBE reduced the cell viability in a dosage-

dependent manner, and the reduction became significant

when the concentration of CBE was at and above 100

lmol/L. Then 100 lmol/L was chosen for inhibiting GCase

in the following experiments.

Next, we examined the effect of PAO at different

concentrations on the viability of CBE-treated SH-SY5Y

cells. After CBE treatment for 24 h and followed by

starvation treatment [removal of fetal bovine serum (FBS)

from the culture medium] for 24 h, PAO was applied to the

culture medium at different concentrations and co-incu-

bated with CBE for 24 h. Then, cells were fixed for the

examination of viability with MTT assays. PAO at 25

nmol/L and above increased the viability (Fig. 1B). To

further determine the protective effect of PAO, we

examined the permeability to propidium iodide (PI) in

CBE-treated cells with and without PAO treatment.

Consistently, the ratios of PI-positive cells in 25 nmol/L

to 75 nmol/L PAO-treated groups significantly decreased

when compared to the non-treated group (Fig. 1C, D).

These data demonstrated that PAO protects neuronal cells

from GCase insufficiency-induced death.

The cells with GCase deficiency typically accumulate

unmetabolized glycolipids and lysosomes [1]. To further

investigate the therapeutic effects of PAO on CBE-treated

SH-SY5Y cells, we incubated control and CBE-treated SH-

SY5Y cells with Lyso-Tracker Red DND-99 for 30 min,

then the culture medium was replaced with fresh medium

containing PAO at the concentrations of 0, 50, or 75 nmol/

L for 10 min. In comparison with control, 100 lmol/L CBE

treatment dramatically increased the Lyso-Tracker signal

in cells, indicating accumulation or enlargement of lyso-

somes, and PAO at both concentrations greatly restored

this alteration (Fig. 1E, F). We next tested whether this

effect of PAO was associated with a corresponding change

in the cellular accumulation of glycolipids. We measured

the levels of a series of GlcCer species in cells and the

culture medium by LC-MS/MS. CBE treatment for 48 h

remarkably increased the level of each GlcCer in cells,

with a concomitant decrease in the level of each GlcCer in

the culture medium (Fig. 1G, H). Application of PAO at 50

nmol/L for 24 h reversed the CBE-induced change of

glycolipids in both cells and extracellular spaces (Fig. 1G,

H). These results indicated that PAO removed the cellular

accumulation of glycolipids and lysosomes, and restored

cFig. 1 PAO protects SH-SY5Y cells from CBE-induced cell death

and reduces the pathological accumulation of glycolipids and

lysosomes in CBE-treated SH-SY5Y cells. A The viability of SH-

SY5Y cells treated with CBE at various concentrations. Data are

normalized to control, n = 5 per group, **P \0.001, ***P \0.0001

versus control. One-way ANOVA followed by Dunnett’s test, if not

specifically indicated. B The effect of PAO at different concentrations

on the CBE-induced reduction of viability in SH-SY5Y cells. Data are

normalized to control. n = 5 per group, ###P\0.0001 versus control,

**P\0.001 and ***P\0.0001 versus 100 lmol/L CBE-treated alone

in B. C Representative DAPI and PI staining for the nucleus and cell

death respectively. Scale bar, 100 lm; n = 3 per group. D Normalized

PI staining. n = 3 per group. ###P\0.0001 versus control, *P\0.05,

**P\0.001, ***P\0.0001 versus 100 lmol/L CBE-treated alone. E,
F Representative images and normalization of Lyso-Tracker labeling

in control and CBE-treated SH-SY5Y cells with or without 10 min

PAO treatment. n = 5, ##P \0.001 versus control, **P \0.001 and

***P\0.0001 versus 100 lmol/L CBE-treated alone. Scale bars, 50

lm. G, H The levels of GlcCer species from cell lysis (G) and culture

medium (H) measured by LC-MS/MS. n = 3. Data were analyzed

with two-way ANOVA with Turkey’s multiple comparison. Data are

presented as the mean ± SEM.
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the morphological change in lysosomes in GD cell models

by facilitating the lysosome-mediated secretion of glycol-

ipids, confirming the previous report that PAO facilitates

lysosomal exocytosis [9] and the facilitation of lysosomal

exocytosis can promote clearance of unmetabolized sub-

strates and restore the pathological changes in LSD cells

[5].

To test whether the effect of PAO on lysosomal

alteration in CBE-treated cells is associated with a

restoration of autophagic flux, we incubated control and

CBE-treated SH-SY5Y cells with PAO at different con-

centrations or rapamycin for 24 h, and then analyzed the

most widely used autophagy biomarkers LC3B and p62 by

either western blot or immunostaining. The representative

immunoblots and normalized quantifications of LC3B and

p62 are shown in Fig. 2A–C. Indeed, application of PAO

remarkably increased the level of LC3B with a concomi-

tant dramatic decrease in p62 in a dosage-dependent

manner, which was comparable to the effect of rapamycin

(the well-known activator of ALP) on both proteins.

Consistently, similar effects of PAO on L3CB and p62 in

CBE-treated cells were visualized by immunostaining

(Fig. 2D). These results indicate that PAO did restore the

autophagic flux in CBE-treated cells.

To further test that the therapeutic effects of PAO on

GCase deficiency-caused pathological changes could be

ascribed to the activation of ALP, we examined whether

the protective effect of PAO on CBE-treated cells could be

abolished by Bafilomycin A1 (Baf-A1), a specific inhibitor

of vacuolar H?-ATPase (V-ATPase), which blocks

autophagosome-lysosome fusion and inhibits acidification

and substrate degradation in lysosomes. MTT assay results

manifested that the cell protective effect of PAO was

reversed by Baf-A1 (Fig. 2E).

To test whether PAO produced the foregoing protective

effect against GCase deficiency via inhibiting PI4KIIIa, we

generated three recombinant lentiviral vectors that

expressed three different double-strand RNAs to specifi-

cally knockdown the mRNA of PI4Ka (encoding

PI4KIIIa). As shown in Fig. 2F and 2G, all of the three

vectors reduced the amount of PI4KIIIa protein in SH-

SY5Y cells. Then, we infected cells with control or

targeting vectors, followed by vehicle- or CBE-treatment

for 48 h. We found that knockdown of PI4KIIIa increased

the level of LC3B (Fig. 2H, I), but reduced the cellular

accumulation of lysosomes in both vehicle- and CBE-

treated cells (Fig. 2J, K). Thus, reduction of PI4KIIIa
expression mimicked the effect of PAO in terms of

activating ALP in cells with GCase insufficiency.

Previously we reported that inhibition of PI4KIIIa by

PAO facilitates lysosome exocytosis in glial cells [9] and

now we found that down-regulation of PI4KIIIa restored

the cellular pathological changes in neuronal cells with

GCase deficiency via facilitating lysosome exocytosis and

activating autophagic flux. Both together indicate that

PI4KIIIa and its inhibitors might be a potential new

therapeutic target and compounds respectively for treating

GD. The exact mechanism of how inhibition of PI4KIIIa
facilitates lysosome exocytosis is unknown. PAO and

PI4Ka knockdown could have biased the conversion of

phosphatidylinositol into PI3P and PI(3,5)P2, in turn

upregulated the activation of TRPML1 (the principal

Ca2? channel mediating lysosomal exocytosis), and there-

fore ameliorated lysosomal accumulation of the unmetab-

olized substrates and alteration of lysosomes. On the other

hand, PAO and PI4Ka knockdown could have simultane-

ously reduced the levels of PI(4,5)P2 and PI(3,4,5)P3 at the

PM, then the activity of the Akt-mTOR pathway, leading to

the disinhibition of autophagy and the restoral of

autophagy flux and the ALP in CBE-treated cells.

The ALP and lysosomes are involved in a variety of

cellular activities. Accumulating evidence demonstrates

that in addition to regulating the final steps of catabolic

processes, lysosomes are essential up-stream modulators of

autophagy and other pathways implicating lysosome

[11, 12]. Therefore, lysosomal dysfunction or alteration

has a profound impact on cell homeostasis, resulting in

manifold pathological situations, including neurodegener-

ation, cancer, infectious diseases, inflammation, and aging,

in addition to LSD. Aged cells and cells with either LSD or

neurodegeneration display blockade of ALP flux [13]. By

facilitating lysosomal exocytosis and restoring ALP to

relieve the block of autophagic flux, inhibition of PI4KIIIa
may provide a common therapeutic approach for treating

LSD and neurodegenerative diseases via removal of

b Fig. 2 PAO activates ALP, the protective effect of PAO is blocked

by Baf-A1, and knockdown of PI4Ka reduces the accumulation of

lysosomes in CBE-treated SH-SY5Y cells. A–C Representative

immunoblots (A) and quantification (B and C) of the expression of

LC3B and p62 in cells under different conditions. n = 5, #P \0.05

versus control, *P \0.05, **P \0.001 versus 100 lmol/L CBE-

treated alone. D Representative images of LC3B and p62 immunos-

taining in cells under different conditions. Scale bar, 50 lm. E SH-

SY5Y cells incubated with 100 lmol/L CBE for 48 h and then co-

incubated with or without PAO or 50 nmol/L Baf-A1 for another 24 h,

normalized to control. n = 5, data are presented as the mean ± SEM.
###P \0.0001 versus control, **P \0.001 versus 100 lmol/L CBE-

treated alone. F, G Representative and quantification of the expres-

sion level of PI4KIIIa protein in cells with control (sh-control) or

PI4Ka-targeting vectors (sh1-PI4Ka, sh2-PI4Ka and sh3-PI4Ka)

expressing double-stranded RNAs against the mRNA of PI4Ka. H, I
Representative and normalization of LC3B protein levels in cells with

control or PI4Ka-targeting vectors, and without [H(a) and I(a)] or

with [H(b) and I(b)] CBE treatment. n = 5, *P \0.05 versus sh-

control group. J, K Representative images and normalization of Lyso-

Tracker labeling in cells with or without CBE treatment, which were

infected by either sh-control or sh1-PI4Ka (GFP). n = 5, mean ±

SEM, ***P\0.0001. Scale bar, 50 lm.
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excessive metabolic wastes and damaged organelles. It is

noteworthy that partial inhibition of PI4KIIIa could be

therapeutically useful for the treatment of GD and other

disorders while full inhibition of PI4KIIIa might trigger

cell senescence and/or cell death [14].

In conclusion, we demonstrated that PAO, an inhibitor

of PI4KIIIa produced protective effects on CBE-treated

SH-SY5Y cell models with activation of ALP and lysoso-

mal exocytosis, and reduction of the accumulation of

substrates and lysosomes. In addition, our data indicate that

knocking down PI4Ka mimicked the effects of PAO.

Therefore, the evidence above suggests that down-regula-

tion or inhibition of PI4KIIIa can be regarded as a potential

therapeutic strategy for GD and other LSDs.
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Dear Editor,

Autism spectrum disorders (ASDs) are neurodevelopmen-

tal disorders with phenotypic and genetic heterogeneity,

and are among the most heritable of neurodevelopmental

disorders [1]. Rare single nucleotide variants (SNVs) of

genes and/or rare copy number variants (CNVs) involving

gene variants and/or genomic imbalances play an important

role in ASD, but their molecular pathogenic mechanisms

remain indistinct [2]. Over the decades, genetic and

neurobiological studies mainly involving severe ASD

comorbid with intellectual disability (ID) or developmental

delay (DD) have indicated that loss of function affects

neural development [3].

GABAergic signaling and impaired GABAA receptor

function may contribute to the pathogenesis of multiple

neuropsychiatric disorders including ASD [4]. Phospholi-

pase C-like 1 (PLCL1), also named phospholipase C

(PLC)-related inactive protein type 1 (PRIP-1), plays a

central role in controlling GABAA receptor phospho-

dependent modulation, and therefore, the efficacy of

synaptic inhibition mediated by these receptors [5]. Several

studies have focused on the mouse PLCL1 loss-of-function

models. The Plcl1-/- mice exhibit altered behaviors

including frequent ambulation and impaired motor coordi-

nation [6], or show an epileptic phenotype [7]. While in

double knockout of Plcl1 and Plcl2 (compensatory to Plcl1

function) mice, orofacial movements are affected; includ-

ing reduced vertical jaw movements, tongue protrusions

and movements of the head and vibrissae [8]. In humans, a

pediatric specific Phenome-Wide Association Study

revealed that one single nucleotide polymorphism

(rs1595825) in PLCL1 intron 1 is associated with devel-

opmental delays of speech and language [9]. Despite the

relevant studies on animal models and human, the role of

PLCL1 in neural development, particularly, whether ASD

patients have rare PLCL1 variants, and whether these

variants have harmful effects that may be associated with

the development of ASD remains unknown.

To identify rare variants of the PLCL1 gene in ASD, we

first screened 437 American patients with ASD using array

comparative genomic hybridization (array CGH), and

identified 35 pathogenic CNVs (supplementary materials

and methods). Among them, a 542,605 bp microdeletion

(542 kb deletion) located in chromosome 2q33.1 was
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identified in one of the 437 patients (Table S1), which

covers the exons 2–6 of the PLCL1 gene, LOC101927619

(long intragenic non-protein coding RNA 1923), exons 3

and 4 of LOC105373831, and the whole length of

LOC105373830 (two uncharacterized non-coding RNA

genes). Neither of the patient’s parents carried the same

variant, and no similar loss was found in 8,045 non-

neurological/psychiatric patients [the database of Genetic

Diagnostics Lab of Boston Children’s Hospital (BCH-GDL

database)]. Therefore, we conclude that the 542 kb deletion

found in ASD is rare and de novo.

We further searched several publicly available databases

of CNVs or SNVs detected/submitted by clinical genetic

diagnosis laboratories. In the DECIPHER database (web-

site: decipher.Sanger.ac.uk), we found approximately 45

genomic deletions and duplications that included an

overlapped region similar to the 542 kb deletion. Of them,

6 relevant smaller microdeletions were selected to compare

with the 542 kb deletion (Table S1). Notably, all 6

deletions (range 2.54–6.94 Mb) were associated with DD,

but were not seen in normal controls. Furthermore, the

PLCL1 deletion was the only gene shared within all 7 cases

(Table S1). Most interestingly, their phenotypes were

comorbid within all 7 cases: 6/7 had ID and 4/7 had

delayed speech and language development, which were

frequently observed in patients with ASD/ID/DD; while the

542 kb deletion only involved one coding gene, PLCL1.

Therefore, these results strongly suggest that the 542 kb

deletion/PLCL1 gene deletion is likely a pathogenic variant

associated with ASD/DD/ID. We further performed func-

tional studies of PLCL1 in mice.

Moreover, we screened 455 Han Chinese patients with

ASD, and found four missense variants of PLCL1 in coding

sequence (c.82 G[A, c.311 A[G, c.434 G[A, and c.2922

G[T) and two non-coding region variants in the upstream

regulatory region of PLCL1 (c.-636 C[A and

c.-136_-134 delGCC) by Sanger sequencing (Fig. 1A,

Table S2). All the variants were heterozygous (Fig. S1) and

existed in unrelated individual samples. Moreover, the

variants were not present in 576 control DNA samples or in

the dbSNP, Ensembl, and ExAC databases, thus we

considered they may be rare variants that only present in

ASD patients.

By genetic/genomic screening, it seemed that the

PLCL1 deletion and variants were not uncommon in

ASD/DD/ID, and potential detrimental effects (Tables S1,

S2; Fig. S2) of the above PLCL1 variants may exist, so we

subsequently investigated the role of PLCL1 in neural

development, particularly whether these rare PLCL1 vari-

ants have loss- or gain-of-function effects.

First, we explored Plcl1 gene expression in the early

stage of mouse cerebral cortex. We examined PLCL1

protein levels in embryonic (E) and postnatal (P) cortex of

mouse brains and found that PLCL1 was strongly

expressed from E16 to P28 (Fig. 1B). Furthermore, human

PLCL1 protein has been reported to be distributed specif-

ically in the brain and expressed abundantly in the cerebral

cortex and hippocampus [10]. Taken together, the results

suggest that PLCL1 may play an important role in brain

development and normal neuronal function.

The formation of protrusions and the abnormal elonga-

tion of axons and dendrites may be the structural basis for

the pathogenesis of ASD [11]. To elucidate the role of

PLCL1 in the growth of neuronal axons and dendrites, we

specifically knocked down Plcl1 in mouse primary cortical

neurons with short hairpin RNAs (shRNAs) (Fig.1C), and

found that the length of axons and dendrites were

significantly decreased compared with control neurons that

were transfected with nonspecific control shRNAs (NC),

while the number of dendritic branches was not affected

(Fig. 1D).

Since the encoded peptide chain of exon 1 of PLCL1

does not locate in the coding region of any domain of

PLCL1 (Fig. 1A), we speculate that the deletion of exons

2–6 of the PLCL1 gene found in ASD patients may cause

loss-of-function of PLCL1 protein and affect the proper

neurite development, similar to the effect of reducing

PLCL1 protein. To explore whether the deletion of exons

2–6 and the four missense variants of PLCL1 detected in

ASD patients might affect the normal function of PLCL1

protein, we transfected the plasmids only expressing GFP

cFig. 1 The dosage of PLCL1 is crucial for neurite outgrowth of

primary cultured mouse cortical neurons, and the deletion of PLCL1
exons 2–6 affects the promotion of neuronal growth, while PLCL1
missense variants have no effect. A The location of PLCL1 rare

variants in studied ASD patients on the PLCL1 gene and coding

protein. Colored bars represent the PLCL1 protein functional

domains. B The PLCL1 expression pattern in mouse cerebral cortex

during the embryonic and postnatal period. C The efficiency of

endogenous Plcl1 knockdown was verified using shRNA packaged in

lentivirus by Western blot (top) or using pFUGW-H1-shRNA

plasmids by qRT-PCR (bottom) in primary cultured mouse cortical

neurons. D Plcl1 knockdown affects mouse neuronal growth. Upper

panel shows the specific cellular morphology of neurons transfected

with pFUGW-H1 vector (NC, as a control), Plcl1 shRNA1 and

shRNA2. All neurons were co-labeled with DAPI (to identify nuclei),

GFP (to identify overall neuronal morphology) and SMI 312 (an

axonal marker). Scale bar, 20 lm. Bottom panel shows the statistical

results of the axon length, total length of neurites, and the number of

dendritic branches of mouse neurons with Plcl1 knockdown. Approx-

imately 90 cells from three independent experiments were counted

and the P-value was determined by one-way ANOVA. *P \0.05,

**P \0.01, ***P \0.001. E Western blot analysis of ectopic

expression of PLCL1-WT, PLCL1-E1, and four missense variants

in HEK-293T cells. F The morphology of neurons overexpressing the

CAG vector (GFP, as a control), PLCL1-WT, PLCL1-E1, and four

missense variants. Scale bar, 20 lm. G The axon length (upper), total

length of neurites (middle), and the number of dendritic branches

(bottom) were measured and analyzed as described above. Error bars,

± SEM.
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(as a control), or PLCL1-wild-type (WT), or PLCL1-E1

(the recombinant plasmid only including exon 1), or the

four missense variants (Fig. 1E) into mouse primary

cortical neurons, considering the PLCL1 is highly con-

served between human and mouse (approximately 94.4%

according to protein peptide alignment). We found that

overexpression of PLCL1-WT significantly increased the

axon length compared with control neurons expressing

GFP alone (Fig. 1F, G), while the total length of neurites

and the branching number of neuronal dendrites did not

change. Overexpression of PLCL1-E1 had no effect on the

neuronal growth, which resembled that of control (Fig. 1F,

G). The result confirmed that PLCL1-E1 lacked the normal

function of PLCL1-WT. In addition, the effect of overex-

pression of the four missense variants in mouse neurons did

not significantly differ from that of PLCL1-WT (Fig. 1F,

G), indicating that the four variants did not affect the

normal function of PLCL1 in neuronal growth. Taken

together, the PLCL1 dosage is critical for proper neurite

and axonal outgrowth, and the deletion of PLCL1 exons

2–6 is a loss-of-function mutant, while the four missense

variants are not.

Dendritic spine abnormalities have been reported to be

strongly associated with various neurological and neu-

ropsychiatric disorders [12], and dysfunction of the

GABAergic pathway in early development can lead to

severe excitatory/inhibitory (E/I) imbalance in the neural

circuitry, which may be the cause of behavioral defects in

ASD patients [13]. Vesicular glutamate transporter 1

(VGLUT1) and vesicular GABA transporter (VGAT) are

excitatory and inhibitory markers of synaptic transmission.

To further explore the role of PLCL1 in synaptic devel-

opment, we examined the function of PLCL1 in spine

formation, dendrite development, and excitatory and

inhibitory synapse formation by immunostaining in mouse

primary cortical neurons. We found that Plcl1 knockdown

with shRNA resulted in a decrease in both VGLUT1 and

VGAT density on dendrites and spines compared with the

control, but not for the spine density, length of dendrites,

and brunching number (Fig. 2A, B). Thus, Plcl1 knock-

down altered the excitatory and inhibitory synapse forma-

tion. Furthermore, PLCL1-WT successfully rescued the

suppression of both VGLUT1 and VGAT density in Plcl1

knockdown mouse neurons (Fig. 2C, D). The four missense

variants had no significantly different effect compared with

PLCL1-WT, indicating that they did not affect the normal

function of PLCL1 in excitatory and inhibitory synapse

formation (Fig. 2C, D).

In addition to PLCL1 depletion, overexpression of

PLCL1 also reduced VGLUT1 and VGAT density

(Fig. 2C, D), while the total dendrite length, branch

number, and spine density were unaffected (Fig. S3). Thus,

the dosage of PLCL1 is crucial for glutamatergic and

GABAergic synapse development. We speculated that the

variant with deletion of exons 2–6, a loss-of-function

mutant as we mentioned above, may affect glutamatergic

and GABAergic synapse development as well.

According to the predicted transcription factors that bind

to the PLCL1 promoter (Table S2, Fig. S4A), we selected

four relatively high-scoring transcription factors E2F4,

E2F6, SP1, and GATA1 to assess the effects of the two

promoter variants c.-636 C[A and c.-136_-134 delGCC

on PLCL1 transcription activity and protein expression. We

ectopically expressed E2F4, E2F6, SP1, and GATA1

(Fig. S4B), and co-transfected the expression plasmids

with wild-type PLCL1 promoter (pGL3-WT, c.-1 to

c.-901), mutant type c.-636 C[A (pGL3-636),

c.-136_-134 delGCC (pGL3-136), and the empty vector

into HEK-293T cells, and used promoter luciferase assays

to determine the transcription activity of the promoters. We

found that the activation of pGL3-136 by ectopic expres-

sion of GATA1 was significantly lower than that of pGL3-

WT (Fig. S4C), while GATA1 had a similar strong

activation effect on pGL3-WT and pGL3-636. E2F4,

E2F6, and SP1 had similar effects on pGL3-WT and the

two mutants (Fig. S4D). Therefore, we speculated that the

mutant-type pGL3-136 may affect the transcriptional

activation of PLCL1 promoter by GATA1.

Consistent with the luciferase assay results, overexpres-

sion of E2F4, E2F6, and SP1 had no significant effect on

PLCL1 expression in HEK-293T cells, while overexpres-

sion of GATA1 up-regulated PLCL1 protein (Fig. S4E).

Moreover, GATA1-induced PLCL1 protein expression was

weakened after ectopic GATA1 knockdown (Fig. S4F).

Therefore, we further verified that GATA1 has a positive

regulatory effect on the expression of PLCL1 protein.

Taken together, the rare variant c.-136_-134 delGCC of

the PLCL1 promoter in ASD patients suppressed the

cFig. 2 PLCL1 is crucial in neuronal excitability and its dosage

imbalance affects glutamatergic and GABAergic synapse develop-

ment in vitro. A Decreased VGLUT1 and VGAT density caused by

Plcl1 knockdown. Morphology of the VGLUT1 and VGAT density of

neurons transfected with Plcl1 shRNA and control NC vector. The

skeleton represents dendrite segments and dendritic spines. Scale bar,

5 lm. B Statistical analysis of the total dendrite length, branching

number, spine density (per 10 lm), VGLUT1 density (red puncta

number per 10 lm), and VGAT density (blue puncta number per 10

lm) between NC and shRNA groups. Forty neurons from three

independent experiments were measured and counted. P-value is

determined by unpaired t-test. ***P \0.001. C PLCL1-WT and

mutant variants of PLCL1 rescues (res) the phenotype of decreased

VGLUT1 and VGAT density caused by Plcl1 knockdown. The

specific morphology of neurons in each condition expressing the

indicated vectors. All neurons were co-labeled with VGLUT1,

VGAT, and GFP. Scale bar, 5 lm. D Statistical results for the

VGLUT1 density and VGAT density between each group. Approx-

imately 30 cells from three independent experiments were randomly

selected and counted. P-value was determined by one-way ANOVA.

Error bars, ± SEM. *P\0.05; **P\0.01.
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transcription-activating effect of GATA1 on PLCL1, and

subsequently decreased PLCL1 expression. As abnormal

expression of PLCL1 leads to abnormal neurite outgrowth

and glutamatergic and GABAergic synapse development,

we believe that the variant may be related to the

pathogenesis of ASD.

In this study, we identified one de novo PLCL1 variant,

exons 2–6 deletion (within the 542 kb genomic deletion

located on chromosome 2q33.1) in American ASD cohorts,

and one PLCL1 promoter rare variant c.-136_-134

delGCC in Chinese ASD patients, which may relate to

the onset of ASD. A 778 kb duplication including PLCL1

exons 2–6 was reported in one patient diagnosed with

agenesis of the corpus callosum with ASD, DD, and

seizures [14], which corroborated our observation that

overexpression of PLCL1 reduced VGLUT1 and VGAT

density, implying that the 542 kb deletion is likely related

to neuronal development. Furthermore, whether the

absence of three non-coding RNAs in this 542 kb region

is involved in the pathogenesis of ASD warrants further

research.

The four missense variants behaved similarly to PLCL1-

WT when overexpressed in regard to neurite and axon

outgrowth, and all could rescue the decreased VGLUT1

and VGAT density, that was caused by Plcl1 knockdown.

However, we cannot exclude that they may affect other

functions of PLCL1, such as its function in the inositol

1,4,5-trisphosphate [Ins(1,4,5)P3]-mediated Ca2? signaling

pathway, which was not assessed by this study. According

to a ‘‘bilineal two-hit model’’ [15], that is, even rare SNVs

are not a direct cause of ASD, they can increase the risk of

ASD, thus the possibility that variants existing on other

genes may be involved in the pathogenesis of ASD in

cooperation with PLCL1 variants should not be excluded.

In summary, we report and describe rare variants of the

PLCL1 gene in American and Chinese cohorts with ASD,

and provided preliminary clues for further elucidating the

role of PLCL1 in neuron development. Further research is

needed to identify other essential genes which are required

either independently or collaboratively with PLCL1 for the

phosphorylation or clustering of GABAA receptors, and to

better understand the role of PLCL1 in GABAergic

signaling as well as in the pathogenesis of central nervous

system diseases including ASD.

Acknowledgments This work was supported by the National Natural

Science Foundation of China (31671461, 31301162, 31625013, and

81941405), 973 Program from the Ministry of Science and Technol-

ogy of China (2013CB945404 and 2010CB529601), Shanghai Brain-

Intelligence Project from STCSM (16JC1420501), the Strategic

Priority Research Program of the Chinese Academy of Sciences

(XDBS01060200 and XDA16010310), and the Shanghai Municipal

Science and Technology Major Project (2018SHZDZX05). We are

grateful to Dr. Yasong Du of Shanghai Mental Health Center and to

Dr. Xiu Xu of Children’s Hospital of Fudan University for the

collection of patients’ samples and clinical data. We thank Dr. Yiping

Shen and Hong Shao of the Genetics Diagnostic Lab at Boston

Children’s Hospital for their assistance.

Conflict of interest The authors declare no conflict of interest in this

work.

References

1. Iakoucheva LM, Muotri AR, Sebat J. Getting to the cores of

autism. Cell 2019, 178: 1287–1298.

2. Weiss LA, Shen Y, Korn JM, Arking DE, Miller DT, Fossdal R.

Association between microdeletion at 16p11.2 and autism.

N Engl J Med 2008, 358: 667–675.

3. Qiu Z, Yuan B. Towards the framework of understanding autism

spectrum disorders. Neurosci Bull 2019, 35: 1110–1112.

4. Kang JQ, Barnes G. A common susceptibility factor of both

autism and epilepsy: functional deficiency of GABAA receptors.

J Autism Dev Disord 2013, 43: 68–79.

5. Yoshimura K, Takeuchi H, Sato O, Hidaka K, Doira N,

Terunuma M, et al. Interaction of p130 with, and consequent

inhibition of, the catalytic subunit of protein phosphatase 1alpha.

J Biol Chem 2001, 276: 17908–17913.

6. Kanematsu T, Jang IS, Yamaguchi T, Nagahama H, Yoshimura

K, Hidaka K, et al. Role of the PLC-related, catalytically inactive

protein p130 in GABAA receptor function. EMBO J 2002, 21:

1004–1011.

7. Zhu G, Yoshida S, Migita K, Yamada J, Mori F, Tomiyama M,

et al. Dysfunction of extrasynaptic GABAergic transmission in

phospholipase C-related, but catalytically inactive protein 1

knockout mice is associated with an epilepsy phenotype.

J Pharmacol Exp Ther 2012, 340: 520–528.

8. Tomiyama K, Song L, Kobayashi M, Kinsella A, Kanematsu T,

Hirata M, et al. Orofacial movements in phospholipase C-related

catalytically inactive protein-1/2 double knockout mice: Effect of

the GABAergic agent diazepam and the D1 dopamine receptor

agonist SKF 83959. Synapse 2010, 64: 714–720.

9. Namjou B, Marsolo K, Caroll RJ, Denny JC, Ritchie MD, Verma

SS, et al. Phenome-wide association study (PheWAS) in EMR-

linked pediatric cohorts, genetically links PLCL1 to speech

language development and IL5-IL13 to Eosinophilic Esophagitis.

Front Genet 2014, 5: 401.

10. Murakami A, Matsuda M, Nakasima A, Hirata M. Characteriza-

tion of the human PRIP-1 gene structure and transcriptional

regulation. Gene 2006, 382: 129–139.

11. Bakos J, Bacova Z, Grant SG, Castejon AM, Ostatnikova D. Are

molecules involved in neuritogenesis and axon guidance related

to autism pathogenesis? Neuromolecular Med 2015, 17: 297–304.

12. Dang T, Duan WY, Yu B, Tong DL, Cheng C, Zhang YF, et al.
Autism-associated Dyrk1a truncation mutants impair neuronal

dendritic and spine growth and interfere with postnatal cortical

development. Mol Psychiatry 2018, 23: 747–758.

13. Fanelli F, Marino R, Keller F. Focusing on the interactions

between the GABAergic system and neurosteroids in neurode-

velopmental disorders. Curr Pharm Des 2013, 19: 6491–6498.

14. Sajan SA, Fernandez L, Nieh SE, Rider E, Bukshpun P,

Wakahiro M, et al. Both rare and de novo copy number variants

are prevalent in agenesis of the corpus callosum but not in

cerebellar hypoplasia or polymicrogyria. PLoS Genet 2013, 9:

e1003823.

15. Brandler WM, Antaki D, Gujral M, Kleiber ML, Whitney J,

Maile MS, et al. Paternally inherited cis-regulatory structural

variants are associated with autism. Science 2018, 360: 327–331.

123

F. Zheng et al.: PLCL1 Rare Variants May be Associated with ASDs 1245



LETTER TO THE EDITOR

Mitochondrial Events Determine the Status of Hippocampal Cells
in the Post-Ischemic Period

Iryna Lushnikova1
• Yelyzaveta Nikandrova1

• Galyna Skibo1

Received: 9 November 2020 / Accepted: 6 March 2021 / Published online: 7 June 2021

� Center for Excellence in Brain Science and Intelligence Technology, Chinese Academy of Sciences 2021

Dear Editor,

Understanding ischemia-induced events is important for

effective protective strategies in brain pathologies.

Actively functioning neuronal cells, the specialization

and efficiency of which were formed evolutionarily, are

resistant to minor fluctuations in the extracellular environ-

ment, maintaining cell and tissue homeostasis. If the

threshold for resistance is exceeded, a molecular imbalance

appears, followed by a neurodegenerative process.

Although the energy-supplying function of mitochondria

in cellular metabolism is well known, the contribution of

mitochondrial events to cell survival in extreme situations

is not yet fully understood. In conditions of oxygen-glucose

deficiency, the vulnerability of the brain is not identical in

different cells and regions. It is known that the pyramidal

neurons of the CA1 hippocampal region are most vulner-

able, while interneurons and glial cells are relatively

resistant to ischemia, and contribute to neuroprotection

[1, 2]. The approaches in the study of mechanisms

underlying neurodegeneration and/or rehabilitation are

complicated by overlapping responses of functionally and

structurally connected brain cells. Often, researchers focus

on one type of cell in the investigation of cerebral damage.

Despite numerous studies, many aspects of neuronal and

glial responses to ischemia have not yet been elucidated.

Deficiency of oxygen and glucose leads to systemic

changes in the brain that are initially oriented towards

the restoration of cellular and tissue homeostasis (adapta-

tion), but can also trigger delayed pathological events up to

irreversible neuronal degradation. In brain diseases, along

with specific pathogenic mechanisms, ischemia-induced

mitochondrial dysfunction is a general factor in the

neurodegenerative process [3–5]. The reasons for delayed

damage to hippocampal cells in a mild oxygen-glucose

deficit, as well as the cellular aspects of this phenomenon,

have not yet been fully elucidated. The energy supply of

mammalian brain metabolism is mainly carried out by

mitochondria through the aerobic oxidation of glucose. The

cellular energy resource (production and buffering of ATP)

is largely determined by mitochondrial activity (MA), as

well as the number and morphology of mitochondria [6, 7].

This in vitro study presents an evaluation of the mitochon-

drial patterns of basic hippocampal cell types in the

modeling of post-ischemic damage using slice cultures and

transient oxygen-glucose deprivation (OGD) followed by

normoxia. The hippocampal CA1 region that is most

sensitive to OGD was analyzed. MA was determined based

on a semi-quantitative analysis of mitochondrial membrane

potential using a mitochondrial probe [MitoTracker Orange

(MTO)] and confocal microscopy. Electron microscopic

assessment of structural mitochondrial parameters was also

carried out. In addition, given the standardized experimen-

tal conditions of our ischemic damage model in vitro, we

extrapolated mitochondrial dynamics to relative parameters

characterizing the state of hippocampal cells during the

study period.

Double staining, namely MTO combined with immuno-

histochemistry, allowed us to differentiate an MTO-posi-

tive signal (MTO?) (Fig. 1, red) co-localized with specific

cellular markers (Fig. 1, green). In this way, we traced the
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relative MA changes associated with pyramidal neurons

(NeuN?), interneurons (GAD67?), astroglia (GFAP?),

oligodendroglia (MBP?), and microglia (Iba-1?) for 24 h

after 30-min OGD. When identifying cells, the singular

cytoarchitectonics of the hippocampus, preserved in the

cultured slices, as well as cell morphology (shape, size,

density, and immunoreactivity) were taken into account. It

is known that the pyramidal bodies are densely packed in

the pyramidal zone [stratum pyramidale (SP)] and pre-

dominate there (up to 98% of the total number) [8, 9].

Given this, the widely used NeuN (neuronal nucleus)

marker indicates the position of the pyramidal neural

bodies in the CA1 region with a high probability [10].

Interneurons and glial cells are relatively evenly distributed

in the CA1 region, mostly outside the pyramidal layer. The

CA1 radial zone [stratum radiatum (SR)] is predominantly

the closely intertwined appendages of hippocampal cells.

In addition to MA, the mitochondrial ultrastructure was

analyzed in the SP and SR using electron microscopy. The

following parameters were assessed: (1) the ratio of the

Fig. 1 Analysis of mitochon-

drial activity in the CA1 region

of hippocampal slice cultures at

1, 4, and 24 h after 30 min OGD

compared to control. Combined

MitoTracker Orange (MTO;

red)/immunohistochemical

(green) staining of various hip-

pocampal cell types: A1–A3
pyramidal neurons (NeuN?);

B1–B3 interneurons

(GAD67?); C1–C3 astroglia

(GFAP?); D1–D3 oligoden-

droglia (MBP?); E1–E3
microglia (Iba-1?); co-local-

ization of markers gives yellow.

Illustrations of staining in Con-

trol (A1–E1), 1 h (A2–E2), and

24 h (A3–E3) after 30 min

OGD. Scale bars, 100 lm. A4–

E4 Diagrams of changes in the

integrated density of MTO?

fluorescence (FL) characterizing

mitochondrial activity in the

respective immunopositive cells

(*P\0.05 vs Control, n = 30).

Data are expressed as arbitrary

units (a.u.).
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total mitochondrial area to the corresponding cytoplasmic

area of the pyramidal soma (excluding the nucleus and

processes) in the SP zone, as well as the ratio of the total

mitochondrial area to the corresponding area of the

processes in the SR zone (in Fig. 2, ‘‘Soma’’ is marked

with a purple dotted line); and (2) average density and

optical density of mitochondria in the pyramidal soma, as

well as in the SR region.

In the hippocampus, excitable pyramidal neurons are

functionally dominant, but they are also the most vulner-

able. The molecular mechanisms of OGD-induced pyra-

midal neuron neurodegeneration have been well studied.

They are mainly associated with disruption of ion transport

pumps resulting from ATP deficiency and glutamate

excitotoxicity, as well as the accumulation of reactive

oxygen species (ROS) and subsequent oxidative stress

[3, 4]. The imbalance of transmembrane ionic gradients

involving glutamate/calcium-mediated cascades leads to

hyperactivation of excitable pyramidal neurons [7], which

can initiate cell damage. There is a fine line between

normal functioning and the beginning of neurodegenera-

tion. Using an ischemic damage model, we investigated

changes in some mitochondrial features and then compared

the studied parameters with the status of hippocampal cells.

The post-OGD effects can be differentiated into initial

(reactive stage), intermediate (adaptive stage), and delayed

(destructive stage) [11], which is conditionally comparable

to 1, 4, or 24 h of normoxia after 30-min OGD in our

experimental model (Fig. S1).

The experimental protocol we used did not produce

rapid disturbances, but had signs of delayed damage that

simulates post-ischemic injury events. The reactive stage

Fig. 2 Electron microscopic

analysis of mitochondria in the

CA1 region in hippocampal

slice cultures. A Representative

electron micrographs: control

(A1), 1 h (A2), and 24 h (A3)

after OGD. Images illustrate the

transverse profile of a part of a

pyramidal neuronal soma (pur-

ple dashed line) and the region

of the cell processes [(stratum

radiatum (SR)]. Arrows indi-

cate: Mt, mitochondria; V1,

synaptic vesicles; V2, other

cellular vesicles; Inv, invagina-

tions. Scale bars, 500 nm. B1
Ratio of the mitochondrial area/

area of the neuronal cytoplasm

(marked on the graph as

‘‘Soma’’) and mitochondrial

area/area of the measured SR

region in the Control, 1 h, 4 h,

and 24 h after 30 min OGD (*P
\ 0.05 vs Control, n = 60). B2
Changes in the optical density

of mitochondria in the neuronal

cytoplasm and the SR region (*P
\ 0.05 vs Control, n = 60). B3
Scatter plot showing a correla-

tion between mitochondrial

optical density and integrated

density of MTO? fluorescence

(FL) in CA1 pyramidal neurons;

n = 90, r = 0.62. C Images

illustrating exocytosis/endocy-

tosis involving: pyramidal soma

and SR cell processes (C1), SR

cell processes (C2), and pyra-

midal soma and astroglia (C3).

The pyramidal soma is marked

with a purple dashed line. Scale

bars, 200 nm.
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(1 h after OGD) was characterized by an increase in the

integrated density of MTO fluorescence compared to the

control in all types of cells (Fig. 1A1–E1, A2–E2, A4–E4;

n = 30, P \ 0.05), which may indicate the activation of

their metabolism. The parameters that characterize the

status of various hippocampal cell types (namely, relative

immunoreactivity and number) remained at the control

level (Fig. S2B, C; n = 15, P \0.05). These data indicate

the adequacy of the available mitochondrial resources to

maintain cellular homeostasis during this period. In the

reactive stage after temporary OGD, electron microscopy

showed statistically significant increases in total mitochon-

drial area (Fig. 2B1; n = 60, P \ 0.05) and density (i.e.,

average number of mitochondria per unit area, Table S1)

just in CA1 pyramidal soma, although their shape

(Fig. 2A1, A2) and the average optical density (Fig. 2B2;

n = 60, P \ 0.05) remained without significant changes.

Thus, in the early period after OGD, along with mitochon-

drial activation (based on MTO staining), the number of

mitochondria increases in CA1 pyramidal somata.

There are data that neuronal cells can exchange their

contents. Neurons are able to release and accept mito-

chondria, when astrocytes can form mitochondrial frag-

ments that can be transported to neurons through

exocytosis/endocytosis [12, 13]. Delivery of neuroprotec-

tive factors and removal of reactive molecules can be

carried out in the same way [14]. In this study, electron

microscopy allowed us to detect morphological signs of

intercellular communication in the border zone between the

SP and SR of the CA1 region. CA1 pyramidal neurons

were identified based on their spatial localization and

morphology (characteristic shape, size, density, and fea-

tures of the internal ultrastructure). In addition to regular

synaptic contacts, we have found many examples of

interaction through exocytosis/endocytosis with the forma-

tion of membrane invaginations and/or subcellular vesicles

(Fig. 2A2, 2C), suggesting the possibility of direct

exchange of cellular contents. Due to the formation of

invaginations, an increase in the surface area of contacts

between the pyramidal soma and inhibitory interneurons,

which dominate in the zone of interest, was observed. As a

result of exocytosis/endocytosis, intracellular vesicles of

various sizes were formed, carrying the contents of

neighboring cells, not excluding small organelles (namely,

mitochondria). The GIF images well illustrate the phe-

nomena described above (Fig. S3). The described form of

intercellular communication can be one of the mechanisms

for the normalization of the state of pyramidal neurons

during their hyperactivation in the reactive stage after

OGD.

Subsequent events (adaptive stage) showed that CA1

hippocampal cells remained viable for 4 h after OGD, but

MA differed significantly in the considered cell types.

Variations in MA parameters were as follows: the average

MA level stabilized to control in pyramidal neurons and

oligodendrocytes; and remained elevated or increased in

interneurons, astroglia, and microglia (Fig. 1A4–E4; n =

30, P\0.05). The fact that MA in pyramidal neurons and

oligodendrocytes decreased (compared to OGD ? 1 h)

indicates a probable decrease in the adaptive potential and

resistance of these cells. The ultrastructural parameters of

mitochondria in the SP and SR remained stable for 4 h after

OGD stress. Thus, the data indicate that in our experimen-

tal model at the adaptive stage there are sufficient resources

to maintain cellular homeostasis, but the energy status is

approaching a critical level.

In further studies, delayed destructive post-OGD effects

became apparent and were in direct correspondence with

MA dynamics. It was revealed that 24 h after OGD, the

average MA level was lower than the control in pyramidal

neurons and oligodendrocytes, while it significantly

increased in astroglia and microglia (Fig. 1A4–E4; n =

30, P \0.05). The described MA changes were correlated

with the degradation of pyramidal neurons and oligoden-

drocytes and the hyperactivation of astroglia and microglia,

respectively (Fig. S2). MA parameters of interneurons were

similar to those in control. These data demonstrate the

relatively greater resistance of the last mentioned three

types of cells in the post-OGD period.

It should be noted that the basal MA level and

mitochondrial morphology were largely comparable in

different cell types of control hippocampal cultures. It is

clear that the functional potential of mitochondria has

limits. It can be assumed that when energy resources for

functioning and maintaining homeostasis are depleted,

cells degrade. Vulnerability/resistance varies both for

different hippocampal cells and within the CA1 pyramidal

cell population as well. In our experimental model,

morphological abnormalities of mitochondria (membrane

deformation, amorphousness, absence of cristae) were

observed even in the somata of CA1 pyramidal neurons,

which did not yet have pronounced signs of cellular

degradation at the destructive stage, as shown in Fig. 2A3.

At this stage, we evaluated the parameters of the mito-

chondrial ultrastructure without taking into account

extremely damaged cells, when mitochondria could not

be marked. It was in the pyramidal soma that a significant

decrease in the total area, density, and optical density of

mitochondria was found 24 h after OGD (Fig. 2B1, B2; n

= 60, P \ 0.05; Table S1). It should be noted that the

parameters of the optical density of mitochondria in the

pyramidal soma correlated with the integrated fluorescence

density characterizing MA in the SP region (Fig. 2B3; n =

90, r = 0.62).

Based on the analysis of mitochondrial and cellular

changes in the post-OGD period, we presume that
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glutamatergic pyramidal neurons most actively spend their

energy resources on glutamate/calcium-mediated events at

the reactive stage (OGD ? 1 h). Subsequently, to restore

homeostasis at the adaptive stage (OGD ? 4 h), they also

consume mitochondrial resources more actively than cells

of other types. At the destructive stage (OGD ? 24 h),

when the resistance threshold is reached, pyramidal

neurons are more likely to degenerate. Since oligodendro-

cytes involved in signaling are in close contact with

excitatory glutamatergic synapses and express glutamate

receptors [15], they are very sensitive to the excitotoxicity

of glutamate, as well as to other OGD-induced factors. Our

data demonstrate an MA decrease and cell degradation in

the oligodendrocytic population, similar to pyramidal

neurons. During the post-OGD period studied, the results

showed a stable state and/or activation of interneurons, as

well as astroglial and microglial cells, which were more

resistant and able to modulate the state of pyramidal

neurons, at least in part.

The higher vulnerability of hippocampal pyramidal

neurons in cerebral ischemia, which has been widely

described in both in vivo and in vitro studies, can be largely

due to the specific cytoarchitectonics of the hippocampus.

That is, the evolutionarily formed hippocampal patterns are

functionally expedient, but they are also limiting. Appar-

ently, processes similar to those described can also occur in

any brain regions in the context of the energy resources of

various cellular types.

Thus, mitochondrial events largely determine the home-

ostatic threshold of hippocampal cells in OGD, and thus their

survival. A comprehensive study of cellular and mitochon-

drial patterns in the hippocampus expands the understanding

of the causes of the high vulnerability of CA1 pyramidal

neurons in cerebral ischemia and the phenomenon of delayed

neuronal death after transient cerebral ischemia. We believe

that in brain diseases caused by ischemia, it is advisable to

take into account both the cell specificity and the dynamics

of destructive processes, which can expand the therapeutic

window, as well as increase the effectiveness of neuropro-

tective strategies that also target mitochondria.
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Dear Editor,

Neuromodulation, a rapidly expanding field attracting wide

attention over recent decades, facilitates human cognition,

behavior, and pathology by modifying the activity of

specific neural targets. Human brain functions can be

modified by exogenous brain neuromodulation techniques

that deliver physical energy (e.g., electrical current or

magnetic pulses) into the brain [1], such as deep brain

stimulation, transcranial magnetic stimulation, and tran-

scranial direct current stimulation. In contrast, neurofeed-

back is considered to be an endogenous form of

neuromodulation for regulating human brain function [2],

in which individuals use mental strategies to voluntarily

regulate the on-going neural activity of target brain

regions. Compared to exogenous brain modulation tech-

niques, neurofeedback is relatively safe, side-effect-free,

well-tolerated, and acceptable to both healthy and clinical

populations (see [3] for review).

Most neurofeedback systems currently utilize electroen-

cephalography (EEG), functional magnetic resonance

imaging (fMRI), or functional near-infrared spectroscopy

(fNIRS) to acquire the on-going brain activity of individ-

uals. Among these techniques, fNIRS neurofeedback

(fNIRS-NF) has several special advantages. In contrast to

fMRI, fNIRS devices are much cheaper, having lower

purchase and operational costs, are relatively insensitive to

movement-related artifacts, have no restrictions on loca-

tion, have fewer contraindications (e.g., claustrophobia and

MRI-incompatible metal implants), and can be used in

natural environments [4] and with special populations (e.g.,

patients and infants) [5, 6]. These features also make

fNIRS-NF more suitable for long-term and multi-session

applications than fMRI neurofeedback. Besides, fNIRS has

a relatively high and acceptable spatial resolution com-

pared to EEG, which allows fNIRS-NF to achieve more

precise self-regulation of a local cortical target. Thus,

fNIRS-NF is a promising brain modulation technique and

has been successfully applied in many areas (see the recent

review by Kohl et al., 2020 [7]).

Like other transcranial techniques, fNIRS measures

activity near the surface of the brain but not in deep brain

regions. However, several regions located in deep areas

(e.g., the hippocampus, amygdala, and subgenual cingulate

cortex) are critical for brain function, and dysfunction of

these regions may lead to certain neurological or psychi-

atric diseases. These regions usually serve as the targets of

deep brain stimulation to treat related diseases but cannot
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be directly modulated by fNIRS-NF. This, therefore, limits

the scope of application of fNIRS-NF.

Accumulating evidence has indicated that the modula-

tory effects of focal neurostimulation can spread from the

directly-stimulated region to distant connected regions

[8–10]. Fox et al. (2014) found that known effective

cortical sites used in noninvasive brain stimulation for

neurological and psychiatric diseases usually have strong

resting-state functional connections with the deep sites

usually targeted by invasive brain stimulation [11]. Fur-

thermore, cortico-subcortical functional connectivity can

predict the clinical efficacy of neurostimulation [12].

Transcranial magnetic stimulation of a superficial target

with robust functional connections with a deep brain

region—the hippocampus—selectively enhances the func-

tional connectivity among cortical-hippocampal network

regions [13], and increases task activation of the hip-

pocampus and related regions [14]. This evidence suggests

that cortico-subcortical connectivity is helpful for cortical

target selection and the optimization of transcranial

neuromodulation techniques, and superficial cortical

regions with robust functional connectivity to key subcor-

tical nodes might be effective targets through which to

achieve indirect modulation of deep brain regions.

Here, we aimed to test the feasibility of fNIRS-NF for

indirectly regulating deep brain regions. First, knowledge

from functional connectomics was used to select a cortical

target robustly connected with the key deep brain region.

We selected the hippocampus as the deep modulation

target for its importance in long-term memory, especially

associative memory retrieval [15]. Our hypothesis was:

fNIRS-NF of a cortical region connected to the hippocam-

pus will improve associative memory performance by

indirectly changing the neural activity of the hippocampus.

We conducted a placebo-controlled real-time multi-

session fNIRS-NF experiment with behavioral test and task

fMRI measurement to test the hypothesis. This study was

approved by the Southwest University Brain Imaging

Center Institutional Review Board. In the participant

screening phase, any individuals with experience in

mnemonic strategies or neurofeedback were excluded.

Fifty healthy college students (25 males, age range 18–25

years) were recruited to participate in this study, and all

participants provided written informed consent.

An overview of the experimental design is illustrated in

Fig. 1. To define the cortical target for fNIRS-NF, we first

performed a resting-state functional connectivity analysis

based on the open-access large sample fMRI database

SLIM [16] to find the cortical regions with robust intrinsic

connections to the hippocampus (Supplementary Materi-

als). Consistent with previous studies [17], the left lateral

parietal cortex (LPC, peak voxel MNI (Montreal Neuro-

logical Institute) coordinate: [-45, -69, 33]) exhibited

robust positive connectivity with the left hippocampus

(FDR-corrected P \0.005, Fig. 1A), and was selected as

the cortical feedback target. Then, 30 participants (15

males) from among the recruited participants were

assigned to the experimental group and instructed to up-

regulate the neural activity of LPC. Control conditions are

essential for neurofeedback studies to distinguish whether

neuropsychological changes are due to regulation of the

target region or due to placebo effects. Therefore, the other

twenty participants (10 males) were assigned to the active

control group and received placebo neurofeedback of

activity in an irrelevant brain region (left premotor area,

PMA, mean MNI [-38, -13, 60], Fig. 1A). All partici-

pants were blinded to their group allocation. The deep

region and cortical targets were located in the left

hemisphere (for reasons, see Supplementary Materials).

The arrangement of optodes is shown in the Supplementary

Materials (Fig. S1A).

The entire experiment was divided into three stages: pre-

assessment, 8 fNIRS-NF sessions, and post-assessment

(Fig. 1B). Each participant received 8 neurofeedback

sessions within 9 days. Each session had *30 min of

effective feedback time. Changes in oxyhemoglobin con-

centration were measured using the NIRS system (FOIRE-

3000, Shimadzu Corp., Kyoto, Japan). Neurofeedback was

performed on our in-house fNIRS neurofeedback platform

(Fig. 1C), in which the height of the stone in an on-screen

image represented the relative concentration change of

oxygenated hemoglobin compared to the baseline in the

target brain region (for the calculation of the neurofeed-

back index see Supplementary Materials). Without provid-

ing explicit strategies, participants were asked to raise the

stone as high as they could use any strategy they found

helpful. Post-assessment was performed on the day after

the final feedback session.

To assess the behavioral and neural effects induced by

fNIRS-NF, all participants performed a face-noun associa-

tive memory test while undergoing functional MRI scan-

ning in the pre- and post-assessment sessions. The day

before the first fNIRS-NF session, the face-noun associa-

tive memory task and functional MRI scanning were

performed to assess the baseline behavioral performance

and brain function. The entire associative memory test

consisted of four parts: encoding, recognition, immediate

recall, and delayed recall (Fig. 1D). The encoding phase

and recognition test were performed in an MRI scanner.

Participants were instructed to learn the relationships

between the human faces and corresponding noun words

in the encoding phase, then an 8-min structural imaging

scan followed. Afterward, a 4-choice recognition test was

given, and participants were asked to recollect the correct

noun from four possible alternative nouns containing three

distractors and make a response. After leaving the scanner
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room, the immediate recall test was given. And the delayed

recall test was performed approximately 24 h later. The

face-noun associative memory task was performed again

with the same procedure and different stimuli on the day

after the last fNIRS-NF session. All MRI data were

collected on a 3-Tesla Siemens Trio MRI scanner (Siemens

Medical, Erlangen, Germany) with a 12-channel head coil.

Offline analysis of fNIRS-NF time-course data indicated

that both groups succeed in up-regulating the real-time

activity of their target brain regions but not non-target

regions (Fig. S2 and Table S2). To determine whether

fNIRS-NF could induce a neuroplastic change in hip-

pocampal activity during memory processing, relative

activation values of task-dependent fMRI within the left

hippocampus during the memory recognition task were

calculated and then compared between groups. The values

for changes in voxel-wise task activation within the left

hippocampal region of interest (3 mm radius sphere used in

the feedback targeted identification phase) from the delta

activation map were extracted and averaged for subsequent

neural effect comparison. Though no significant group

difference was found (t(43) = 1.10, P = 0.28, Cohen’s d =

0.34), a significant increase in hippocampal activation was

found in the experimental group after 8 sessions of fNIRS-

NF relative to the baseline in pre-assessment session (t(26) =

2.05, P = 0.05, Cohen’s d = 0.39), but not in the control

group (t(17) = 0.01, P = 0.99, Cohen’s d = 0.00, Fig. 2A and

Table S1). Meanwhile, no significant pre-post or group

differences in task-dependent activation in the LPC and

PMA were found (Table S2). Behavioral effect analyses

showed that recognition memory performance significantly

increased relative to the baseline in the pre-assessment

session in the experimental group (t(26) = 2.83, P \0.01,

Cohen’s d = 0.54, Fig. 2B and Table S1), while the change

was not found to be significant in the control group (t(17) =

0.81, P = 0.43, Cohen’s d = 0.19). The group difference of

the modulation effects in recognition memory performance

was significant (t(43) = 2.40, P = 0.02, Cohen’s d = 0.73).

Similar results were obtained in the immediate recall test

after leaving the MRI scanner room and the delayed recall

test approximately 24 h later (Table S1 and Fig. S3).

Correlation analysis revealed that task activation changes

in the left hippocampus were significantly and positively

correlated with increases in accuracy of recognition

memory performance in the experimental group (r =

0.42, P = 0.03, 95% CI: [0.05, 0.69], Fig. 2C). No

significant trend was found in the control group (r = 0.13,

P = 0.62, 95% CI: [-0.36, 0.56], Fig. 2C).

Despite being a promising neural modulation technique

with several specific advantages, its inability to modulate

deep brain regions limits the application of fNIRS-NF. In

the current study, we made a preliminary attempt to test

whether fNIRS-NF could indirectly modulate the deep

Fig. 1 Experimental design overview. A Neurofeedback target

identification. Orange shading indicates the hippocampal (Hipp)

functional connectivity mask. The experimental group’s target (LPC:

lateral parietal cortex) is within the hippocampal connectivity

network, while the control group’s target (PMA: premotor area) is

outside of the connectivity network. B Experimental procedure. Both

experimental (Exp) and control (Con) groups received 8-session

neurofeedback (NF) sessions. Before and after the 8-session neuro-

feedback, all participants completed task fMRI scans and associative

memory assessments. C Neurofeedback visual interface. Two sample

images of the interface depict fixation (upper) and regulation (lower)

blocks. D Associative memory test.
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brain region via directly regulating a cortical region with

robust intrinsic connections with the deep region.

The LPC was selected as the direct feedback target

because of its robust intrinsic functional connectivity with

the hippocampus. Then, multi-session fNIRS-NF training

was performed on this region with the aim of enhancing

hippocampal activation and improve the subsequent mem-

ory performance. Neural effect analysis showed that the

activation in the hippocampus during associative memory

recognition increased after 8 self-regulation sessions. In

addition to neural results, the behavioral effect analysis

showed that associative memory performance also

increased after training. Furthermore, increased hippocam-

pal activation was significantly correlated with memory

improvement. The underlying neural mechanisms for the

remote modulation effect and subsequent behavioral

improvement induced by fNIRS-NF might be explained

as follows. First, self-regulation with mental strategies not

only changes the neural activity of the direct target region

but also affects the related deep regions within the same

network (especially those having strong intrinsic connec-

tions with the direct feedback target). Long-term regulation

gradually consolidates these influences and finally induces

significant changes in neuroplasticity in the connected deep

regions. And then the affected key deep regions play their

special roles in changing cognitive or behavioral perfor-

mance. In this study, though the feedback signal from the

LPC was regulated directly, the hippocampus having

strong functional connectivity with this cortical target

could also be activated simultaneously. After 8 fNIRS-NF

training sessions, the hippocampal activation was increased

significantly. Enhanced hippocampal activation supports

more effective associative memory processing, and

increases subsequent memory performance. The hippocam-

pus is the core component of the distributed hippocampal-

cortical network [18] and plays a crucial role in associative

memory processing [19]. Information from various dis-

tributed cortical modules is received by the adjacent

cortical regions of the medial temporal lobe via respective

streams, and then these independent elements are rapidly

integrated and bound into coherent long-term memory

traces by the hippocampus [20]. During retrieval, the

presentation of a subset of the original information

reactivates the hippocampus and causes the cortical

network to reinstate the original pattern of activity,

allowing recall of the stored information [21]. Increased

hippocampal activation makes these memory processes

more efficient and precise, and improves final memory

performance [15, 22].

Here, we preliminarily tested the feasibility of using

fNIRS-NF to indirectly modulate a deep brain region by

directly regulating an accessible cortical feedback target

with robust functional connectivity with the deep region.

These neural and behavioral results suggested the potential

for fNIRS-NF on a functionally-connected cortical region

to be used to indirectly modulate the neural activity of a

related deep brain regions and improve the desired

cognitive functions. However, several limitations should

be noted when interpreting our results, and future studies

are needed to generalize our method. First, we only tested

the feasibility of fNIRS-NF to indirectly modulate a single

deep brain region – the hippocampus. And, the results were

generated based on a healthy young adult population

sample. Future studies are needed to test its feasibility for

other deep brain regions (e.g., the amygdala and subgenual

cingulate cortex) in different populations, especially before

deployment to clinical applications. Second, in the current

study, the robust functional connectivity between the

superficial cerebral cortex and the hippocampus was

identified by using FDR correction (P \0.005) on the

Fig. 2 Experimental results. A fNIRS-NF induced task activation in

the hippocampus. B Recognition test performance of associative

memory. C Scatter plots showing the relationships between changes

in hippocampal activation and changes in memory performance. Error

bars indicate SEM. *P B0.05; **P B0.01; ns, not significant.
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result of group-level resting-state fMRI analysis, but the

criteria might be different in other specific studies. The

final goal, here, was to identify an accessible cortical

region with strong and stable function connectivity with a

deep brain target in the same network, which is more likely

to affect the deep region and achieve plastic change in that

region. Besides, although distal neural modulation was

found in the current study and other related research, the

underlying mechanism is yet unclear, requiring further

study.

In conclusion, self-regulation of a hippocampus-con-

nected cortical region by fNIRS-NF successfully increased

task-related hippocampal activation and the associative

memory improvement. Furthermore, the change in hip-

pocampal activation was correlated with the behavioral

change. Our results suggest the potential of fNIRS-NF to

indirectly modulate deep regions via regulating a function-

ally-connected cortical regions and improve the related

cognitive functions or clinical symptoms.
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One of the grand strategies in the development of the

nervous system is to overproduce constructive elements

and then selectively to prune the excess, for example, by

synaptic pruning. Given limited resources, surviving

synapses are nurtured and reinforced, while the unsuccess-

ful synapses are eliminated. Synaptic pruning also persists

in the mature nervous system via activity-dependent

plasticity, which is crucial for learning and memory. To

assemble refined mature neuronal circuits and maintain

homeostasis, synaptic pruning must proceed in a controlled

and timely manner. Aberrant synaptic pruning may lead to

neurodevelopmental disorders, such as autism, schizophre-

nia, and epilepsy [1].

Phagocytosis is defined as the process by which

phagocytes identify, engulf, and digest large particles,

such as pathogens, dead cells, and cellular debris. In the

central nervous system, phagocytosis functions as a

defense and clearance mechanism. Glial cells are the

critical effectors of synaptic pruning through phagocytosis

to eliminate unnecessary synapses. Microglia are consid-

ered to be the primary phagocytes [2], which mainly use

immune signaling pathways such as the classical comple-

ment pathway to remove unwanted synapses [3]. In

addition to microglia, astrocytes are regarded as less-

efficient phagocytes in the brain through the Multiple

Epidermal Growth Factor-Like Domains Protein 10

(Megf10) and MER Proto-Oncogene, Tyrosine Kinase

(Mertk) phagocytic pathways [4, 5]. Particularly, the

complement component C1q binds to Megf10 in astrocytes

to trigger intracellular downstream signals [6], which

requires PTB Domain-Containing Engulfment Adapter

Protein 1 and ATP-binding cassette subfamily A member

1. Mertk in astrocytes uses the integrin pathway to regulate

phagocytosis involving CRKII/DOCK180/Rac1 [7]. Astro-

cyte-mediated phagocytosis is significantly reduced in

Megf10-/- and Mertk-/- mice, and is further reduced in

double-knockout mice, indicating that Megf10 and Mertk

mediate synapse elimination in parallel [5].

Although astrocytes were initially regarded as secondary

phagocytes that back up microglial phagocytic activity in

the brain, recent studies indicate that microglia and

astrocytes play orchestrated roles: microglia specialize in

engulfing cell bodies and proximal dendrites, while astro-

cytes preferentially engulf distal processes and diffuse

neuritic debris [8]. Nevertheless, the precise interplay

between microglia and astrocytes in synapse elimination is

still unknown. Specifically, the brain contains various types

of synapse, including excitatory and inhibitory synapses.

And a has synapse two components, the pre- and the post-

synaptic compartments. It remains unexplored whether the

diversity of synapses is responsible for the distinct

phagocytic pathways used by different phagocytes (Fig. 1).

Using novel fluorescent phagocytosis reporters, Hyungju

Park, Won-Suk Chung, and colleagues have demonstrated

that astrocytes, not microglia, play a major role in

constantly eliminating unnecessary adult excitatory

synapses in response to brain activity. To monitor glial

phagocytosis, they generated a novel molecular sensor. In a

neutral pH environment, the sensor on the cell membrane
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has intact fluorescent intensity of both mCherry and eGFP,

while under acidic conditions, for instance after phagocy-

tosis in the lysosome, the sensor preserves only the

mCherry signal. Consequently, investigators were able to

localize and quantify phagosomes by tracing the puncta

with a mCherry but not an eGFP signal. Then the authors

targeted the sensor into different synaptic terminals via

linking it to pre- or post-synaptic markers driven by cell-

type-specific promotors, through which they were able to

separately quantify the phagocytic events of one type of

synapse. Moreover, by co-localizing the phagocytic signals

with microglia or astrocytic markers, they measured how

often and by which type of glial cell synapses were

phagocytosed. Their results revealed that in the CA1 region

of the adult mouse hippocampus, although both excitatory

and inhibitory synaptic terminals can be eliminated by glial

phagocytosis, remarkably more excitatory synapses than

inhibitory synapses were phagocytosed. Strikingly, they

also found that astrocytes had more phagocytic puncta than

microglia regardless of the type of synapse. Further

investigation showed that only astrocytic phagocytosis of

excitatory synapses increased with neuronal activity

induced by environmental enrichment, while neither the

uptake of inhibitory synapses by astrocytes nor the uptake

of synapses by microglia were affected.

Recently, Megf10 and Mertk have been reported to be

major phagocytic pathways in astrocytes. To investigate

the mechanisms underlying the synapse elimination by

astrocytic phagocytosis, the authors also deployed the

fluorescent phagocytosis reporters in a mouse model in

which Megf10 was inducibly deleted in adult astrocytes.

They found that astrocytes use Megf10 specifically to

engulf excitatory synapses in the adult hippocampus.

Further experiments showed that astrocytic deletion of

Megf10 resulted in significantly more total synapses and

excitatory synapses, as well as causing abnormal synaptic

plasticity. In addition, mice with hippocampus-specific

astrocyte conditional Megf10-knockout displayed a signif-

icant deficit in novel object recognition and novel object

location tests, suggesting a critical role of Megf10-medi-

ated astrocytic phagocytosis in learning and memory.

Previously, astrocytes were reported to participate in

synapse elimination in the developing visual system in

mice [5, 9]. And human astrocytes have been demonstrated

to be able to phagocytose synapses in dissociated cultures

and cerebral organoids [10, 11], indicating that astrocytes

prune synapses in the human CNS. Nevertheless, astrocytes

were regarded as a secondary or back-up phagocyte in the

CNS. Contrary to this consensus, Hyungju Park, Won-Suk

Chung and their colleagues have shown that astrocytes are

the dominant phagocytes. Compared with previous findings

in developing brains, synapse pruning in adults may have

quite distinct significance in physiological functions. This

study showed that astrocytes control excitatory synapse

elimination in adult mouse hippocampal CA3–CA1 cir-

cuits, and that Megf10-mediated astrocytic phagocytosis is

functionally relevant to synaptic plasticity and memory

formation [12]. Thus, this study proposes a possible

mechanism for controlling synaptic turnover and re-pat-

terning connectivity, which may contribute to the rapid

renewal of memory traces in the adult hippocampus.

Just as it gave several answers for synapse elimination,

this investigation raised more interesting questions. The

authors proposed a predominant role of astrocytic phago-

cytosis in synapse elimination under physiological condi-

tions. Few studies have examined astrocytic phagocytosis

in pathological synaptic dysfunction following injury or

nervous system degeneration in adults. In mouse models of

Alzheimer’s disease (AD), astrocytes have been suggested

to have the capacity to clear Ab [13]. APOE4, a strong

genetic risk factor for AD, suppresses astrocytic phagocy-

tosis, and the protective APOE allele for AD, APOE2,

Fig. 1 Astrocytes play a major

role in the neuronal activity-

dependent elimination of exci-

tatory synapses. Astrocytes

(green) eliminate unwanted

excitatory synapses from neu-

rons (blue) by phagocytosing

them through Megf10 receptors

in adult mouse hippocampus.

Neuronal activity selectively

increases the Megf10-dependent

astrocytic phagocytosis of exci-

tatory synapses, which has

important implications for

synaptic plasticity and memory

formation.
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remarkably promotes phagocytosis by astrocytes [14].

Overall, the phagocytic capacity of astrocytes appears to

decrease during reactive astrogliosis [15, 16]. On the

contrary, several publications have shown that phagocyto-

sis by microglia is strongly implicated in neurological

pathologies [17]. Inhibition or knockout of C1q, comple-

ment C3, or the microglia-specific C3 receptor (CR3),

which are required for microglial phagocytosis, reduce the

synapse loss in AD [18]. Similarly, mice with depleted

microglia or deficiency in C3 or CR3a are protected from

virus-induced synaptic loss [19]. There are other reports of

microglial phagocytosis involved in the synaptic loss

induced by HIV [20], by ageing [21], and in schizophrenia

[22]. Given this evidence, it would be interesting to further

define the possible divergent roles of astrocytic and

microglial phagocytosis under pathological conditions.

Generally, all phagocytosis can be divided into 3 major

steps: ‘‘find me’’, ‘‘eat me’’, and ‘‘digest me’’. This study

left black boxes in each step. For example, what guides the

astrocytes to phagocytose the unnecessary excitatory

synapses after neuronal activity? This question can be

addressed how neuronal activity induces unnecessary

excitatory synapses to recruit astrocytes or how neuronal

activity protects necessary excitatory synapses from elim-

ination. In the brain, some examples of synapse pruning

may give hints to answer this question. For instance,

astrocytes secrete the glycoprotein hevin (SPARCL1),

which modulates the formation of excitatory inputs in the

visual cortex and regulates the elimination of these

connections [23]. Accumulation of C1q and C3 on certain

subsets of synapses promote microglia to engulf them. On

the other hand, CD47 on the neuronal cell membrane, and

its receptor in microglia, SIRPa, suppress the phagocytosis

of synaptic structures [24]. Consequently, one possible

mechanism is that neuronal activity triggers the relocation

or regulates the expression of these ‘‘eat-me’’ or ‘‘don’t-

eat-me’’ signals to mediate phagocytosis by astrocytes.

In addition to the above topics, it seems that in the brain,

each region has different rates of synapse elimination by

microglia and astrocytes. It will be of great interest to

elucidate the internal and external factors controlling these

rates. Another intriguing finding of this study is that both

astrocytes and microglia have significantly different levels

of phagocytosis between presynaptic and postsynaptic

structures. It is reasonable to speculate that there are

important mechanisms of eliminating synapses other than

phagocytosis, and these occur more often in postsynaptic

than presynaptic structures, such as miRNA in extracellular

vesicles proposed by Prada et al. [25]. Last but not least,

since Megf10 and Mertk are major phagocytic pathways in

astrocytes, the results of this investigation arouse curiosity

about the role of Mertk-mediated astrocytic phagocytosis

in synapse elimination. Overall, this study emphasizes the

astrocyte-mediated synapse turnover in learning and mem-

ory and provides novel insight into treating various brain

disorders by modulating astrocytic phagocytosis to restore

synaptic connectivity.
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Optogenetics, an optical technique that uses light as a modality

of biological control to manipulate neuronal activity, has

revolutionized the understanding of individual neurons and the

ability to decode neural circuit mechanisms in the nervous

system [1]. Optogenetics technology has rapidly become a

standard tool for understanding the mechanisms of cell types,

neural circuits, and nervous systems under both normal and

pathological conditions. For example, optogenetics has been

developed to drive the expression of reporter proteins in

specific cell types. These tools encompass gene delivery

methods (e.g., biological, chemical, and viral transfection or

chromosomal integration), as well as cell-type specific pro-

moters and driver lines (e.g., GAL4/UAS or Cre-Lox systems)

that have been identified or generated for various model

organisms, such as worm, fly, fish, and mouse. Furthermore,

optogenetics is a powerful technique to achieve precise

regulation of specific cellular subtypes and circuits in vivo.

Experiments have probed the function of brain circuits in

awake and behaving animals with previously unimagined

temporal and spatial resolution, revealing the complexity of

behavioral control and new horizons of circuit function [2].

The key to this new experimental technique is the

development of new optogenetic probes, which are con-

tinuously advancing at an accelerating rate. In 2005,

Boyden et al. first reported the successful in vitro trans-

fection and expression of functional channelrhodopsin-2

(ChR2) in mammalian neurons via lentiviral gene delivery

[3]. ChR2 is derived from Chlamydomonas reinhardtii and

primarily expressed in cellular membranes. It permits

temporal control of neuronal activity at the millisecond

scale but at the risk of a high level of desensitization [4, 5].

Currently, the application of ChR2 provides greater

flexibility in experimental design in addition to more

powerful and refined operations. Therefore, ChR2 is widely

applied in optogenetics and has been gradually applied in

exploring neurological diseases.

Apart from optogenetics, there are several other meth-

ods for the regulation of neurons: ultrasound (US),

electrical deep brain stimulation (DBS), and transcranial

magnetic stimulation (TMS). But each has its shortcom-

ings. For example, US stimulation is non-invasive, and

suitable for stimulating neuronal populations but might

generate ion fluxes by disrupting the integrity of otherwise

ion-impermeant lipid bilayers [6]. Like all brain surgery,

DBS is characterized by a small risk of infection, stroke,

bleeding, or seizures. Compared to DBS, TMS is more

readily accepted by patients because it does not require

anesthesia and is minimally invasive with fewer side-

effects [7]. The shortcoming of TMS is the inaccurate

positioning. Another unavoidable defect of TMS is the

challenge to the depth of stimulation-TMS can only

stimulate the superficial cortex; it exerts no stimulating

effect on subcortical areas [8]. Inaccurate positioning of

TMS is also shared by US stimulation.

By comparison, optogenetics has unparalleled advan-

tages; it enables the almost instantaneous response of

& Jun Cheng

chengjun119@hotmail.com

& Zhihui Huang

huang0069@hznu.edu.cn

1 College of Pharmacy, School of Medicine, and Department of

Neurosurgery, The Affiliated Hospital, Hangzhou Normal

University, Hangzhou 311121, China

2 Key Laboratory of Elemene Class Anti-Cancer Chinese

Medicines, Engineering Laboratory of Development and

Application of Traditional Chinese Medicines, Collaborative

Innovation Center of Traditional Chinese Medicines of

Zhejiang Province, Hangzhou Normal University, Hang-

zhou 311121, China

123

Neurosci. Bull. August, 2021, 37(8):1260–1263 www.neurosci.cn

https://doi.org/10.1007/s12264-021-00721-9 www.springer.com/12264



opsins to visible light along with the benefits of pinpoint

optical targeting and high spatiotemporal resolution. This

highly rapid and selective neuromodulation by visible light

is unachievable by other modalities [1]. However, the

transmission of visible light generally requires the invasive

implantation of external objects and equipment into the

brain, which may cause tissue damage and increase the risk

of infection and ischemia. Moreover, scattering and

absorption in skull and tissues can potentially cause light

decay and limit the transmission of a sufficient photon

density to stimulate the neural activity in deep brain

structures (Fig.1A). At present, it is urgent to develop new

tools to solve these problems.

Recently, Professor Karl Deisseroth’s team reported the

potent fast red-shifted opsin ChRmine, which exhibits

significantly larger photocurrents with hundred-fold

improvement in operational light sensitivity compared to

existing fast red-shifted variants and rapid off-kinetics

suitable for millisecond-scale control over neural activity,

which may be proper for deep transcranial optogenetics [9].

Based on these characteristics, the authors attempted to

elucidate whether ChRmine can achieve rapid transcranial

deep brain photoactivation under the premise of ensuring

safety (Table 1). The ventral tegmental area (VTA), 4.5

mm deep from the skull surface, was chosen to examine its

effect. When a 400-lm optical fiber was positioned directly

above the surface of the intact skull and short pulses of

635-nm light delivered at a certain pulse duration, irradi-

ance, and frequency, the light-responsive neurons were

activated. Also, they found that the neural responsivity

improved with increased pulse duration. Further, they

explored whether a lower irradiance could activate cells

with an extension of pulse time. The results demonstrated

that, with an extended pulse time up to 100 ms, the VTA

neurons were activated, even when the light delivered to

the surface of the skull was as low as 40 mW/mm2. In

addition, the spike latencies shortened upon strengthening

the irradiance both in vivo and in vitro.

To explore the depth limit at which ChRmine-express-

ing neurons can be activated by transcranial light trans-

mission, AAV8-CamKIIa::ChRmine-oScarlet-Kv2.1 was

injected into the brains of rats at different depths. Notably,

they found that at a 100-ms pulse width of 400 mW/mm2, the

reliable light stimulation dropped to 7 mm, and only

approximately 0.02% of the initial irradiance (400 mW /mm2)

penetrated to this depth, and this is almost the sensitivity limit of

ChRmine. Amazingly, they also found that none of these

conditions applied to deep transcranial optogenetics caused

tissue damage, which is highly critical for its human application

in future.

Can deep transcranial activation of ChRmine regulate

behaviors of mice in vivo? By injecting AAV8-EF1a::DIO-

ChRmine-oScarlet into the VTA of DAT::Cre mice,

ChRmine was specifically expressed in dopamine neurons

in the marginal cortex. The authors proposed to elucidate

whether transcranial optical stimulation could specifically

regulate appetite. The results demonstrated that mice

expressing ChRmine increased the proportion of time

spent in the irradiated paired area in the real-time place

preference assay test at irradiance C200 mW/mm2 (20 Hz,

5 ms) with minimal toxicity, whereas the control mice did

not. And the same behavior was evoked even after 6

months of chronic viral expression. Also, the place

preference was not affected by the power of the light

stimulation, but related to its frequency.

Further, the authors examined whether this method

could be adopted to treat brain diseases. With the

hippocampal alginate model of temporal lobe epilepsy,

ChRmine optogenetic methods were applied to target

hippocampal parvalbumin (PV?) inhibitory (GABAergic)

interneurons to provide feedforward inhibition and stop

wild-type animal seizures. By subjecting the experimental

group to light stimulation (40 mW/mm2, 50 ms on, 100 ms

off, lasting 10 s) during epileptic seizures, the seizure

duration was truncated by 51% ± 2%; however, when

ChRmine was used to target the wider GABAergic

hippocampal septal neurons (not just PV? neurons), only

27% ± 4% of epileptic seizures were inhibited. These

results suggested that deep brain optogenetics with

ChRmine indeed can treat brain diseases, at least epilepsy.

Finally, the authors assessed whether systemic viral

delivery using ChRmine could adjust neuromodulation

without brain tissue damage. Here, they administered

Fig. 1 Optogenetics with microbial channelrhodopsin-2 (ChR2) vs
the potent fast red-shifted opsin ChRmine. A Microbial channel-

rhodopsins (ChRs) enable cell type-specific excitation or light

inhibition of neuronal activity; however, the delivery of visible light

often requires invasive implantation of foreign materials and devices

into the brain, which damages tissue and increases the risk of

infection and ischemia. B Deep transcranial photoactivation with

ChRmine raises the possibility of exploring interventions for brain

disorders where the light source is well-separated from the target cells

with non-invasive implantation of light stimulation devices.

123

S. Sun et al.: Deep Transcranial Optogenetics with Non Invasive Surgery 1261



AAVPHPeB-Tph2::ChRmine-eYFP via retro-orbital injec-

tion to target serotonergic 5-HT neurons in the dorsal raphe

nucleus of the brainstem in wild-type mice. After 6 weeks,

they found that ChRmine-expressing mice, but not control

mice, showed social preference in a three-chamber socia-

bility task with no mood impairment after transcranial

stimulation. In addition, systemic injection and intracranial

injection did not differ in the photoactivation of neurons.

Collectively, these results demonstrated that deep transcra-

nial ChRmine photoactivation can promote specific adap-

tive behaviors without any intracranial surgery.

Notably, Karl Deisseroth and colleagues reported a new

optogenetic approach, which is undoubtedly a major

breakthrough in the field. Optogenetics has more unparal-

leled advantages than US, DBS, and TMS [10]: Optoge-

netics can provide opsins with the advantages of precise

optical aiming, and high temporal and spatial resolution.

This new discovery has improved the deficiencies of

optogenetics, advancing the treatment of brain diseases

such as epilepsy.

More deeply, the future applications of optogenetics

may not be limited to the central nervous system, but may

also be applied in non-neuronal systems, including glial,

muscle, cardiac, and embryonic stem cells [11]. For

instance, the heart and its associated diseases also poses

a major challenge in human research. Optogenetics can

bring the dawn and new options for its treatment.

However, one of the limitations is that this method can

only reach 7 mm, which makes its application in humans

and other non-human primates almost impossible. This

warrants further in-depth research. Given that the human

brain is much larger than the rodent brain, the other

limitations of ChRmine is how to apply it in the clinic.

Although it can be used in small brains to alter neuronal

activity and behavior, it may have some difficulties in the

application to large brains. In addition, the expression of

exogenous genes is also a potential risk for application to

human beings. In a nutshell, improving the deficiency of

optogenetics will have great significance in the manage-

ment of diseases. More importantly, these new break-

throughs provide new insights for the in-depth exploration

of optogenetics and further advances the course of

optogenetics.

In summary, Professor Karl Deisseroth and his col-

leagues applied the powerful rhodopsin ChRmine to

achieve transcranial light activation of defined neural

circuits (including midbrain and brainstem structures),

reaching an unprecedented depth of 7 mm with millisecond

precision. With ChRmine’s systemic viral delivery, behav-

ioral regulation can be demonstrated without surgery,

enabling implant-free deep brain optogenetics (Table 1).

Notably, this is a significant new achievement of optoge-

netics (Table 1). In summary, the researchers demonstrated

a method of deep light activation of ChRmine-neurons,

which can accurately control the peak time and provide an

excellent in-depth manipulation of brain tissue in a

completely non-invasive manner, with minimal optical

power requirements (Fig. 1B, Table 1). This offers more

advantages than luminous implants and intracranial surgery

(Fig. 1A, Table 1). Of note, the deep-cranial optogenetics

method has been applied in various behavioral

environments.
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2. Zemelman BV, Miesenböck G. Genetic schemes and schemata in

neurophysiology. Curr Opin Neurobiol 2001, 11: 409–414.

3. Boyden ES, Zhang F, Bamberg E, Nagel G, Deisseroth K.

Millisecond-timescale, genetically targeted optical control of

neural activity. Nat Neurosci 2005, 8: 1263–1268.

4. Nagel G, Szellas T, Huhn W, Kateriya S, Adeishvili N, Berthold

P, et al. Channelrhodopsin-2, a directly light-gated cation-

selective membrane channel. Proc Natl Acad Sci USA 2003,

100: 13940–13945.

5. Wang HX, Sugiyama Y, Hikima T, Sugano E, Tomita H,

Takahashi T, et al. Molecular determinants differentiating

photocurrent properties of two channelrhodopsins from Chlamy-
domonas. J Biol Chem 2009, 284: 5685–5696.

Table 1 Differences between

ChRmine and ChRs for

optogenetics.

Characteristics ChRmine ChRs

Provides high temporal control enabled by fast opsins Yes No

Requires invasive implantation of foreign materials and device into the brain No Yes

Limits transmission of sufficient photon densities No Yes

Is suitable for deep transcranial optogenetics Yes No

ChRs channelrhodopsins.

123

1262 Neurosci. Bull. August, 2021, 37(8):1260–1263



6. Tyler WJ. Noninvasive neuromodulation with ultrasound? A

continuum mechanics hypothesis. Neuroscientist 2011, 17:

25–36.

7. Wu HC, Yan X, Tang DL, Gu WX, Luan YW, Cai HJ, et al.
Internal states influence the representation and modulation of

food intake by subthalamic neurons. Neurosci Bull 2020, 36:

1355–1368.

8. Wagner T, Gangitano M, Romero R, Théoret H, Kobayashi M,
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Astrocytes, which are at least as abundant as neurons in the

central nervous system, are crucial for sustaining nearly all

aspects of brain functions, including ion and neurotrans-

mitter homeostasis, neural circuit formation, synaptic

plasticity, and function as well as neurovascular coupling

[1]. Astrocytes are also involved in diseases, including

Huntington’s disease (HD) [2]. Although astrocytes have

been assumed to be a homogenous population, a growing

body of evidence suggests that they exhibit high hetero-

geneity across and within brain regions [3]. This hetero-

geneity is reflected in their morphologies, gene expression

profiles, and functions [4]. By using single-cell spatial

transcriptomic approaches, a recent study uncovered pre-

cise molecular features of astrocytic spatial organization

underlying cortical architecture that could provide insight

into specialized functions in development and/ or disease

[5] (Fig. 1A). Despite such progress, major open questions

remain to be addressed relating to how a defined population

of astrocytes responds to different challenges, whether such

responses can be quantified molecularly, and whether they

can be exploited for correction of disease phenotypes with

contributory astrocytic roles.

To address these important issues, Yu et al. used single-

cell sequencing to disentangle how astrocytes respond at

the molecular level to multiple experimental perturbations

(EPs) [6]. Given that astrocytes differ markedly between

brain nuclei, the authors chose a single brain area—the

adult striatum—to study their responses. The EPs com-

prised 14 groups encompassing striatum-relevant disease

and physiology, including HD mouse models, pathology,

ionic signaling, and GPCR signaling (Fig. 1B). By

performing experiments to evaluate changes in the gene

expression of astrocytes following each of the 14 EPs, the

authors found that (1) the number of differentially-ex-

pressed genes, (2) gene networks and their associated

pathways, and (3) upstream regulators of astrocyte gene

expression displayed a high degree of EP specificity

(Fig. 1B), indicating that astrocytes showed remarkable

flexibility in response to different perturbations. Further

analysis showed that there was little effect on pan-reactive

neurotoxic-A1, and neuroprotective-A2 reactivity genes [7]

for each EP.

On the basis of evaluations of RNA-seq datasets from 14

EPs, the authors proceeded to evaluate the potential

contributions of striatal astrocytes to HD. By mapping

HD mice and human gene expression data, the authors

found a strong concordance between mouse and human HD

striatal astrocytes, which provide further support for using

an animal model to study the mechanisms of HD. Of note,

disease phenotype-dependent changes included several

pathways related to GPCR, Ca2? signaling, and synaptic

plasticity. Importantly, Gai signaling was consistently

inhibited in HD astrocytes among the top pathways that

were downregulated in HD astrocytes. To explore whether

the activation of astrocyte Gi-GPCRs in HD model mice

would produce beneficial effects, the authors employed

designer receptors exclusively activated by designer drugs

(DREADDs) to express hM4DGi in striatal astrocytes and

found that striatal astrocyte Gi-GPCR activation corrected
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(1) attenuated Ca2? signals, (2) reduced AMPA and

NMDA EPSCs, (3) impaired motor behaviors, and (4)

HD-related molecular modifications (Fig. 2). Moreover, the

expression of Thbs1, which was previously found to

promote synaptogenesis and is astrocyte-enriched, was

enhanced. By blocking TSP1 (encoded by Thbs1) action,

the authors found that hM4DGi activation in the striatal

astrocytes failed to improve cellular and behavioral

outcomes in HD model mice, suggesting possible down-

stream mechanisms of Gi-GPCR activation. The authors

also identified new endogenous astrocyte GPCRs (e.g.,

Gpr37l1, S1pr1, and Edenrb) that may mimic the effects

seen with Gi-GPCR activation and might represent new

drug targets to correct astrocyte-dependent cellular and

behavioral dysfunctions in HD.

Notably, this is the first direct experimental evaluation

of heteromolecular plasticity of astrocytes in responds to

multiple stimuli in vivo as far as we know. Just as it

uncovers the heteromolecular plasticity of astrocytes, this

investigation raises more interesting questions. Firstly,

what makes the astrocytes so special that each EP elicits

unique changes? A way that astrocytes can be specified

while maintaining many of their defining functional

properties is through the acquisition of sub-features during

the distinct developmental time windows of gliogenesis.

Alternatively, Astrocytes might also be regionally special-

ized to confer stimulus complexity in a defined brain

region. It is reasonable to speculate whether there are

special spatial distributions for each kind of EP-character-

ized astrocytes. Secondly, astrocytes are ubiquitous in the

central nervous system, they possess thousands of individ-

ual processes, which extend out into the neuropil, inter-

acting with neurons, other glia, and blood vessels. The

degree of functional diversity begs the question of how

they shape information processing and orchestrate network

activity flows that underlie each EP. Thirdly, do astrocytes

in different brain regions show flexibility under a defined

EP and contribute to different symptoms of a defined

Fig. 1 Schematic of molecular heterogeneity of astrocytes in

physiological and challenged brain. A Molecular heterogeneity of

layer astrocytes identified by RNA-sequence. B 14 experimental

perturbations from four groups, showing HD, pathology, ionic

signaling, and GPCR signaling led to context-specific astrocyte

molecular responses. The figure was reproduced from references

[5, 6].

Fig. 2 Activation of astrocyte Gi-GPCR signaling in vivo corrects several HD-related molecular, cellular, and behavioral phenotypes.
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disease? HD in this case, cognitive and psychiatric

symptoms may be attributed to astrocytic dysfunctions in

the cortical limbic system [8]. Last but not least, it will be

of great interest to explore the heterogeneity of astrocytes

and elucidate their complicated properties in healthy and

diseased brain in different brain regions.

A key finding of this study is that activating Gi-

DREADD can correct several HD phenotypes. Astrocyte

GPCRs have been studied for more than two decades. For

non-invasive stimulation of GPCR pathways in a geneti-

cally targeted manner, several typesets of DREADD have

been developed: Gq-coupled hM3D, Gi-coupled hM4D,

and Gs-coupled rM3D [9]. Interestingly, both the endoge-

nous Gq or Gi GPCRs and the Gq, Gi, and Gs DREADDs

all evoked Ca2? signaling in astrocytes, despite the fact

that they usually have separable effects on neuronal

membrane potential and signaling pathways [10]. It was

not surprise that this paper showed that activation of Gq, Gi,

and Gs DREADDs evokes similar but non-identical

molecular changes. Nevertheless, the complexity of astro-

cytic GPCR signaling needs to be further explored,

especially if they are going to be used in therapeutic

development. Overall, this study emphasizes the hetero-

molecular plasticity of astrocytes in response to different

challenges and provides novel insight into treating HD by

modulating Gi-GPCR to restore cellular and behavioral

phenotypes.
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Parkinson’s disease (PD) is a common neurodegenerative

disorder that affects millions of people [1]. Typical

symptoms of PD include bradykinesia, rigidity, resting

tremor, and postural instability [1]. Therefore, PD severely

affects the patient’s daily life and mental health and

imposes a tremendous burden on the medical system. In the

past few decades, numerous studies have uncovered

pathogenies and developed therapies for PD. However,

the disease-modifying treatment of PD is still a major

challenge worldwide. One of the important reasons is that

most of the basic research on PD have not directly studied

patients with PD but used animal models [2]. It is believed

that PD is a human-exclusive disease because it has not

been identified in other animals, including nonhuman

primates [3]. Rodent PD models created by toxins includ-

ing 6-hydroxydopamine and 1-methyl-4-phenyl-1,2,3,6-

tetrahydropyridine or gene-editing only imitate some

symptoms of PD but do not fully replicate the pathogenies

including the neuronal loss in the substantia nigra (SN) [4].

Thus PD is considered to be a consequence of human brain

evolution that the dramatic expansion of neocortex creates

a significant burden on subcortical circuits [3].

Under this circumstance, from the point of view of

evolution, there is another possibility: that PD is evolving

concurrently in other primates (nonhuman primates, NHPs)

given their genetic similarity. The fact that no NHPs with

PD have been identified cannot rule out the possibility that

PD is naturally occurring in a small portion of NHPs

without being noticed.

To answer this question, very recently, a group of

Chinese researchers, Li et al. carefully screened a large

population of monkeys at the Kunming Primate Research

Center and attempted to identify those with naturally-

occurring PD [5]. By using various criteria including

clinical symptoms, pharmacological responses, pathologi-

cal evidence, and genetic mutations, a 10-year old male

cynomolgus monkey without any operation was diagnosed

as having PD. The monkey showed four lines of evidence

and got a PD score over 15 out of 20 on the rating scale.

The score indicated that the monkey had severe PD

symptoms including bradykinesia, tremor, and postural

instability, which are all typical PD symptoms. The

pharmacological test on the monkey was positive, showing

that the PD score decreased significantly after taking

levodopa (a commonly used drug for PD). Treatment with

apomorphine was also effective in lowering the PD score.

Pathologically, Li et al. found that the monkey had a

severe loss of dopaminergic neurons in the SN, which is the

pathological hallmark of PD [1]. Although the study did

not find Lewy bodies (another pathological hallmark of

PD) in the monkey, it found alpha-synuclein, which is the

early stage of the Lewy body [1]. The study also found an

increased number of microglial cells and astrocytes in the

monkey, which serves as further pathological evidence of

PD. Besides, the study ran a sequence analysis and found

that the potential cause of PD in the monkey was a

missense mutation in LRRK2 [2]. These together clearly

indicate that this monkey had PD. Thus, a spontaneously-

occurring PD monkey has been identified.
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This is the first report of a naturally-occurring PD

monkey in the world. The finding indicates that PD is not a

exclusively human disease but developed before the

speciation of humans. As a close relative to humans, a

monkey can spontaneously develop an animal version of

PD that is very similar to humans in symptoms, pathology,

and genetic mutations. Therefore, the monkey is an ideal

candidate for PD research and therapeutic strategy

development.

Previously, rodents were widely used in basic and

translational studies of PD regardless of the tremendous

differences between rodents and humans. However, no

report has ever claimed that rodents can naturally develop

PD, suggesting that the mechanism in these two species

could be different (Fig. 1). Even though many strategies to

treat PD have been developed based on rodent studies [6],

the chance they can be successful in treating patients with

PD would be low. Therefore, the focus of PD studies,

including the evaluation of PD biomarkers [7], should

move to NHPs given they are more genetically and

anatomically close to humans, have very similar symptoms

and pathogenies, and can develop PD spontaneously [5].

The successful identification of monkeys with naturally-

occurring PD also suggests that other neurodegenerative

disorders such as Huntington’s disease (HD) [8] and

Alzheimer’s disease (AD) [9] may also naturally occur in

NHPs. Extra screening of a large population of NHP is

needed to clarify this possibility.

What was missing from Li et al.’s study was that the

authors could not trace back the history of the PD

monkey’s family. Although they found the LRRK2 muta-

tion in the PD monkey, it is still difficult to claim that PD is

caused by a particular gene mutation or environment. Other

than the hypothesis that PD is the consequence of human

brain evolution [3], it is time to establish a new hypothesis

regarding the presence of PD in humans.

In general, using NHPs as research models, there will be

a higher chance of generating new theories and develop

new effective therapeutic strategies for PD and other

neurological disorders including HD and AD. To push the

research to transmit from rodents to NHPs, a close

collaboration is urgently needed across the scientific

community, pharmaceutical corporations, governments,

and evaluation systems including academic journals [10].

For example, research funds should shift towards NHPs,

and academic journals should consider publishing more

NHP-related studies. We hope to see that human patients

with neurodegenerative diseases could eventually benefit

from NHP research in the foreseeable future.
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