


Neuroscience BulletinCONTENTS

The choice of a female to accept or reject male courtship is a critical decision for 
animal reproduction. Serotonin (5-hydroxytryptamine) has been found to regulate 
sexual behavior in many species, but it is unclear how it functions to regulate different 
aspects of sexual behavior. Ma et al. revealed that serotonin signaling plays a critical 
positive role in modulating the receptivity of female Drosophila melanogaster. On the 
cover, serotonin molecules and a subset of serotoninergic neurons in the central brain 
serve as a bridge of magpies enable a female fl y to mate with a courting male fl y more 
easily on Chinese Valentine’s Day (also known as the Magpie Festival). See pages 
1277–1291. (Cover designed by Baoxu Ma, Rencong Wang, and Li-Chuang Studio)

About the Cover

Volume 38 Number 11
November 2022

   Original Articles
1277  Serotonin Signaling Modulates Sexual Receptivity of Virgin Female 

Drosophila 
Baoxu Ma · Rencong Wang · Yaohua Liu · Bowen Deng · Tao Wang · 
Fengming Wu · Chuan Zhou

1292  Developmental Exposure to Bisphenol a Degrades Auditory Cortical 
Processing in Rats
Binliang Tang · Kailin Li · Yuan Cheng · Guimin Zhang · Pengying An · 
Yutian Sun · Yue Fang · Hui Liu · Yang Shen · Yifan Zhang · Ye Shan · 
Étienne de Villers-Sidani · Xiaoming Zhou

1303  HMGB1 from Astrocytes Promotes EAE by Infl uencing the Immune 
Cell Infi ltration-Associated Functions of BMECs in Mice
Junyu Shi · Yifan Xiao · Na Zhang · Mengya Jiao · Xuhuan Tang · 
Chan Dai · Chenchen Wang · Yong Xu · Zheng Tan · Feili Gong · 
Fang Zheng

1315  Whole-Brain Connectome of GABAergic Neurons in the Mouse 
Zona Incerta
Yang Yang · Tao Jiang · Xueyan Jia · Jing Yuan · Xiangning Li · 
Hui Gong

1330  Dendritic Morphology Affects the Velocity and Amplitude of 
Back-propagating Action Potentials
Wu Tian · Luxin Peng · Mengdi Zhao · Louis Tao · Peng Zou · 
Yan Zhang

p 1287

p 1321

p 1342

p 1298



www.neurosci.cn CONTENTS
1347  Anti-Seizure and Neuronal Protective Effects of Irisin in Kainic 

Acid-Induced Chronic Epilepsy Model with Spontaneous Seizures
Jie Yu · Yao Cheng · Yaru Cui · Yujie Zhai · Wenshen Zhang · 
Mengdi Zhang · Wenyu Xin · Jia Liang · Xiaohong Pan · 
Qiaoyun Wang · Hongliu Sun

   Reviews
1365  Unique Pharmacology, Brain Dysfunction, and Therapeutic 

Advancements for Fentanyl Misuse and Abuse
Ying Han · Lu Cao · Kai Yuan · Jie Shi · Wei Yan · Lin Lu

1383  Lighting Up Neural Circuits by Viral Tracing
Liyao Qiu · Bin Zhang · Zhihua Gao

1397  CRISPR-Based Genome-Editing Tools for Huntington’s Disease 
Research and Therapy
Yiyang Qin · Shihua Li · Xiao-Jiang Li · Su Yang

1409  Progress in Modeling Neural Tube Development and Defects by 
Organoid Reconstruction
Peng Li · Yongchang Chen

   Letters to the Editor
1420  Dual Effects of Light on Regulating Aedes aegypti Heat-Seeking 

Behavior
Haonan Zhou · Kai Shi · Fengming Wu · Bingcai Wang · Jing Li · 
Bowen Deng · Chuan Zhou

1425  Release of Endogenous Brain-derived Neurotrophic Factor 
into the Lateral Entorhinal Cortex from the Paraventricular 
Thalamus Ameliorates Social Memory Defi cits in a Mouse Model of 
Alzheimer’s Disease
Yun-Long Xu · Lin Zhu · Zi-Jun Chen · Xiao-Fei Deng · Pei-Dong Liu · 
Shan Li · Bing-Chun Lin · Chuan-Zhong Yang · Wei Xu · 
Kui-Kui Zhou · Ying-Jie Zhu

   Research Highlights
1431  UNC13A Gene Brings New Hope for ALS Disease-Modifying Drugs

Xi Chen · Heling Chu · Yi Dong

1435  The Lung Microbiome: A Potential Target in Regulating 
Autoimmune Infl ammation of the Brain
Luoman Yang · Shu Feng · Chongyun Wu · Luodan Yang

p 1373

p 1393

p 1404

p 1412

p 1434



Copyright Information
For Authors
As soon as an article is accepted 
for publication, authors will be 
requested to assign copyright of 
the article (or to grant exclusive 
publication and dissemination 
rights) to the publisher (respective 
the owner if other than Springer 
Nature). This will ensure the 
widest possible protection and 
dissemination of information under 
copyright laws.

More information about copyright 
regulations for this journal is 
available at www.springer.com/12264

For Readers
While the advice and information 
in this journal is believed to be 
true and accurate at the date of its 
publication, neither the authors, 
the editors, nor the publisher can 
accept any legal responsibility for 
any errors or omissions that may 
have been made. The publisher 
makes no warranty, express 
or implied, with respect to the 
material contained herein.

All articles published in 
this journal are protected by 
copyright, which covers the 
exclusive rights to reproduce 
and distribute the article (e.g., 
as offprints), as well as all 
translation rights. No material 
published in this journal may be 
reproduced photographically or 
stored on microfi lm, in electronic 
data bases, on video disks, etc., 
without fi rst obtaining written 
permission from the publisher 
(respective the copyright owner 
if other than Springer Nature). 
The use of general descriptive 
names, trade names, trademarks, 
etc., in this publication, even if 
not specifi cally identifi ed, does 
not imply that these names are 
not protected by the relevant laws 
and regulations.

Neuroscience Bulletin 

Springer Nature has partnered 
with Copyright Clearance 
Center’s RightsLink service 
to offer a variety of options 
for reusing Springer Nature 
content. For permission to 
reuse our content please locate 
the material that you wish to 
use on link.springer.com or on 
springerimages.com and click 
on the permissions link or go to 
copyright.com and enter the title 
of the publication that you wish 
to use. For assistance in placing 
a permission request, Copyright 
Clearance Center can be contacted 
directly via phone: +1-855-239-
3415, fax: +1-978-646-8600, or 
e-mail: info@copyright.com

© Center for Excellence in Brain Science 
and Intelligence Technology, CAS 2022

Journal Website 
www.springer.com/12264
For the actual version of record 
please always check the online 
version of the publication.   

Subscription Information
Volume 38 (12 issues) will be 
published in 2022.

ISSN: 1673-7067 print
ISSN: 1995-8218 electronic

For information on subscription 
rates please contact Springer 
Nature Customer Service 
Center: customerservice@
springernature.com 

The Americas (North, South, 
Central America and the Caribbean)
Springer Nature Journal Fulfi llment,
Harborside Plaza II, 
200 Hudson Street, Jersey City, 
NJ 07302, USA
Tel. 800-SPRINGER (777-4643); 
212-460-1500 (outside 
North America)

Outside the Americas
Springer Nature Customer Service 
Center GmbH, Tiergartenstr. 15, 
69121 Heidelberg, Germany
Tel.: +49-6221-345-4303

Advertisements
E-mail contact: advertising@
springer.com or anzeigen@
springer.com (Germany)

Disclaimer 
Springer Nature publishes 
advertisements in this journal in 
reliance upon the responsibility 
of the advertiser to comply with 
all legal requirements relating to 
the marketing and sale of products 
or services advertised. Springer 
Nature and the editors are not 
responsible for claims made in 
the advertisements published in 
the journal. The appearance of 
advertisements in Springer Nature 
publications does not constitute 
endorsement, implied or intended, 
of the product advertised or 
the claims made for it by the 
advertiser.

Offi ce of Publication
Springer Nature Singapore Pte Ltd. 
152 Beach Road, #21-01/04 
Gateway East, Singapore 189721, 
Singapore

 www.neurosci.cn
Neurosci. Bull.  www.springer.com/12264



Vol.:(0123456789)1 3

Neurosci. Bull. November, 2022, 38(11):1277–1291 

https://doi.org/10.1007/s12264-022-00908-8

                      ORIGINAL ARTICLE 

 Serotonin Signaling Modulates Sexual Receptivity of Virgin 
Female  Drosophila  

                                                      Baoxu     Ma   1,2         ·  Rencong     Wang   1,2     ·  Yaohua     Liu   3     · 
 Bowen     Deng   4     ·  Tao     Wang   1     ·  Fengming     Wu   1,2     · 
 Chuan     Zhou   1,2,5        

 Received: 7 December 2021 / Accepted: 13 April 2022   / Published online: 5 July 2022

©   The Author(s)      2022  

correlated with sexual receptivity in females. We also found 

that 5-HT 1A  and 5-HT 7  receptors regulate virgin female 

receptivity. Our fi ndings demonstrate how 5-HT functions 

in sexually dimorphic neurons to promote virgin female 

receptivity through two of its receptors. 

   Keywords     Female sexual receptivity    ·  Serotonin    ·  5-HT    · 

  Fruitless     ·  Neurochemical    ·  5-HT receptors    ·   Drosophila   

      Introduction 

 Sexual behavior in  Drosophila melanogaster  is an excellent 

model in which to investigate the neuronal basis underlying 

social behavior because they are innate and robust [ 1 – 3 ]. 

Wild-type male and female fl ies can achieve copulation 

without social learning experiences during adulthood [ 4 , 

 5 ].  Drosophila  sexual behaviors include stereotypic male 

courtship rituals such as orienting to a female, extending 

an ipsilateral wing to produce courtship songs, tapping 

and licking the female, attempting copulation, and fi nally 

copulation [ 6 ,  7 ]. The neural circuit involved in male court-

ship behavior has been dissected in recent years owing to 

advances in genetic technology [ 8 – 11 ]. However, studies 

on female sexual behavior are far fewer than those on males. 

 Much progress has been made in recent years on how 

female flies perceive the presence of males and their 

courtship, and integrate auditory, olfactory, and mecha-

nosensory cues, to decide whether to be receptive or not 

[ 12 – 15 ]. Such a decision is also dependent on the matu-

rity and mating status of the female. Sexually immature 

females exhibit rejection behaviors by running away, fl ick-

ing wings, or kicking the courting male [ 16 ,  17 ]. After 

sexual maturity, virgin females make the decision to copu-

late with courting males and exhibit sexual receptivity, 

                       Abstract     The choice of females to accept or reject male 

courtship is a critical decision for animal reproduction. 

Serotonin (5-hydroxytryptamine; 5-HT) has been found to 

regulate sexual behavior in many species, but it is unclear 

how 5-HT and its receptors function to regulate diff erent 

aspects of sexual behavior. Here we used  Drosophila mela-
nogaster  as the model animal to investigate how 5-HT and 

its receptors modulate female sexual receptivity. We found 

that knockout of tryptophan hydroxylase ( Trh ), which is 

involved in the biosynthesis of 5-HT, severely reduced virgin 

female receptivity without aff ecting post-mating behaviors. 

We identifi ed a subset of sexually dimorphic  Trh  neurons 

that co-expressed fruitless ( fru ), in which the activity was 
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which is a proxy metric to evaluate the willingness of 

females to mate [ 18 – 20 ]. Recently-mated females display 

post-mating behaviors by reducing receptivity and increas-

ing egg-laying [ 8 ,  21 ,  22 ]. Female post-mating behaviors 

are triggered by the male seminal fl uid peptide (sex-pep-

tide, SP) and regulated by SP-responsive neurons which 

express fruitless ( fru ), doublesex ( dsx ), and pickpocket 

( ppk ) [ 23 – 26 ]. Despite this progress in the sensory and 

integrative circuits for female sexual behavior [ 26 – 29 ], 

very little is known about how internal factors modulate 

virgin female receptivity. 

 Internal factors that modulate the function of neuronal 

circuits often use neurochemical systems including neuro-

peptides and neurotransmitters [ 30 ]. Serotonin (5-hydroxy-

tryptamine; 5-HT), which is one of the highly-conserved 

neurotransmitters across species, is involved in a range of 

behaviors including cognition, reward, learning, and mem-

ory, as well as male and female sexual behavior [ 31 – 35 ]. 

Although 5-HT is known to be involved in mammal sexual 

behavior, its exact function in regulating sexual behavior is 

unclear. In  Drosophila , 5-HT has also been shown to regu-

late a variety of complex behaviors including aggression, 

sleep, and feeding [ 36 – 38 ], but whether and how it regulates 

female sexual receptivity is unknown. Thus, it is of particu-

lar importance to investigate the function of 5-HT in female 

sexual receptivity using the  Drosophila  model. 

 Sexual behaviors in  Drosophila  are largely controlled 

by two pivotal regulatory genes,  fru  and  dsx , that control 

most aspects of sexual development and behavior [ 10 ,  39 , 

 40 ]. Sex-specifi c  dsx  transcripts are translated in both sexes 

to produce the sex-specifi c proteins  Dsx M  or  Dsx F , which 

control male and female diff erentiation, respectively [ 15 , 

 41 – 43 ]. In contrast,  fru  proteins  (Fru M ) control male court-

ship and are male-specifi c [ 1 ,  5 ,  44 ,  45 ]. Although  Fru M  

proteins are not produced in females, neurons expressing the 

 fru  transcript ( fru   +  ) are crucial for female sexual receptivity, 

as silencing these  fru   +   neurons impairs female receptivity 

[ 44 ,  46 ]. Recent studies have also revealed the importance 

of  dsx   +   neurons in controlling virgin female receptivity and 

post-mating behaviors in mated females [ 24 ,  27 ,  47 ,  48 ]. 

 In this study, we showed that 5-HT signaling modulates 

female sexual receptivity at both the molecular and the neu-

ral circuit levels. Knockout and knockdown of tryptophan 

hydroxylase ( Trh ), which is involved in the biosynthesis of 

5-HT, decreased virgin female receptivity. Activation of the 

entire population of  Trh  +  neurons enhanced sexual receptiv-

ity in virgin females but had no eff ect on sexual receptivity 

in mated females. We identifi ed a group of sexually dimor-

phic  Trh  +  fru   +   neurons in the posterior lateral protocerebrum 

(PLP) to be a crucial 5-HT-releasing site in the regulation of 

female sexual receptivity. Analysis of  Ca 2+  activity in 5-HT-

PLP neurons revealed stronger activity in virgin fl ies than 

in mated fl ies. Furthermore, we found two 5-HT receptors, 

5-HT 1A  and 5-HT 7 , that might be crucial for female sexual 

receptivity. 

    Materials and Methods 

   Fly Culture and Strains 

 All  D. melanogaster  strains were reared on standard medium 

at 25°C and 60% humidity in a 12-h light/dark photoperiod 

unless otherwise described. All the knockout lines in this 

study for screening have been published [ 49 ]. The follow-

ing strains were obtained from Dr. Yi Rao’s lab (Peking 

University, Beijing, China):  isoCS  (wild-type),  Trh-GAL4 , 
 elav-GAL4 ; UAS-dicer2 ,  elav-GAL4 , and  UAS-5-HT1A . The 

 UAS-stingerGFP  and  UAS-Redstinger  lines were gifts from 

Dr. Yufeng Pan’s lab (Southeast University, Nanjing, China). 

 UAS-PACα  was a gift from Dr. Yan Zhu’s lab (Institute of 

Biophysics, Chinese Academy of Sciences). The follow-

ing strains were from the Bloomington  Drosophila  Stock 

Center:  UAS-Kir2.1  (BL#6596), TRIC (BL#61679),  UAS-
mCD8-GFP  (BL#5137),  UAS-shi   ts   (BL#44222), and  UAS-
Trh-RNAi  (BL#33612). 

    Behavioral Assays 

 Female receptivity assays were conducted as previously 

described [ 15 ]. In brief, individual virgin females (8–10 

days old) were paired with a naïve wild-type male courter 

( isoCS ) (8–10 days old). Before they were paired, females 

and males were separately introduced into a two-layer court-

ship chamber (10 mm diameter × 3 mm height per layer), 

which was divided by a removable transparent strip. The 

assay was recorded with a resolution of 1280 pixels × 720 

pixels (1.78:1) at 30 frames/s for 30 min using cameras 

(VIXIA HF R500, Canon, Tokyo, Japan). The number of 

receptive females and the time of receptivity for individual 

females were analyzed manually. 

 In the egg-laying assay, 3–4 virgin or mated females (~8 

days old) were transferred to a vial with fresh medium left 

for 48 h at 25°C and 60% humidity under a 12-h light/dark 

cycle, and the number of eggs laid per female during 48 h 

was counted manually. To collect mated females, individual 

females were aspirated into the courtship chamber to allow 

copulation with a wild-type male before the egg-laying tests. 

 In the re-mating assay, we obtained mated females by 

pairing virgin females with wild-type males (both ~8 days 

old). The mated females were collected as above, transferred 

to food vials, and left for 48 h before re-mating tests with a 

new wild-type male of the same age for 1 h. The percentage 

of re-mating females was analyzed manually. 

 The locomotion assay was applied at 25°C and 60% 

humidity. Individual virgin females were transferred to the 
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courtship chambers without males and recorded for 10 min. 

The locomotor speed was analyzed using MatLab software 

(MathWorks Inc., MA, USA) as described previously [ 50 ]. 

 All behavioral assays were run from 11:00 to 15:00. 

The food medium was replaced every 2–3 days to ensure 

freshness. 

    Light-induced Experiments 

 In  PACα  (photoactivated adenylyl cyclase α) experiments, 

fl ies were crossed on standard medium, and the vials were 

wrapped in aluminum foil to avoid light. Female progeny 

(<8 h) were isolated in darkness for 8–10 days. Prior to 

behavioral tests,  PACα- expression was activated by blue 

light (420 nm, 1200 mW/cm 2 , 5 s; Denjoy, DY-400-4, 

Changsha, China). 

 In  CsChrimson  experiments, fl ies were crossed on 0.2 

mmol/L retinal-containing medium (Sigma-Aldrich, St. 

Louis, USA) in darkness. Virgin females were immediately 

transferred to 0.4 mmol/L retinal-containing medium and 

isolated in darkness for 8–10 days. Female receptivity tests 

were performed in darkness (control) or with red light acti-

vation (620 nm, 0.03 mW/mm 2 ; Kemai Vision Technology, 

Dongguan, China) during a 30-min observation period. The 

assay was recorded by an industrial camera (Stingray F080B 

ASG, Allied Vision Technologies, Stadtroda, Germany) 

equipped with an infrared light source (860-nm IR LED, 

Kemai Vision Technology) for illumination. 

    Temperature-induction Experiments 

 In  TrpA1  and  UAS-shi   ts   experiments, virgin females were 

maintained at 22°C for 8–10 days. Before the behavioral 

assay, the fl ies were concurrently introduced into chambers 

at 30°C or 21°C for 20 min. 30°C was the activation tem-

perature in  TrpA1  activation experiments but a restrictive 

temperature in  UAS-shi   ts   inactivation experiment. 

    Generation of  UAS-5-HT7  

 pJFRC28-5XUAS-IVS-GFP-p10 (# 12073; Fungene Bio-

technology, Shanghai, China) was used for the genera-

tion of the pJFRC28- UAS-5-HT7  ( UAS-5-HT7 ) construct. 

pJFRC28-5XUAS-IVS-GFP-p10 plasmid digested within 

NotI and XbaI was used to excise the coding sequence of 

GFP. Using the Gibson Assembly, the complementary DNA 

(cDNA) of 5-HT7 was cloned in the described plasmid. The 

right upstream of ATG codon added the Kozak sequence, 

and the  UAS-5-HT7  construct was injected into the attP40 

site using phiC31 integrase-mediated transgenesis. The con-

struct was confi rmed using DNA sequencing and PCR. The 

primers used for cloning  5-HT7  cDNA were as follows:

    •  UAS-5-HT7-forward:    

 TCT TAT CCT TTA CTT CAG GCG GCC GCC ACC ATG GCT 

TTA TCT GGA CAG GACTG  

     •  UAS-5-HT7-reverse:    

 GTT ATT TTA AAA ACG ATT CAT TCT AGA TTA AGA GAA 

AGC TCT CCC TCG C 

    Confi rmation of Transgenic Flies 

 Genomic DNA was extracted from the whole body of adult 

fl ies. Individual fl ies were crushed with a pestle in 50 μL 

DNA extraction reagent. After incubation at 95°C for 10 

min, the samples were centrifuged at 12,000 r/min for 10 

min at room temperature. The supernatant of DNA was 

collected and added to the mixing system to conduct PCR, 

according to the manufacturer’s instructions. The mix con-

tained 25 μL 2× MightyAmp buff er, 1 μL MightyAmp DNA 

polymerase, and 5 μL 10× Additive for high specifi city, and 

was adjusted to 50 μL. Primers used in regions 1–3 (Fig.  1 B) 

were as follows:

    •  Region 1 forward: GGC TAC GGT GGA TAT TCC AAG   

   •  Region 1 reverse: CAT TCA GGC TGT TGT GGA GC  

   •  Region 2 forward: GAG AGG TGG CCT CTG TGA AC  

   •  Region 2 reverse: CGG TGC CCC TTT GAACG   

   •  Region 3 forward: AGG GAA CAG ATT CTC GGG AC  

   •  Region 3 reverse: ACT TCT TGG TGC AGT GCC TC    

              Immunostaining 

 Flies were dissected in phosphate-buff ered saline (PBS), and 

then the brains were fi xed in 2% (weight/volume) paraform-

aldehyde (PFA) (Electron Microscopy Sciences, Hangzhou, 

China) for 55 min at room temperature. Then, the samples 

were washed fi ve times in PBS with 0.3% Triton (PBST) 

for 15 min and incubated in blocking solution [5% (volume/

volume) goat serum (Sigma-Aldrich) diluted in 0.3% PBST] 

for 1 h at room temperature. The brains were then incubated 

with the primary antibody (diluted in blocking solution) for 

>24 h at 4°C, and washed fi ve times in 0.3% PBST for 15 

min before incubation with the secondary antibody (1:500, 

diluted in blocking solution) overnight at 4°C. The sam-

ples were washed fi ve times in 0.3% PBST for 15 min and 

fi xed in 4% PFA for >4 h at room temperature. The brains 

were washed fi ve times with 0.3% PBST for 15 min at room 

temperature and were placed on a poly-L-lysine-coated 

coverslip in 0.3% PBST. The brains were then immersed in 

30%, 50%, 75%, 95%, and 100% ethanol. The brains were 

immersed three times in xylene for 5 min and mounted on 

glass slides using dibutylphthalate polystyrene xylene (DPX) 
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(Sigma-Aldrich) for imaging. Images were generated on a 

Zeiss 710 confocal microscope (Carl Zeiss, Oberkochen, 

Germany) and were processed using Fiji software (  https:// 

imagej. net/ Fiji    ). 
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 The antibodies used were mouse anti-nc82 (1:50; Devel-

opmental Studies Hybridoma Bank, Iowa City, USA), 

chicken anti-GFP (1:1000; Life technologies, Carlsbad, 

USA), rabbit anti-RFP (1:500; Invitrogen, Waltham, USA), 

and rabbit anti-5-HT (1:500; Life technologies). The sec-

ondary antibodies were Alexa Fluor goat anti-chicken 488 

(1:500; Life technologies), Alexa Fluor goat anti-rabbit 488 

(1:500; Life technologies), Alexa Fluor goat anti-mouse 546 

(1:500; Life technologies), and Alexa Fluor goat anti-rabbit 

633 (1:500; Invitrogen). 

    Drug Treatment in Rescue Experiments 

 The procedure in the 5-hydroxytryptophan (5-HTP; Sigma-

Aldrich) feeding experiment is shown in Fig.  2 A. Virgin 

females were reared on normal food for 8 days after eclo-

sion. Two days before behavioral tests and immunostaining 

analysis, the fl ies were divided into two treatment groups. 

In the control group (5-HTP − ), females were put on con-

trol mock food containing 2% agar and 10% sucrose; in the 

5-HTP feeding group (5-HTP + ), the fl ies were reared on 

drug-containing food in which 2 mg/mL 5-HTP was dis-

solved in the mock food.         

    Transcriptional Reporter of Intracellular  Ca 2+  (TRIC) 
Assay 

 Virgin  females  wi th  the  genotype  10XUAS-
m C D 8  : :  R F P / 1 3 X L e x A o p 2 - m C D 8  : :  G F P  ;  n S y b -
MKII :: nlsLexADBDo ; UAS-p65AD :: CaM/Trh-GAL4  were 

collected within 8 h after eclosion until TRIC assay. For 

mated females, 8-days-old virgin females of given geno-

types were transferred to courtship chambers and paired with 

wild-type male fl ies. The females that copulated success-

fully within 30 min were collected for further TRIC analy-

sis. Adult female brains from these two groups (virgin and 

mated) were dissected, and the whole brain was perfused 

with a saline solution containing (in mmol/L) 103 NaCl, 

3 KCl, 4  MgCl 2 , 1.5  CaCl 2 , 26  NaHCO 3 , 1  NaH 2 PO 4 , 5 

N-tri-(hydroxymethyl)-methyl-2-aminoethane-sulfonic acid, 

20 glucose, 17 sucrose, and 5 trehalose, adjusted to pH 7.3. 

 Images were acquired using a confocal microscope 

(Nikon A1R+, Nikon, Toyko, Japan) with a 40× water 

immersion objective. The  Ca 2+  signal was indicated by the 

fl uorescence intensity. 488-nm and 546-nm light was used 

to excite GFP and RFP, respectively. The regions of inter-

est (ROIs) were manually defi ned in the PLP cluster area 

and were analyzed using NIS-Elements D (Nikon;   https:// 

www. micro scope. healt hcare. nikon. com/ en_ EU/ produ cts/ 

softw are    ). The relative TRIC signal of selected ROIs (GFP 

signal/RFP signal) was used to compare neural activity in 

virgin and mated females. 

    Statistical Analysis 

 Statistical analysis and graphics were applied with the R 

system 4.0.2 (  https:// www.r- proje ct. org/    ), MatLab software 

(MathWorks Inc., MA, USA), and GraphPad Prism 7 soft-

ware (GraphPad Software, San Diego, USA). The  χ  2  test was 

used to compare the copulation rate of diff erent groups at 

various time points. The Mann-Whitney  U  test was applied 

for two-group comparisons. Kruskal-Wallis with the  post 
hoc  Mann-Whitney  U  test was used to compare the diff er-

ences between multiple groups. All data are shown as the 

mean ± SEM. Sample sizes are indicated in the fi gures. Sta-

tistical signifi cance was set at  P  <0.01. 

     Results 

   5-HT Modulates Virgin Female Receptivity 

 In  Drosophila , it has been found that virgin female receptiv-

ity is associated with the release of dopamine (DA), drosul-

fakinin (DSK), and SIFamide (SIFa) [ 51 – 54 ]. To identify 

the role of other neurochemicals involved in regulating vir-

gin female receptivity, we screened 108 chemoconnectome 

(CCT) knockout lines generated by the CRISPR-Cas9 sys-

tem [ 49 ]. 

 Preliminary screening (unpublished data) showed that 

virgin female receptivity might be regulated by the  Trh  gene 

that encodes an enzyme catalyzing the fi rst and rate-limiting 

step of 5-HT biosynthesis (Fig.  1 A) [ 55 ,  56 ]. We confi rmed 

the  Trh  knockout line by using PCR analysis at the  Trh  locus 

in genomic DNA samples (Fig.  1 B,  C ) and by detecting the 

immunoreactivity of 5-HT in the central brain (Fig.  1 D). 

5-HT immunoreactivity was found in the brain of wild-type 

and heterozygous fl ies (Figs.  1 D), but was absent in homozy-

gous  Trh -knockout fl ies (Fig. 1D). We found that knockout 

  Fig. 1       The  Drosophila Trh  gene is essential for virgin female recep-

tivity.  A  5-HT biosynthesis process.  B  Schemata of the  Trh  gene 

locus and mutants generated by  Trh  knockout .  Black bars indicate 

target regions 1–3 in the PCR analysis in  C .  C  PCR verifi cation of 

regions 1–3 in  B  from  Trh  mutant genomic DNA samples.  D  Neu-

ropil expression of the  Trh  gene in female adult brains of wild-

type (WT) ( D1 ), heterozygous ( D2 ), and homozygous  Trh  mutant 

fl ies ( D3 ), immunostained with anti-5-HT antibody (magenta) and 

nc82 antibody (blue) (scale bars, 50 μm).  E ,  F  The copulation rate 

is decreased ( E ) and the copulation latency is prolonged ( F ) in  Trh -
knockout mutants within a 30 min observation period.  G   Trh  mutants 

do not diff er in locomotor speed from WT and heterozygous control 

females.  H ,  I  Knockdown of  Trh  expression reduces virgin female 

receptivity. The copulation rate is decreased ( H ) and the copulation 

latency is prolonged ( I ) by knocking down  Trh  expression pan-neu-

ronally. *** P  <0.001, otherwise no signifi cant diff erence ( χ  2  test for 

copulation rate; Kruskal-Wallis with  post hoc  Mann-Whitney  U  test 

for copulation latency).  n  values are shown in parentheses. Error bars, 

±SEM.  

◂
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of  Trh  reduced the virgin female copulation rate and pro-

longed the copulation latency compared to heterozygous 

and wild-type control females (Fig.  1 E,  F ). In contrast, we 

found that  Trh -knockout females showed locomotor activity 

comparable to control females (Fig.   1 G). Furthermore, 

knocking down  Trh  expression pan-neuronally using the 

 elav-GAL4  driver reduced the copulation rate and increased 

  Fig. 2       Acutely feeding 5-HTP restores 5-HT expression and virgin 

female receptivity in  Trh -knockout mutants.  A  The protocol of the 

feeding assay in the rescue experiment.  B  Immunoreactivity of 5-HT 

is restored in the brain of  Trh  mutant females after feeding 5-HTP for 

48 h (scale bars, 50 μm).  C ,  D  Virgin female receptivity is restored 

by feeding  Trh  mutants with 5-HTP. In  Trh -knockout mutants, the 

copulation rate is elevated to the normal level ( C ) and the copulation 

latency is shortened ( D ).  E  Immunoreactivity of 5-HT in wild-type 

females is not signifi cantly aff ected by feeding 5-HTP (scale bars, 

50 μm).  F ,  G  Sexual receptivity of wild-type virgin females is not 

aff ected by 5-HTP feeding. Wild-type females show a comparable 

copulation rate ( F ) and copulation latency ( G ) with or without 5-HTP 

feeding. *** P  <0.001, ** P  <0.01, otherwise no signifi cant diff er-

ence ( χ  2  test for copulation rate; Mann-Whitney  U  test for copulation 

latency).  n  values are shown in parentheses; error bars, ±SEM.  
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the copulation latency in virgin females (Fig.  1 H,  I ). Given 

that  Trh  heterozygous and wild-type females displayed simi-

lar phenotypes, we mainly used wild-type females as control 

fl ies in later experiments. 

 To determine whether restoration of the 5-HT expres-

sion level could rescue the sexual receptivity of  Trh -
knockout females, we performed pharmacological rescue 

experiments by feeding them with 5-HTP (Fig.  2 A). After 

feeding with 2 mg/mL 5-HTP, 5-HT immunofl uorescence 

was restored in the brain of  Trh  mutant females (Fig.  2 B). 

Furthermore, both copulation rate and copulation latency 

were rescued to normal levels in  Trh  mutant females 

(Fig.  2 C,  D ). In contrast, 5-HT immunofl uorescence and 

female sexual receptivity were not signifi cantly aff ected 

in wild-type females by feeding with 5-HTP (Fig.  2 E–G). 

These results indicate that 5-HT is crucial for virgin female 

receptivity in  Drosophila . 
 To determine whether 5-HT specifically regulates 

virgin female receptivity, or affects sexual behavior in 

both virgin and mated females, we next tested egg-laying 

and re-mating behaviors in  Trh -knockout or -knockdown 

females. We found that  Trh- knockout virgin females did 

not show increased egg-laying (Fig. S1A), or any re-

mating behavior after mating, like wild-type controls 

(Fig. S1B). We also observed similar phenotypes in  Trh  
RNAi-knockdown females (Fig. S1C, D). Thus, 5-HT 

specifically regulates virgin female receptivity but not 

post-mating behaviors. 

     Trh   +   Neurons Regulate Virgin Female Receptivity 

 We used a  UAS-mCD8GFP  reporter to visualize the 

expression pattern of the newly-generated  Trh-GAL4  [ 36 ] 

(Fig.  3 A). The  Trh-GAL4  labeled 5-HT clusters in the brain 

similar to those reported by previous studies [ 57 ,  58 ]. We 

mapped the distribution of  Trh   +   neurons in the central brain 

including the anterior dorsomedial protocerebrum (ADMP), 

anterior lateral protocerebrum (ALP), anterior medial pro-

tocerebrum (AMP), lateral subesophageal ganglion (SEL), 

lateral protocerebrum (LP), medial subesophageal ganglion 

(SEM), posterior medial protocerebrum, dorsal (PMPD), 

medial (PMPM), and ventral (PMPV) posterior medial 

protocerebrum, and posterior lateral protocerebrum (PLP) 

(Fig.  3 B).         

 We then analyzed whether  Trh   +   neurons are involved in 

the modulation of female sexual receptivity. We activated 

all  Trh -expressing neurons by using PACα [ 59 ], which 

specifi cally enhances intracellular cAMP levels after blue 

light stimulation, and also has a more moderate activation 

eff ect than  CsChrimson  [ 60 ] or  dTrpA1  [ 61 ], since the  Trh -
GAL4 labels a large number of neurons and strong activa-

tion of these neurons may have side-eff ects. We found that 

activation of  Trh-GAL4  neurons increased copulation rate 

and decreased copulation latency in  UAS-PACα/Trh-GAL4  
virgin females (Fig.  3 C,  D ). In contrast, there was no sig-

nifi cant change in copulation rate and copulation latency 

after blue light stimulation in  UAS-PACα/+  or  Trh-GAL4/+  
control females (Fig.  3 E–H). 

 To further confi rm whether  Trh   +   neurons are necessary 

for virgin female receptivity, we silenced these neurons by 

expressing the inwardly-rectifying  K +  channel (Kir2.1) [ 62 ]. 

 UAS-Kir2.1/Trh-GAL4  virgin females exhibited a dramatic 

reduction in copulation rate and a prolonged copulation 

latency compared to control females (F i g.  3 I,  J ). We also 

found that blocking neurotransmission from  Trh   +   neurons 

expressing the temperature-sensitive  shibire   ts   ( shi   ts  ) [ 63 ] sig-

nifi cantly reduced virgin female receptivity (Fig. S2). Fur-

thermore, neither activation nor inactivation of  Trh   +   neurons 

aff ected sexual receptivity in mated females (Tables S1, S2). 

Taken together, our fi ndings indicate that the activity of  Trh   +   
neurons positively regulates sexual receptivity in virgin, but 

not mated females. 

     Trh   +   fru   +  neurons Mediate Virgin Female Receptivity 

 We next set out to narrow down the serotonergic neurons 

that promote virgin female receptivity. As previous studies 

revealed crucial roles of  fru  or  dsx  neurons in regulating 

female receptivity [ 15 ,  41 ,  46 ], we tried to specifi cally label 

and manipulate  Trh   +  ∩ fru   +   or  Trh   +  ∩ dsx   +   neurons. We fi rst 

applied the FLP/FRT intersectional strategy [ 64 ] to restrict 

expression in overlapping  Trh   +   and  fru   +   neurons (Fig.  4 A). 

 UAS>stop>CsChrimson ;  fru   LexA    LexAop2-FlpL/Trh-GAL4  
virgin females, in which the overlapping  Trh   +   and  fru   +   neu-

rons (referred to as  Trh   +   fru   +   neurons hereafter) express the 

optogenetic eff ector  CsChrimson  [ 60 ], displayed a much 

higher copulation rate and decreased copulation latency 

with red light stimulation (Fig.  4 B,  C ). In contrast, control 

 UAS>stop>CsChrimson ;  fru   LexA    LexAop2-FlpL/+ , or  Trh-
GAL4/+  virgin females did not exhibit red light-induced 

changes in receptivity (Fig.  4 D–G). We also used the ther-

mogenetic eff ector  TrpA1  [ 61 ] to activate the  Trh   +   fru   +   neu-

rons, and found that heat-induced activation of  Trh   +   fru   +   
neurons slightly but signifi cantly enhanced virgin female 

receptivity (Fig. S3). These results indicate that activa-

tion of  Trh   +   fru   +   neurons is able to promote virgin female 

receptivity.         

 We next tried to silence the  Trh   +   fru   +   neurons using the 

same intersectional strategy to express the inwardly-recti-

fying  K +  channel Kir2.1 [ 62 ]. Silencing the  Trh   +   fru   +   neu-

rons dramatically reduced copulation rate and increased 

copulation latency in virgin females compared with 

control females (Fig.  4 H,  I ). The reduction of receptiv-

ity in these females was not due to locomotor activity as 



1284 Neurosci. Bull. November, 2022, 38(11):1277–1291

1 3

  Fig. 3        Trh   +   neurons regulate virgin female receptivity.  A  Expression pat-

tern of the  Trh  gene and  Trh-GAL4  visualized with anti-5-HT antibody 

(magenta) and anti-GFP (green) in a  UAS-mCD8-GFP/Trh-GAL4  female 

brain and VNC (scale bars, 50 μm).  B  Anterior (upper) and posterior 

views (lower) of  Trh   +   neurons labeled by  Trh-GAL4  in the brain.  C ,  D  The 

copulation rate is increased ( C ) and the copulation latency is shortened 

( D ) after blue light stimulation in  UAS-PACα/Trh-GAL4  virgin females. 

 E ,  F   UAS-PACα/+  control females do not display a signifi cantly changed 

copulation rate ( E ) and copulation latency ( F ) after blue light stimulation. 

 G ,  H   Trh-GAL4/+  control females show a comparable copulation rate 

( G ) and copulation latency ( H ) with or without blue light stimulation.  I ,  J  

 UAS-Kir2.1/Trh-GAL4  virgin females exhibit a decreased copulation rate 

( I ) and prolonged copulation latency ( J ) relative to control females. *** P  
<0.001, ** P  <0.01, otherwise no signifi cant diff erence ( χ  2  test for copula-

tion rate analysis; Mann-Whitney  U  test for  D ,  F,  and  H ; Kruskal-Wallis 

with  post hoc  Mann-Whitney  U  test for  J ).  n  values are shown in paren-

theses; error bars, ±SEM. ADMP, anterior dorsomedial protocerebrum; 

ALP, anterior lateral protocerebrum; AMP, anterior medial protocer-

ebrum; LP, lateral protocerebrum; PLP, posterior lateral protocerebrum; 

PMPD, dorsal, PMPM, medial, and PMPV, ventral posterior medial pro-

tocerebrum; SEL, lateral and SEM, medial subesophageal ganglion.  
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they displayed a walking speed comparable with control 

females (Fig.  4 J). We also used the same intersectional 

strategy to silence the overlapping  Trh   +   and  dsx   +   neurons, 

but did not fi nd any signifi cant change in virgin female 

receptivity (Fig. S4A, B). Thus, these findings indi-

cate that  Trh   +   fru   +   neurons are crucial for virgin female 

receptivity. 

    Sexually Dimorphic  Trh   +   fru   +   PLP Neurons Promote 
Virgin Female Receptivity 

 The above results demonstrated a crucial role of  Trh   +   fru   +   
neurons in regulating virgin female receptivity. To visualize 

the  Trh   +   fru   +   neurons, we fi rst applied double-labeling in  Trh-
GAL4/UAS-stingerGFP ;  fru   LexA   /LexAop-Redstinger  fl ies, and 

found that a subset of PLP neurons was co-labeled by  Trh   +   
and  fru   +   in the brain of females (Fig.  5 A,  B ). In addition, we 

applied the FLP/FRT intersectional strategy to express GFP in 

both sexes of  UAS>stop>mCD8-GFP ;  fru   LexA    LexAop2-FlpL/
Trh-GAL4  fl ies. We observed GFP expression in ~3 pairs of 

PLP neurons (Fig.  5 C) and a few neurons in the ventral nerve 

cord (VNC) in females (Fig.  5 C); in contrast, we observed 

1–2 pairs of PLP neurons as well as a few other neurons in the 

brain (Fig.  5 C) and VNC in males (Fig.  5 C). Thus, there might 

be female-specifi c  Trh   +   fru   +   PLP neurons that regulate virgin 

female receptivity. We also used the same strategy to visualize 

 Trh  +  dsx   +   neurons, and observed sparse expression in the brain 

and VNC (Fig. S4C). Nevertheless, these  Trh  +  dsx   +   neurons 

were not involved in virgin female receptivity (Fig. S4A, B). In 

addition, we used the above strategy to express nsyb-GFP and 

Dscam-GFP and localized presynaptic and postsynaptic sites 

of the  Trh   +   fru   +   PLP neurons in females (Fig. S5).         

 To further test the role of  Trh   +   fru   +   PLP neurons in female 

receptivity, we monitored the neural activity of PLP neurons 

by expressing TRIC [ 65 ] in virgin and mated females. The 

TRIC signal in PLP neurons was signifi cantly stronger in 

virgins than that in mated females (Fig.  5 D). Thus, the spon-

taneous activity of  Trh   +   fru   +   PLP neurons is higher in vir-

gin females, which might refl ect an internal state of female 

receptivity. Together, these results demonstrate that a sub-

set of sexually dimorphic  Trh   +   fru   +   PLP neurons promotes 

sexual receptivity in virgin females. 

    5-HT 1A  and 5-HT 7  Receptors Regulate Virgin Female 
Receptivity 

 There are fi ve types of 5-HT G-protein-coupled receptors 

(GPCRs): 5-HT 1A , 5-HT 1B , 5-HT 2A , 5-HT 2B , and 5-HT 7  [ 36 , 

 66 – 68 ]. These receptors, which are mammalian orthologs 

of the 5-HT receptor family, are expressed widely in the 

central nervous system [ 69 ] (Fig. S6), and regulate complex 

behaviors [ 37 ,  70 – 72 ]. To identify which 5-HT receptors are 

involved in virgin female receptivity, we used knockout lines 

of each 5-HT receptor and found that the copulation latency 

of  5-HT1A - and  5-HT7 -knockout females was signifi cantly 

longer than in the wild-type control females (Fig.  6 A). In 

addition, knockout of  5-HT1A  and  5-HT7 , but not  5-HT1B, 
5-HT2A , or  5-HT2B , signifi cantly reduced the copulation 

rate in virgin females (Fig.  6 B–F).         

 Given that female sexual receptivity was reduced in the 

 5-HT1A  and  5-HT7  mutants, we analyzed whether overex-

pressing  5-HT1A  or  5-HT7  in  5-HT1A  or  5-HT7  mutants 

could restore female receptivity. We used  elav-GAL4  to drive 

the expression of  UAS-5-HT1A  or  UAS-5-HT7  in  5-HT1A  or 

 5-HT7  mutant fl ies, respectively. We found that the copula-

tion rate was increased, and copulation latency was reduced 

in  5-HT1A  mutant females with  elav-GAL4 -driven expres-

sion of  5-HT1A  (Fig.  6 G,  H ). Meanwhile, the copulation 

rate and the copulation latency of  5-HT7  knockout females 

were also restored to normal levels with  elav-GAL4 -driven 

expression of  5-HT7  (F i g.  6 I,  J ). These results suggest that 

5-HT 1A  and 5-HT 7  receptors are involved in virgin female 

receptivity. 

     Discussion 

 In animals, males often initiate courtship, and females 

decide whether to accept or reject copulation. Acceptance 

by females is a prerequisite for reproductive success, which 

is determined not only by external factors but also by inter-

nal sexual motivation. Monoamine neurotransmitters and 

neuropeptides have been found to regulate female receptiv-

ity, such as dopamine [ 51 ,  53 ], octopamine [ 27 ], DSK [ 54 ], 

and SIFa [ 52 ]. Here, we showed that 5-HT signaling plays a 

critical role in virgin female receptivity. Both the knockout 

and  RNAi  knockdown of  Trh  reduced the receptivity. 5-HT 

may regulate virgin female receptivity through two of the 

5-HT receptors, 5-HT 1A  and 5-HT 7 . Furthermore, we identi-

fi ed ~3 pairs of sexually dimorphic  Trh   +   fru   +   PLP neurons 

in the female brain that promote sexual receptivity in virgin 

females. 

 5-HT is a well-known conserved molecule, which par-

ticipates in regulating sexual behavior in a wide range 

of species [ 73 ]. In mammals, a fraction of 5-HT is pro-

duced in the central nervous system to regulate male 

sexual behavior, such as ejaculation and orgasm [ 74 – 77 ]. 

Moreover, 5-HT is required for male sexual preference: 

male mice lacking 5-HT prefer to court males rather 

than females [ 78 ]. Although the role of 5-HT has been 
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  Fig. 4        Trh   +   fru   +   neurons mediate virgin female receptivity.  A  The intersectional 

strategy used to narrow down the serotonergic neurons. FLP is driven by  fru   LexA   L-
exAop  to excise the transcriptional stop cassette, allowing the expression of specific 

effectors in intersecting neurons ( Trh ∩ fru ).  B ,  C  Activation of  Trh   +   fru   +   neurons 

with red light increases the copulation rate ( B ) and decreases the copulation latency 

( C ) in  UAS>stop>CsChrimson ;  fru   LexA    LexAop2-FlpL/Trh-GAL4  virgin females. 

 D–G   UAS>stop>CsChrimson ;  fru   LexA    LexAop2-FlpL/+  or  Trh-GAL4/+  control 

virgin females do not show a red light-induced change in copulation rate or copula-

tion latency.  H ,  I  Silencing the  Trh   +   fru   +   neurons decreases copulation rate ( H ) and 

prolongs copulation latency ( I ) in virgin females compared with control females.  J  
Inactivation of  Trh   +   fru   +   neurons in these females does not affect locomotor speed. 

*** P  <0.001, ** P  <0.01, otherwise no significant difference ( χ  2  test for copulation 

rate; Mann-Whitney  U  test for  C ,  E,  and  G ; Kruskal-Wallis with  post hoc  Mann-

Whitney  U  test for  I  and  J ).  n  values shown in parentheses; error bars, ±SEM.  
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  Fig. 5       Identifi cation of sexually dimorphic  Trh   +   fru   +   PLP neurons.  A  
The cell cluster of PLP neurons (yellow box) is labeled by  Trh-GAL4/
UAS-stingerGFP  (green) and  fru   LexA  / LexAop-Redstinger  (magenta) 

[scale bars, 50 μm (upper) and 20 μm (lower)].  B  Schematic of over-

lapped  Trh   +   fru   +   PLP neurons (yellow dots) in the brain of females. 

 C  Neurons co-expressing  Trh   +   and  fru   +   visualized with anti-GFP 

(green) in females and males. Anti-nc82 (blue) indicates the neuropil 

of the central nervous system. Yellow boxes indicate cell bodies of 

the  Trh   +   fru   +   PLP neurons (scale bars, 50 μm).  D  The TRIC signal 

in PLP neurons is signifi cantly stronger in virgin females than that in 

mated females. ** P  <0.01 (Mann-Whitney  U  test).  n  values shown in 

parentheses; error bars, ±SEM.  
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  Fig. 6       5-HT 1A  and 5-HT 7  receptors are involved in virgin female 

receptivity.  A  The copulation latency is extended in  5-HT1A - and 

 5-HT7 -knockout females compared to wild-type control females. 

 B–F  Copulation rate of females with 5-HT receptor knockout during 

a 30-min observation period. Knockout of  5-HT1A  ( B ) and  5-HT7  
( F ), but not  5-HT1B  ( C ),  5-HT2A  ( D ), or  5-HT2B  ( E ), signifi cantly 

reduces the copulation rate in virgin females.  G ,  H  The copulation 

rate ( G ) is increased, and the copulation latency ( H ) is reduced in 

 5-HT1A  mutant females with the  elav-GAL4 -driven expression of 

 5-HT1A .  I ,  J  The  elav-GAL4 -driven expression of  UAS-5-HT7  in 

 5-HT7 -knockout females also restores the copulation rate ( I ) and cop-

ulation latency ( J ) to normal levels. *** P  <0.001, ** P  <0.01, other-

wise no signifi cant diff erence (Kruskal-Wallis with  post hoc  Mann-

Whitney  U  test for copulation latency;  χ  2  test for copulation rate).  n  
values are shown in parentheses; error bars, ±SEM.  
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unraveled in the modulation of male sexual behavior, lit-

tle is known about its role in female sexual behavior. We 

found that  Trh  knockout females showed a dramatic reduc-

tion in receptivity, which was rescued by acutely feeding 

5-HTP before the receptivity assay. Loss of 5-HT specifi -

cally impaired virgin female receptivity but not post-mat-

ing behaviors. Furthermore, the spontaneous activity of a 

subset of 5-HT-releasing neurons was stronger in recep-

tive virgin females. We speculate that 5-HT is required to 

maintain proper activity in sex-promoting neurons, and 

thus serves as a positive regulator for sexual motivation 

in virgin females. 

 All 5-HT receptors, 5-HT 1A , 5-HT 1B , 5-HT 2A , 5-HT 2B , 

and 5-HT 7 , play coordinated roles in serotonin signaling to 

modulate diverse complex behaviors including aggression, 

locomotion, and sleep [ 36 ,  79 ,  80 ]. Notably, knockout of 

either  Trh  or individual 5-HT receptors did not result in any 

evident developmental defi cit in fl ies, which suggests that 

the role of 5-HT signaling in a variety of behaviors is not 

due to a developmental defi cit. We found that the 5-HT 1A  

and 5-HT 7  receptors, but not the 5-HT 1B , 5-HT 2A , or 5-HT 2B  

receptors, are involved in virgin female receptivity. Knock-

out of 5-HT 1A  or 5-HT 7  reduced the receptivity, although 

not as severely as knockout of  Trh , suggesting that 5-HT 

receptors might have parallel and redundant roles in virgin 

female receptivity. We also noted that knockout of 5-HT 2B  

induced a slight increase in the female copulation rate. It has 

been reported that 5-HT 2B  regulates the amount of sleep and 

sleep homeostasis [ 36 ,  81 ], while sleep signifi cantly infl u-

ences female mating behaviors. Whether 5-HT 2B  functions 

to coordinate female sleep and sexual behavior awaits further 

investigation. 

 Approximately 90 serotonergic neurons are present 

in the central brain and are divided into several clus-

ters into distinct brain regions [ 57 ,  58 ]. Distinct clus-

ters of serotonergic neurons modulate various behav-

iors, such as walking, long-term memory, and feeding 

[ 38 ,  69 ]. Previous reports have indicated that female 

sexual receptivity is regulated by  fru   +   neurons [ 23 ,  46 , 

 82 ], which encouraged us to subdivide the serotonergic 

neurons involved in sexual receptivity by intersecting 

with  fru   +   neurons. We identified  Trh   +   fru   +   neurons in the 

PLP cluster to be crucial for virgin female receptivity. 

Interestingly, there were more  Trh   +   fru   +   PLP neurons in 

females than in males, suggesting the involvement of 

female-specific  Trh   +   fru   +   PLP neurons in female recep-

tivity. Such dimorphism of  Trh   +   fru   +   PLP neurons might 

be regulated by the presence/absence of  Fru M  protein in 

males and females, respectively, as found in other sexu-

ally dimorphic  fru   +   neurons [ 83 – 85 ]. We also found that 

5-HT functions in sexually dimorphic neurons to medi-

ate male courtship behavior (unpublished data). Thus, 

5-HT signaling regulates both male and female sexual 

behavior through sexually dimorphic neural circuits. 

Future studies may reveal how 5-HT functions in each 

sex to mediate different aspects of sexual behavior, pos-

sibly through distinct 5-HT receptors. 
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Abstract Developmental exposure to bisphenol A (BPA),

an endocrine-disrupting contaminant, impairs cognitive

function in both animals and humans. However, whether

BPA affects the development of primary sensory systems,

which are the first to mature in the cortex, remains largely

unclear. Using the rat as a model, we aimed to record the

physiological and structural changes in the primary audi-

tory cortex (A1) following lactational BPA exposure and

their possible effects on behavioral outcomes. We found

that BPA-exposed rats showed significant behavioral

impairments when performing a sound temporal rate

discrimination test. A significant alteration in spectral and

temporal processing was also recorded in their A1,

manifested as degraded frequency selectivity and dimin-

ished stimulus rate-following by neurons. These post-

exposure effects were accompanied by changes in the

density and maturity of dendritic spines in A1. Our findings

demonstrated developmental impacts of BPA on auditory

cortical processing and auditory-related discrimination,

particularly in the temporal domain. Thus, the health

implications for humans associated with early exposure to

endocrine disruptors such as BPA merit more careful

examination.

Keywords Auditory cortex � Auditory behavior � BPA

exposure � Cortical processing � Plasticity

Introduction

The environmental release of substances that interfere with

physiological endocrine functions (endocrine disruptors) is

one of the inevitable consequences of industrialization.

Although these substances do not originate in organisms,

they are sufficiently similar in chemical structure to

biological hormones that they bind to hormone receptors

and interfere with the activity of endogenous hormones.

For example, bisphenol A (BPA) is a typical endocrine

disruptor with weak estrogen-like activity that causes

adverse health effects by interfering with endocrine

function [1, 2]. Because BPA is mainly used to synthesize

polycarbonate and epoxy resin, it is commonly found in

medical equipment, dental sealants, eyeglass lenses, elec-

tronics, sporting equipment, and beverage containers. The

widespread use of these products makes it very likely that

humans are continuously and passively exposed to BPA

[3].

To date, the health hazards associated with BPA,

including reproductive, developmental, and metabolic

dysfunction, have been well documented [1, 2, 4, 5]. In

the central nervous system, studies have demonstrated that

BPA hinders neurogenesis, impairs synaptic plasticity, and

delays function maturation, leading to cognitive deficits in

animals and humans [6–12]. However, how BPA exposure

might affect the development of primary sensory systems,
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which are the first to mature in the cortex, remains largely

unknown. Evidence of abnormal sensory development

could indicate profound and pervasive effects of exposure.

The sensory cortex in particular has a broad range of

axonal projections to other areas such as the prefrontal

cortex and the hippocampus, participating in the production

of higher cognitive behaviors [13–15]. Consequently, it is

conceivable that altered information processing in the

sensory cortex has profound effects on cognitive functions.

Therefore, determining the post-exposure effects of BPA

on the sensory cortex is also crucial for understanding the

neural basis of BPA-induced cognitive impairments.

More recently, it has been reported in animal models

that early BPA exposure inhibits the contrast sensitivity of

neurons and decreases dendritic spine density in the visual

cortex [10, 16–18]. These studies indicate that BPA

adversely affects the development of sensory systems.

The auditory cortex plays an important role in the

perception of aural speech and other complex acoustic

stimuli [19–22]. In humans, language comprehension is

correlated with the spectral and temporal responses of

auditory cortical neurons; reduced fidelity of the cortical

coding of speech impairs auditory-related perceptual

abilities [19, 23, 24]. However, no study has yet investi-

gated whether BPA exposure affects information process-

ing in the auditory cortex.

Using the rat as a model, we aimed to investigate the

physiological and structural changes in the primary audi-

tory cortex (A1) and their possible effects on behavioral

outcomes, as a result of lactational BPA exposure. Because

human speech requires significant cortical processing of

acoustic inputs, the study may have important implications

for understanding the origins of hearing and language-

related disabilities in humans induced by endocrine dis-

ruptors such as BPA.

Materials and Methods

All procedures complied with NIH standards and were

approved by the Institutional Animal Care and Use

Committee of the East China Normal University.

BPA Administration

Timed-pregnant Sprague-Dawley rats were purchased from

the Shanghai Laboratory Animal Center (Shanghai, China).

BPA administration was as described previously [18] with

slight modifications. Briefly, all offspring were cross-

fostered on postnatal day 1 (p1) to achieve groups of 10

pups per litter and were exposed to BPA via their dams’

milk. The dams were administered 1 mg of BPA (Sigma)

per kg body weight daily from gestation day 1 to weaning

at p21. The BPA was dissolved in corn oil and applied to

corn flakes that were always consumed within 5 min of

administration. The dams of the control groups were fed

corn flakes with pure corn oil. A 12-h light/12-h dark cycle

and constant humidity and temperature conditions were

maintained for each group. After the weaning day (p21),

pups from both the BPA-exposed and the control groups

were reared under identical housing conditions until the

experiments were conducted at *p49. During experiments

and analysis, the researcher was blind to the group identity

of the animals.

Body weights of the BPA-exposed pups were continu-

ously monitored and were compared with those of age-

matched controls. Consistent with earlier studies [18], the

exposure protocol did not affect weight gain in the BPA-

exposed rats, indicating normal lactation.

Repetition Rate Discrimination Testing

A total of 15 BPA-exposed rats (7 females and 8 males)

and 18 control rats (8 females and 10 males) were used for

behavioral testing. The tasks and procedures were similar

to those in our previous studies [25–28]. Briefly, the

acoustic stimuli used in behavioral testing were pulse trains

with a duration of *520 ms that contained different

numbers of noise bursts [30 ms duration with 5 ms linear

onset and offset ramps at *60 dB sound pressure level

(SPL)], corresponding to repetition rates of 6.3, 8.3, 10,

12.5, or 14.3 pulses per second (pps). Rats were first trained

to discriminate a pulse train of 6.3 pps (the non-target)

from one of 20 pps (the target). When animals achieved

steady performance scores after *7 days of training, their

temporal rate discrimination was tested on the next day by

randomly delivering non-target pulse trains with rates of

6.3, 8.3, 10, 12.5, or 14.3 pps.

The behavioral task was conducted in a wire-mesh cage

(20 9 20 9 18 cm3) that was enclosed within a sound-

attenuating chamber. The rats’ behavioral states during the

testing were scored as either hit, miss, false positive,

withhold, or false alarm (Fig. 1A). While a hit triggered the

delivery of a 45-mg food pellet (BioServe) as a reward, a

miss, false positive, or false alarm initiated a 9-s time-out

during which the lights were turned off and no stimuli were

presented). A withhold, however, resulted in neither a

reward nor a time-out. Behavioral testing and data

acquisition were controlled by an input and output system

consisting of a speaker, photo-beam detector, food dis-

penser, sound card, and lights (Med Associates).

The behavioral discrimination of each rat was quantified

as a performance score: H–F9H (expressed as a percent-

age), where H is the number of hits/number of target trials

(hit ratio) and F is the number of false positives/number of

non-target trials (false-positive ratio) [20, 26, 28, 29].
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Auditory Brainstem Response (ABR) Measurement

and Cortical Recording

Ten female BPA-exposed rats and 9 female control rats

were anesthetized intraperitoneally with pentobarbital (50

mg per kg body weight). As described in our earlier studies

[28, 30, 31], ABRs to tone pips of 3, 10, 15, or 20 kHz at

different intensities were recorded by placing three elec-

trodes subdermally at the scalp midline, posterior to the

stimulated ear, and on the midline of the back 1-2 cm

posterior to the neck. Acoustic stimuli were generated

using TDT System III (Tucker-Davis Technologies) and

delivered monaurally to the left ear via a calibrated

earphone with a sound tube. Acoustic calibration was

performed with a 1/2-inch Brüel and Kjær microphone.

ABR thresholds were defined as the sound intensity that

elicited a minimal discernable ABR pattern at each

frequency.

For cortical recordings, 5 female BPA-exposed rats and

6 female control rats were anesthetized with pentobarbital

(50 mg per kg body weight, intraperitoneally). The

auditory cortex was surgically exposed and Parylene-

coated tungsten microelectrodes (1–2 MX at 1 kHz; FHC)

were lowered orthogonally into the cortex to a depth of

450–550 lm (layer IV as shown by earlier studies) [32, 33].

Acoustic stimuli were delivered to the ear contralateral to

the recording site via the calibrated earphone with a tube.

The evoked spikes of a neuron or a small cluster of neurons

were recorded using the TDT System III.

The frequency tuning curve of a cortical site was

recorded by presenting pure tones (25 ms in duration) of

different frequencies and intensities in a random, inter-

leaved sequence. The characteristic frequency (CF) was

defined for each tuning curve as the frequency at threshold

[28, 34–36]. To document a repetition rate transfer function

(RRTF), cortical responses to trains of six tonal pulses (25

ms in duration with 5-ms ramps) at repetition rates of 2, 4,

7, 10, 12.5, 15, 17.5, and 20 pps were recorded. The tone

frequency was set at the CF of each cortical site and the

intensity was set at 60 dB SPL. The normalized response

for each temporal rate was then calculated as the average

response to the last five pulses divided by the response to

the first pulse. The RRTF was then defined as the

normalized response as a function of the temporal rate

[25, 26, 28].

The misclassification rate (MR) was calculated as

described in previous studies [28, 30, 37]. Briefly, a

filtered function was obtained by convolving each spike

train recorded with repeated stimuli of specific pulse rates

with an exponential function, N(t) = N0e-t/tc. The distance

between two spike trains was defined as the integral of the

squared difference between two functions. A misclassifi-

cation was then calculated when the distance was less than

(for spike trains recorded with different stimuli) or more

than (for spike trains recorded with identical stimuli) one

standard deviation from the average distance.

The stimulus trains used for cortical recording and

behavioral testing were different during the experiments.

For example, we recorded cortical responses to stimulus

trains of six tonal pulses at 2, 4, 7, 10, 12.5, 15, 17.5, and

20 pps to document a RRTF, as auditory cortical neurons in

most mammalian species are not able to follow individual

sounds presented at rates faster than 20 pps [25, 26, 28, 30].

During the behavioral testing, however, the discrimination

cue used was the temporal rate of a pulse train rather than

its duration. We therefore designed pulse trains with a

duration of *520 ms that contained different numbers of

noise bursts, corresponding to repetition rates of 6.3, 8.3,

10, 12.5, 14.3, or 20 pps.

Fig. 1 Performance on the sound temporal rate discrimination task.

A Schematic of the sound temporal rate discrimination task. Acoustic

stimuli used in the task are pulse trains of *520 ms duration that

contain different numbers of noise bursts, corresponding to repetition

rates of 6.3, 8.3, 10, 12.5, 14.3, or 20 pulses per second (pps).

B Examples of psychometric curves from a BPA-exposed male rat, a

BPA-exposed female rat, and a female control rat. Note that the

behavioral testing was conducted on *postnatal day 49 (p49) for all

the rats. Dashed line, 60% of the maximal performance score; arrows,

discrimination thresholds for each psychometric curve; PRR, pulse

repetition rate. C Average discrimination thresholds of the different

groups of rats revealing that discrimination thresholds do not differ

between the male and female control rats (P[0.5, unpaired Student’s

t test). These data therefore were combined as control data to

minimize the number of animals used in the study. n = 8, 7, 7, and 10

rats for BPA-exposed male group, BPA-exposed female group,

female control group, and male control group, respectively. Error bars

represent the SEM. **P\0.01.
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Golgi-Cox Staining

Five female BPA-exposed rats and 5 female control rats

were anesthetized with a lethal dose of pentobarbital (85

mg per kg body weight). Brains were then removed and

immersed in Golgi-Cox solution for 14 days and then

transferred to a tissue-protectant solution for 3 days,

according to the directions with the Golgi-Cox kit (Hito-

biotec Corp.). Coronal sections were cut at 120 lm on a

VT1000 Plus vibratome (Vibratome). The slides were

visualized under a Leica DM4000 microscope fitted with a

digital camera (DFC 7000 T, Leica Microsystems). Pyra-

midal (excitatory) neurons in cortical layer IV were chosen

at random at low-power magnification and spines were

counted via a 1009 objective lens as previously described

[38]. Image stacks were analyzed using ImageJ software

(https://rsbweb.nih.gov/ij/). Spines were traced and coun-

ted on a two-dimensional plane, with identification of the

spine subtypes as stubby-, mushroom-, or thin-shaped.

Stubby spines had a large head closely connected to the

dendritic shaft with no clear neck. Mushroom spines also

had a large head but with a narrow neck. Thin spines had a

small head and a long and thin neck. To determine their

density, the spines on two segments of the secondary and

tertiary apical or basal dendrites of neurons were analyzed.

The number of spines per 10 lm segment was then aver-

aged for each neuron.

Quantitative Immunoblots

Seven female BPA-exposed rats and 7 female control rats

were anesthetized with a lethal dose of pentobarbital (85

mg per kg body weight). Immediately after decapitation,

brains were removed and auditory cortices [39] were

dissected and homogenized in RIPA buffer (50 mmol/L

Tris pH 7.5, 150 mmol/L NaCl, 1% Triton X-100, 0.1%

SDS, 2 mmol/L EDTA, 0.5% sodium deoxycholate)

containing protease inhibitor cocktail. Cellular debris was

removed by centrifugation at 4�C (14,000 rpm for 10 min)

and the supernatant was collected for analysis. Tissue

lysates were subjected to SDS-PAGE, and transferred to

nitrocellulose filter membranes (Millipore). The mem-

branes were blocked with 5% non-fat dry milk in Tris-

buffered saline (TBS) (150 mmol/L NaCl, 20 mmol/L

Tris�HCl, pH 7.4) for 1 h at room temperature (RT) and

then incubated overnight at 4�C with primary antibodies.

After three washes with TBST, HRP-labeled secondary

antibody was applied for 1 h at RT. After additional

washes, the membranes were analyzed by the ChemiDoc

XRS? System (Bio-Rad) and quantified by Quantity One

(Bio-Rad). The primary antibodies used included mouse

anti-activity-regulated cytoskeleton-associated protein

(Arc) (1:500; Santa Cruz Biotechnology) and rabbit anti-

glyceraldehyde 3-phosphate dehydrogenase (GAPDH)

(1:5,000; Abways).

Statistical Analysis

Data are presented as the mean ± SEM. Statistical analysis

was conducted using unpaired two-tailed Student’s t test or

ANOVA with post hoc Student-Newman-Keuls test. In

addition, the cumulative distributions of data from different

groups were compared with the Kolmogorov-Smirnov test.

Differences were considered statistically significant at

P\0.05.

Results

As shown by an earlier study that applied a similar

exposure protocol [18], BPA exposure resulted in an

average blood BPA level of *1.15 ng/mL in the exposed

rats, which was significantly higher than that for the control

rats (*0.04 ng/mL). This result shows that the rat pups

were directly exposed to BPA via their dams’ milk.

Performance on the Behavioral Task

We first evaluated the effects of BPA on sound discrim-

ination in BPA-exposed versus control rats at *p49

(Fig. 1A). A psychometric curve for each animal during the

testing phase was constructed by plotting the performance

score as a function of the rate difference between target and

non-target (Fig. 1B). The discrimination threshold, defined

as the pulse repetition rate difference corresponding to a

60% performance score on the psychometric curve,

provided an index of the temporal rate discrimination of

each animal (Fig. 1B, arrows). A higher discrimination

threshold thus indicated reduced sound discrimination. As

shown in Fig. 1C, the average discrimination thresholds of

the BPA-exposed male and female rats were significantly

higher than those of the controls (both P\0.005, one-way

ANOVA with Student-Newman-Keuls post hoc test).

However, the average discrimination thresholds were

comparable in the BPA-exposed male and female rats

(P [0.5, one-way ANOVA with Student-Newman-Keuls

post hoc test). These results indicated that early BPA

exposure sex-independently degrades the ability of animals

to discriminate between rates of temporally-modulated

sound.

Because BPA-induced behavioral deficits in the sound

temporal rate discrimination task were similar between the

male and female rats, the following experiments were

conducted mainly on female rats, to investigate the neural

mechanisms underlying post-exposure behavioral changes

due to BPA.
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Thresholds and Wave Latencies of ABRs

To investigate whether the degraded performance on the

sound temporal rate discrimination task among the BPA-

exposed rats was due simply to changes in hearing

sensitivity after BPA exposure, we compared the ABR

thresholds recorded in the BPA-exposed rats to those of

controls (Fig. 2A).

As shown in Fig. 2C, ABR thresholds (Fig. 2B, arrows)

tested at different frequencies were comparable between

BPA-exposed and control rats (all P [0.5, unpaired

Student’s t test). In addition, no significant differences in

the ABR latencies of both waves I and V were found

between the BPA-exposed and control rats (Fig. 2D; all

P [0.1, unpaired Student’s t test). These data suggested

that BPA exposure has no measurable impact on hearing

sensitivity (i.e., thresholds and neural conduction velocities

within the brainstem).

Cortical Temporal Processing

The response selectivity and reliability of cortical neurons

have been argued to underlie the neurological encoding of

acoustic inputs and to account for auditory-related behavior

[9, 27, 28, 40, 41]. We therefore investigated the potential

consequences of BPA exposure on the cortical processing

of acoustic stimuli using conventional extracellular unit

recording techniques (Fig. 3A). Data were recorded from

neurons in cortical field A1 from 230 sites in five BPA-

exposed rats and from 226 sites in six control rats. All

subsequent quantitative analyses of electrophysiological

data were based on these samples.

Cortical processing of the temporal modulation rates of

sound stimuli in A1 of both BPA-exposed and control rats

was first examined by recording cortical responses to

repetitive stimuli presented at different repetition rates

(Fig. 3B). RRTFs were then derived to characterize the

cortical temporal responses for both groups of rats. As

shown in Fig. 3B insets, cortical responses recorded in the

control group followed identical stimuli at and below 10

pps when tested with CF tonal pulses, each successive tone

evoking a number of spikes similar to that to the first tone

in the pulse train. In contrast, responses recorded in the

BPA-exposed group followed stimuli at or below repetition

rates of *7 pps. At higher repetition rates, however, the

number of responses per tone for neurons recorded from

both groups of rats fell off rapidly.

The cortical capacity for processing repetitive stimuli

was assessed by determining the highest temporal rate at

which the normalized response was at half of its maximum

in the RRTF (fh1/2; arrows in Fig. 3B insets). Figure 3C

shows representative fh1/2 maps from a BPA-exposed rat

and a control rat in which each polygon represents the fh1/2

obtained at that cortical site. In general, the fh1/2 values

were lower for the BPA-exposed rats than for the control

rats at most cortical sites recorded. This finding was further

Fig. 2 Thresholds and wave latencies of auditory brainstem

responses (ABRs) determined using tone pips of 3, 10, 15, and 20

kHz. A Schematic of the experimental setup for ABR recording.

Arrows indicate the position of recording electrodes. B ABRs of a

BPA-exposed and a control rat using 10-kHz tone pips at different

intensities. Arrows, ABR thresholds. C ABR thresholds tested at

different frequencies in BPA-exposed and control rats. n = 10 rats for

the BPA-exposed group and 9 rats for the control group. Error bars

represent the SEM. D Latencies of waves I and V in BPA-exposed

and control rats.
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confirmed by a quantitative comparison of the distributions

for all fh1/2 values from both groups of rats. As shown in

Fig. 3D, a significant leftward shift of the fh1/2 distribution

for the BPA-exposed rats versus controls (P \0.0001,

Kolmogorov-Smirnov test), indicating reduced rate-fol-

lowing as a result of BPA exposure. To determine whether

the decrease in fh1/2 values was related to the CF at each

site, we compared the fh1/2 values from cortical sites with

different CFs (Fig. 3E). The results showed that the

average fh1/2 values were significantly lower for the BPA-

exposed rats than for controls across the low, middle, and

high CF ranges tested (the percentage decreases were 6.7 ±

2.2% for low CF, 13.7 ± 1.7% for middle CF, and 13.6 ±

2.8% for high CF; all P\0.01–0.0001, unpaired Student’s

t test).

We next calculated the MR for all combinations of

stimulus trains used to construct the RRTFs, in order to

examine further the reliability and precision of cortical

responses to repetitive stimuli while considering both the

number and timing spikes. The MR quantifies the similarity

between spike trains responding to different stimulus

trains, or the difference between spike trains responding

to identical stimulus trains [26, 28, 37]. A lower MR value

thus indicates more reliable and precise spike trains

representing the temporal structure of acoustic inputs. As

shown in Fig. 4A, B, the average MRs of the BPA-exposed

rats at most combinations of stimulus rates were signifi-

cantly higher than those of controls. These results manifest

reduced reliability and precision of cortical responses

representing repetitive stimuli after BPA exposure.

Cortical Frequency Representations

To evaluate the effects of BPA exposure on cortical

frequency representation, we recorded the frequency tuning

curve for each cortical site (Fig. 5A). We then compared

the CFs, bandwidths of the tuning curves, and response

thresholds between the BPA-exposed and control rats.

Fig. 5B presents the representative CF maps in A1 of a

BPA-exposed rat and a control rat. At first glance, the CF

maps of both groups of rats were complete, illustrating

orderly tonotopic gradients of sound frequency represen-

tation. This was further verified by the finding of no

significant difference in the CF distributions between the

BPA-exposed and control rats (P [0.1, Kolmogorov-

Smirnov test; Fig. 5C). However, the bandwidths of

cortical tuning curves measured at 10, 20, and 30 dB

above threshold (BW10s, BW20s, and BW30s) were larger

for the BPA-exposed than for the control rats (Fig. 5D;

P\0.0001 for BW10s, P\0.05 for BW 20s, but P[0.1 for

BW30s, unpaired Student’s t test). This predominantly

less-selective frequency tuning recorded in the A1 of the

BPA-exposed group, particularly at low stimulus intensi-

ties, demonstrated degraded spectral processing after BPA

exposure.

Fig. 3 Temporal responses of cortical neurons. A Schematic of the

experimental setup for cortical extracellular recording. B Dot rasters

showing cortical responses to pulse trains at repetition rates 2, 4, 7,

10, 12.5, 15, 17.5, and 20 pps recorded from a BPA-exposed and a

control rat [red lines, pulse durations; insets, repetition rate transfer

function (RRTF); dashed lines and arrows, 50% of the maximal

response and fh1/2 for each RRTF, respectively]. C Representative

cortical fh1/2 maps of a BPA-exposed and a control rat. Voronoi

tessellation (a MatLab routine; The MathWorks) was applied to create

tessellated polygons, with electrode penetration sites at their centers.

Each polygon was assigned the fh1/2 of the corresponding penetration

site. In this way, every point on the cortical surface is linked to the

fh1/2 derived from the sampled cortical site nearest to this point. An

unfilled polygon indicates that the RRTF was not recorded at that site.

D, dorsal; A, anterior. D Cumulative frequency histograms of fh1/2 for

the BPA-exposed and control rats. E Average fh1/2 values for all

recording sites in the BPA-exposed and control rats, for each of three

characteristic frequency (CF) ranges. Error bars represent the SEM.

**P\0.01; ****P\0.0001.
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Interestingly, no significant differences were found in

the intensity thresholds (BPA, 25.3 ± 0.4 dB SPL; control,

24.2 ± 0.4 dB SPL; P[0.1, unpaired Student’s t test) and

response latencies (BPA, 11.7 ± 0.9 ms; control, 11.5 ±

0.8 ms; P = 0.1, unpaired Student’s t test) of A1 neurons

between the BPA-exposed and control rats.

Dendritic Spine Density of Cortical Neurons

Previous studies have shown that the spines of the basal

dendrites of cortical neurons in the middle layers receive

mainly ‘‘bottom-up’’ inputs from sub-cortical areas, while

those of the apical dendrites receive mainly ‘‘top-down’’

inputs from higher cortical areas [42]. The electrophysio-

logical data described above were mainly from neurons in

layer IV of the A1. Therefore, we quantified the densities

of both basal and apical spines of pyramidal neurons in this

middle layer from the BPA-exposed and control rats to

dissect the structural basis of altered cortical processing

after BPA exposure. A significantly lower density of basal

spines was found in the BPA-exposed rats than the control

rats (Fig. 6A and B; P\0.001, unpaired Student’s t test).

Further analysis revealed that the density of thin-shaped

spines in the BPA-exposed group was significantly lower

than in the control group (P \0.001, unpaired Student’s

t test). No significant changes in the densities of both

mushroom- and stubby-shaped spines, however, were

found between the groups (both P[0.1, unpaired Student’s

t test). Interestingly, the spine density of apical dendrites

was comparable in the BPA-exposed and control rats

(Fig. 6C and D; all P [0.1, unpaired Student’s t test),

indicating that developmental BPA exposure has a region-

specific effect on the spine protrusion of dendritic shafts.

Fig. 4 Misclassification rates (MRs) for all combinations of repetition rates, calculated using the van Rossum spike train distance metric.

A Average MRs for the BPA-exposed and control rats. B t test results of MR comparisons between the BPA-exposed and control rats.

Fig. 5 Spectral responses of cortical neurons. A Representative

examples of frequency tuning curves recorded from a BPA-exposed

and a control rat. Note that the frequency tuning curve was recorded

by presenting pure tones at different frequencies (1–30 kHz) and

intensities (0–70 dB SPL) in a random, interleaved sequence.

B Representative cortical CF maps from a BPA-exposed and a

control rat. The color of each polygon indicates the CF of cortical

neurons recorded at that site. A, anterior; D, dorsal. C CF distribu-

tions for the BPA-exposed and control rats. D Average frequency

tuning bandwidths at 10, 20, and 30 dB above the response threshold

for all recording sites in the BPA-exposed and control rats. Error bars

represent the SEM. *P\0.05; ****P\0.0001.
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Cortical Arc Expression

As an activity-driven protein localized at active synapses,

Arc has been shown to regulate dendrite development and

spine morphology [43, 44]. To begin documenting the

molecular changes that paralleled the dynamic changes in

dendritic spines induced by BPA exposure, we studied the

expression of Arc in cortical field A1 by using quantitative

immunoblotting.

As shown in Fig. 7, the expression level of Arc was

significantly lower in the BPA-exposed rats than in the

controls (P \0.05, unpaired Student’s t test). The results

suggested that altered Arc expression might contribute to

the changes in spine density and morphology in the BPA-

exposed group.

Discussion

In this study, the rats exposed to BPA demonstrated

significant behavioral impairments when performing a

sound temporal rate discrimination task. A significant

degradation in spectral and temporal processing also

occurred in their A1, manifested as degraded frequency

selectivity and diminished stimulus rate-following by

neurons. In addition to these behavioral and cortical

physiological changes, we observed alterations in structural

aspects of the cortical machinery following BPA exposure:

changes in density and maturity of spines. To the best of

our knowledge, these results are the first evidence of

neurotoxic impacts of developmental BPA exposure on

auditory cortical processing and auditory-related discrim-

inative abilities, particularly in the temporal domain. It

should be noted that the dose of BPA used for exposure of

the dams in this study was 1 mg/kg per day, the same dose

as in an earlier study [18]. The blood levels of BPA in such

exposed rats are of the same order of magnitude as those in

the blood of adult humans without explicit exposure [3].

Significant post-exposure changes were recorded in cortical

field A1 of rats that were exposed to BPA via their dams’

milk between p1 and p21, a critical period for the

development of the auditory cortex [45–47]. While breast-

feeding is the ideal way to feed an infant, breast milk is

also the primary source of abiotic contaminants such as

BPA to infants. Importantly, many studies have demon-

strated that the developing brain is one of the most

sensitive organs disrupted by BPA even at low doses [48].

The current findings, along with the dramatic increase in

breastfeeding numbers and duration today, therefore indi-

cate that the breast milk concentrations of potentially

harmful substances such as BPA merit careful examination.

We found that BPA exposure significantly decreased the

spine density, particularly the basal dendrites, of pyramidal

neurons in the middle cortical layer where we made

Fig. 6 Dendritic spine density of cortical neurons. A Representative

examples of basal spine morphology of neurons from a BPA-exposed

and a control rat. Different subtypes of spines (stubby-, mushroom-,

or thin-shaped) are indicated by the arrows. B Quantitative analysis of

basal spine densities in BPA-exposed and control rats. n = 29 neurons

from 5 BPA-exposed rats and n = 26 neurons from 5 control rats.

Error bars represent the SEM. ***P \0.001. C Representative

examples of apical spine morphology of neurons from a BPA-exposed

and a control rat. D Quantitative analysis of apical spine densities in

BPA-exposed and control rats. n = 23 neurons from 5 BPA-exposed

rats and n = 22 neurons from 5 control rats.

Fig. 7 Cortical Arc expression. A Representative immunoblot bands.

B Expression levels of Arc in BPA-exposed and control rats. n = 7

rats for both groups. Error bars represent the SEM. *P\0.05.
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physiological recordings. The most significant changes

occurred in the thin-shaped spines, a type of immature,

unstable dendritic spine [49, 50]. Earlier studies have

shown that dendritic spines are small membranous protru-

sions of neuronal dendrites that serve as the first postsy-

naptic elements to receive excitatory neurotransmission

[50–52]. The integrated signals received by numerous

spines collectively determine the pattern of neuronal

activity of a postsynaptic neuron. The spines thus provide

the anatomical basis underlying neuronal function

[44, 52, 53]. BPA-induced changes in the density and

maturity of spines on cortical pyramidal neurons may

weaken the connectivity in neuronal networks, leading to

functional alterations in neurons in the spectral and

temporal domains. It has been shown that the basal

dendritic spines of the neurons we recorded in cortical

layer IV typically receive inputs from the thalamus and the

apical dendrites receive inputs from other layer II/III

neurons [54, 55]. Given that the basal dendritic spines of

these neurons receive mainly ‘‘bottom-up’’ inputs from

sub-cortical areas, the deficits in cortical neuronal process-

ing are presumably due to interference with feed-forward

information in the cortical network, as a result of alter-

ations in the density and maturity of basal dendritic spines

following BPA exposure.

Consistent with earlier results from the rat hippocampus,

developmental BPA exposure decreased the cortical

expression of Arc, an activity-driven protein localized at

active synapses [44]. Previous studies have shown that Arc

increases spine density and regulates spine morphology by

facilitating the endocytosis of AMPA receptors [43]. In

addition, a down-regulated expression level of AMPA

receptor subtype GluR2 has also been reported in the visual

cortex as a result of developmental BPA exposure, while

the expression levels of the GluR1 and NMDA receptor

subtypes NR1 and NR2 remain unchanged [18]. However,

how the altered expression of these synapse-related pro-

teins contributes to the changes in spine density in the

auditory cortex after BPA exposure awaits further study.

Sounds in natural environments, including human

speech and animal vocalizations, have complex spectral

and temporal structures. The auditory cortex has been

proposed to play an important role in the perception of

aural speech and other complex acoustic stimuli [19–22]. It

has been proposed that changes in cortical processing

might alter the neurological encoding of the details of

acoustic inputs, thereby affecting auditory-related behavior

[9, 27, 28, 40, 41]. Thus, BPA-induced deficits in cortical

neuronal selectivity, local network coordination, and

synaptic plasticity such as spine density and maturity

contributed at least in part to the reduced behavioral

accuracy in the BPA-exposed rats. In human populations,

fundamental deficits in the fidelity of cortical responses to

speech not only affect general hearing but also underlie

poor language and reading skills [19, 23, 24]. While our

results recorded in a rodent model identified A1 as a novel

target for BPA exposure during lactation, they have

significant implications for a possible role of early

exposure to BPA as a contributor to the ontogeny of

hearing and language-related impairments in humans.

The threshold and wave latency of the ABR provide

information about the peripheral hearing status and the

integrity of brainstem pathways. It has been shown that

peripheral hearing alteration also affects cortical responses

to amplitude-modulated stimuli in cats [56]. While we

found in this study that BPA exposure resulted in a

significant degradation in cortical spectral and temporal

domain processing, the ABR thresholds and wave latencies

remained intact. These data suggest that BPA exposure has

little effect on peripheral hearing and neural conduction in

the brainstem. Thus, the post-exposure effects of BPA on

response properties found in A1 are clearly of central

origin. It remains unclear whether cortical processing is

more susceptible to early BPA exposure than peripheral

hearing and the integrity of auditory brainstem pathways.

With regard to the central nervous system, most studies

on the effects of BPA exposure focused on structures such

as the prefrontal cortex and the hippocampus, which are

associated with emotional and cognitive functions

[6–8, 10–12, 44]. These studies have shown that BPA

hinders neurogenesis, impairs synaptic plasticity, and

delays functional maturation, resulting in cognitive impair-

ments such as anxious and depressed behaviors, working

memory deficits, and declines in spatial memory in both

humans and animals. However, how BPA exposure affects

these higher brain functions remains largely unknown.

Earlier anatomical studies demonstrated that sensory

cortices, including the auditory cortex, have a broad range

of axonal projections to other structures, such as the

prefrontal cortex and the hippocampus [13–15, 57]. These

extensive inputs from sensory cortices are argued to be

necessary for the maturation of emotion and cognition.

Because sensory systems are the first to mature in the

cortex, disrupted sensory cortical inputs into the prefrontal

cortex and hippocampus during development may pro-

foundly affect the formation of higher cognitive functions

[31, 57]. While we focused mainly on the auditory cortex

when investigating the adverse effects of BPA exposure on

auditory discrimination, other studies have reported the

effects of BPA on the visual cortex as well [10, 16–18]. It

is conceivable that BPA-induced deficits in cortical sensory

processing during development disrupt neural inputs into

brain structures such as the prefrontal cortex and hip-

pocampus, leading to changes in emotional and cognitive

functions. These findings concerning the effects of BPA on

cortical processing provide important insights into the
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mechanisms potentially underlying early cognitive dys-

function resulting from BPA exposure.

It should be noted that previous studies have shown that

BPA exposure has generally sex-specific effects on brain

functions. For example, gestational BPA exposure has been

found to significantly inhibit spatial learning and memory

in female but not in male rats [58]. BPA exposure during

adolescence, however, decreases spatial memory in male

but not female rats [10]. Because BPA is a typical

endocrine disruptor, these sex-specific effects have been

attributed to differences in the cortical expression of

hormone receptors between the sexes during various

exposure periods such as gestation, lactation, or adoles-

cence. In our study, the behavioral deficits induced by BPA

exposure during lactation were comparable in the male and

female rats. We thus focused mainly on female rats when

investigating the cortical mechanisms underlying the post-

exposure behavioral changes. A future study could be

designed to identify sex-specific effects of developmental

BPA exposure on cortical processing. In addition, the

sound temporal rate discrimination task used in this study

involved significant learning and memory components: it

required an animal to identify a remembered target

auditory stimulus from a set of distracter stimuli. There-

fore, the learning capacity of an animal might also affect its

performance on the behavioral task [8, 10–12, 44]. It

remains to be studied whether BPA exposure impairs an

animal’s capacity to learn, and the extent to which changes

in this capacity affect its performance accuracy. Lastly,

anesthesia has been shown to significantly affect auditory

cortical processing [59, 60]. However, due to the identical

anesthetic conditions present during recording among both

animal cohorts, anesthesia probably would not create a bias

in the estimations of the BPA-exposed vs the control rats.
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Abstract High mobility group box 1 (HMGB1) has been

reported to play an important role in experimental autoim-

mune encephalomyelitis (EAE). Astrocytes are important

components of neurovascular units and tightly appose the

endothelial cells of microvessels by their perivascular

endfeet and directly regulate the functions of the blood-

brain barrier. Astrocytes express more HMGB1 during

EAE while the exact roles of astrocytic HMGB1 in EAE

have not been well elucidated. Here, using conditional-

knockout mice, we found that astrocytic HMGB1 depletion

decreased morbidity, delayed the onset time, and reduced

the disease score and demyelination of EAE. Meanwhile,

there were fewer immune cells, especially pathogenic T

cells infiltration in the central nervous system of astrocytic

HMGB1 conditional-knockout EAE mice, accompanied by

up-regulated expression of the tight-junction protein

Claudin5 and down-regulated expression of the cell

adhesion molecules ICAM1 and VCAM1 in vivo. In vitro,

HMGB1 released from astrocytes decreased Claudin5

while increased ICAM1 and VCAM1 expressed by brain

microvascular endothelial cells (BMECs) through TLR4 or

RAGE. Taken together, our results demonstrate that

HMGB1 derived from astrocytes aggravates EAE by

directly influencing the immune cell infiltration-associated

functions of BMECs.

Keywords HMGB1 � Astrocytes � Experimental autoim-

mune encephalomyelitis � Blood-brain barrier

Introduction

Multiple sclerosis (MS) and its animal model experimental

autoimmune encephalomyelitis (EAE) are characterized by

inflammation, demyelination, and neurodegeneration in the

central nervous system (CNS) [1, 2]. Previous studies have

reported that the infiltration of peripheral immune cells into

the CNS plays a critical role in the progression of MS, and

this is a consequence of destruction of the blood-brain

barrier (BBB) [3, 4].

In the brain and spinal cord of mammals, the BBB is

constituted mainly of brain microvascular endothelial cells

(BMECs) that have tight cell-to-cell contacts [5]. The

BMEC monolayer in the BBB is sealed by tight junctions

(TJs) and adherens junctions [6]. TJ proteins mainly

contribute to the high electrical resistance and low

paracellular permeability of the BBB [7]. Claudin5 is one

of the most important TJ proteins and the BBB fails to seal

in Claudin5-/- mice [8]. On the other hand, BMECs also

express intercellular adhesion molecule 1 (ICAM1) and

vascular cell adhesion molecule 1 (VCAM1), which

promote the adhesion and transmigration of leukocytes

through the BBB [9].

Other than the central role of endothelial cells, it is now

becoming clear that neurons, glia, and microvessel are
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organized into the neurovascular unit (NVU), which takes

part in regulating cerebral blood flow and comprehensively

modulates the functions of the BBB. Within the NVU,

astrocytes release many kinds of agents to induce aspects of

BBB phenotype via perivascular endfeet closely appose to

microvessels under physiological conditions [10–12]. While

under pathological conditions, astrocytes release inflamma-

tory molecules that disrupt the BBB by direct action on the

endothelium [4, 13, 14]. This disrupts TJ proteins and

increases ICAM1 and VCAM1, which facilitate the migra-

tion of immune cells through the BBB [15, 16].

High mobility group box 1 (HMGB1) is found in nearly all

eukaryotes and promotes chromatin function and gene

regulation as a non-histone DNA-binding nuclear protein

[17–19]. Under pathological conditions, HMGB1 is translo-

cated from nucleus to cytoplasm or released outside the cells.

In the extracellular space, HMGB1 triggers sterile inflamma-

tion in various diseases including MS as a damage-associated

molecular pattern [20, 21]. Studies have shown that HMGB1

is involved in the damage of the BBB, as treatment with

HMGB1 monoclonal antibody (mAb) alleviates the destruc-

tion of the BBB in many neurological disorders [22–24].

However, the exact mechanism by which HMGB1 directly

acts on the BBB needs to be further explored.

Our past research demonstrated that HMGB1 in the

CNS is crucial in the development of EAE, because

blockade of local HMGB1 in the CNS clearly suppresses

EAE [25]. The CNS has many astrocytes and the expres-

sion of HMGB1 in astrocytes increases during EAE but the

specific roles of astrocytic HMGB1 in EAE are not well

known [25, 26].

Here, we found that depletion of astrocytic HMGB1

alleviated the symptoms of active EAE mice such as

decreased morbidity, delayed onset time, reduced disease

score, and reduced demyelination, which were accompa-

nied by fewer immune cells especially pathogenic T cell

infiltration into the CNS. Meanwhile, conditional knockout

of astrocytic HMGB1 enhanced the tight junction protein

Claudin5 and decreased the cell adhesion molecules

ICAM1 and VCAM1 in the CNS of EAE mice in vivo.

In vitro, HMGB1 secreted by astrocytes reduced Claudin5

while increased ICAM1 and VCAM1 in primary BMECs

through TLR4 or RAGE. Overall, HMGB1 derived from

astrocytes promotes EAE by influencing the immune cell

infiltration-associated functions of BMECs.

Materials and Methods

Animals

GFAP-CreERT2 mice were from The Mutant Mouse

Resource Center and HMGB1f/f mice were custom-

generated by Cyagen (Guangzhou) Bioscience Inc., all on

a C57BL/6 genetic background. The two transgenic mouse

lines were mated with each other to generate GFAP-

CreERT2-HMGB1f/f mice (hereafter GCre-HMGB1f/f). The

genotyping primers were as follows: Cre (forward,

CAGCTAAACATGCTTCATCGTCG; reverse, TCCCA

CCGTCAGTACGTGAGATA; band, 295 bp); HMGB1-

loxP (forward, ACAGCGAATGCTTGAGTGTACCT;

reverse, GATCTCCTTTGCCCATGTTTAGT; bands, 308

bp for wild-type and 380 bp for Loxp). PCR conditions:

94�C for 3 min; 35 cycles of 94�C for 30 s, 55�C for 30 s,

and 72�C for 30 s; then 72�C for 10 min.

Conditional knockout of HMGB1 in astrocytes was

induced by injecting GCre-HMGB1f/f mice (postnatal 5

weeks) intraperitoneally with Tamoxifen (Tam,

Cat#T5648, Sigma, St. Louis, MO, USA) in corn oil (Oil,

Cat#C8267, Sigma) at 75 mg/kg for 5 days.

Animals for experiments were matched for gender and

age, and were randomly assigned according to the weight.

The different groups of mice were mixed in the same cage

and the investigators were blinded to the grouping of

animals. The feeding of animals and the performance of

experiments were all approved by Tongji Medical College

Animal Care and Use Committee (No. S1824).

Actively-induced EAE

Female GCre-HMGB1f/f mice injected with Oil or Tam

were used to induce EAE as detailed in our previous

reports [26, 27]. In brief, injecting mice subcutaneously

with emulsion containing MOG35–55 (200 lg, ChinaPep-

tides Co., Ltd, China), Freund’s complete adjuvant

(Cat#F5881, Sigma) and Mycobacterium tuberculosis (5

mg/mL, Cat#231141, strain H37Ra; Difco Laboratories,

Detroit, MI, USA). Besides, PTX (200 ng, Cat#2980,

Sigma) was given intraperitoneally on days 0 and 2. The

severity of EAE was scored daily after its induction based

on the criteria described previously [25]: 0 (normal), 0.5

(slight weakness of the tail), 1 (total weakness of the tail), 2

(disability of the back legs), 2.5 (paralysis of one of the

back legs), 3 (paralysis of both back legs), 3.5 (disability of

the forelegs and paralysis of the back legs), 4 (paralysis of

the forelegs and back legs), and 5 (death).

Sample Preparation and Histological Examination

After anesthesia with 300 lL of 0.5% pentobarbital

intraperitoneal and perfusion with saline and 4%

paraformaldehyde (Cat#GB1101, Servicebio, Wuhan,

China), we isolated the thoracic spinal cord and prepared

20-lm frozen sections for histological, immunohistochem-

ical, and immunofluorescence staining. For histological

evaluation, sections were stained with hematoxylin and
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eosin (H&E, Cat#G1005, Servicebio) and Luxol Fast Blue

(LFB, Cat#2980, Sigma). Infiltrated immune cells were

scored after H&E staining as described in our previous

report [25]: 0 (no infiltration), 1 (several immune cells), 2

[\25% of the white matter (WM) area], 3 ([25% and

\50% of the WM area), and 4 ([50% of the WM area).

Demyelination was graded by LFB: 0 (without demyeli-

nation), 1 (rare foci), 2 (\25% of the WM area), 3 ([25%

and\50% of the WM area), and 4 ([50% of the WM area).

Immunohistochemistry

Briefly, spinal cord sections were quenched in 3% H2O2 for

30 min and incubated with primary antibody (listed in the

supplementary methods) overnight at 4�C, then 3,3’-

diaminobenzidine was used as the chromogenic substrate.

For the analysis of infiltrated T cells, CD3? cells in the

whole spinal cord section were counted and compared. To

compare demyelination, the percentage of MBP? area

occupied in the white matter of spinal cord sections was

calculated using ImageJ software.

Immunofluorescence

After blockade, incubation with primary antibodies and

fluorescein-conjugated secondary antibodies, the sections

were visualized with LSM 800 (Carl Zeiss AG., Germany).

Negative controls that lacked primary antibodies and with

secondary antibodies were conducted for each experiment

to exclude the nonspecific fluorescence. For the analysis of

immunofluorescence images, the integrated optical density

of full spinal cord sections was quantified using ImageJ

software.

Flow Cytometry

Lymph nodes in the axilla and groin were isolated,

triturated, and filtered through a 70-lm molybdenum

screen to obtain single cells. Spinal cords and brains were

minced and digested in collagenase II (2 mg/mL,

Cat#C6885, Sigma) and DNAse I (100 ng/mL, Cat#DN25,

Sigma) at 37�C for 45 min. Single cells were obtained by

Percoll gradient centrifugation (70%/40%, Cat#P8370,

Solarbio, Beijing, China).

To detect cell surface antigens, 1 9 106 cells were

incubated with antibodies at 4�C for 0.5 h.

To measure intracellular cytokines, 2 9 106 cells were

stimulated at 37�C with a cell stimulation cocktail (plus

protein transport inhibitors) (Cat#00-4975-93, eBio-

sciences, Thermo Fisher Scientific, Carlsbad, CA, USA)

for 4 h, then the cells were permeabilized using Perm/Fix

solution (Cat#00-5523-00, eBiosciences, Thermo Fisher

Scientific) and incubated with anti-IL-17A or anti-IFN-c

antibody at 4�C for 0.5 h. Cells were analyzed with BD

LSR Fortessa.

Western Blotting

After lysing tissues or cells with RIPA buffer (Cat#G2002,

Servicebio) containing the proteinase inhibitor phenyl-

methanesulfonyl fluoride (Cat#G2008, Servicebio) or a

phosphorylase inhibitor (Cat#G2007, Servicebio) on ice,

the supernatant was collected. The protein concentration

was assessed using a protein assay kit (Cat#23225, Thermo

Fisher Scientific) and normalized by adding 19 PBS. The

samples mixed with sodium dodecyl sulfate (SDS)-loading

buffer were denatured in boiling water and separated by

10% SDS–polyacrylamide gel electrophoresis and blotted

onto polyvinylidene fluoride membranes (Cat#05317, Mil-

lipore, St. Louis, MO, USA). Different proteins under the

same conditions were assessed on the same membrane.

After incubation with primary antibody (see supplementary

methods) and horseradish peroxidase-conjugated sec-

ondary antibody, the blots were imaged using an ECL

system (Bio-Rad) and quantified by densitometry using

ImageJ software.

Astrocyte Conditioned Medium Preparation

Primary astrocytes were cultured from GCre-HMGB1f/f

neonatal mice as previously described [27] and flow

cytometry was used to assess the cell purity. 3 9 105

astrocytes in 24-well culture plates were stimulated with or

without TNF (Cat#AF-315-01A, PeproTech, USA) for 12

h, then the medium was changed to fresh medium with or

without neutralizing anti-HMGB1 monoclonal antibody (5

lg/mL, from the Institute of Biophysics, Chinese Academy

of Science, Beijing, China [25, 28, 29]) for another 24 h to

harvest the conditioned medium.

Culture and Treatment of Primary Brain

Microvascular Endothelial Cells

Primary mouse BMECs were cultured as previously

reported [30]. Briefly, 8–12 week-old mice were sacrificed

by cervical dislocation and meninges-free forebrains were

collected and minced. The tissue was digested with

collagenase 2 (final concentration, 1 mg/mL;

Cat#11088807001, Roche) and DNAse (0.1 mg/mL) for 1

h at 37�C on an orbital shaker at 180 r/min. BSA-DMEM

(20% w/v) was added to re-suspend the cells and they were

centrifuged at 1,000 g for 20 min at 4�C to remove the

myelin. The pellet was re-suspended in DMEM with

collagenase/dispase (final concentration, 1 mg/mL,

Cat#10269638001, Roche) and DNAse (0.1 mg/mL) and

digested for 1 h at 37�C on an orbital shaker at 180
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r/minand the protein almost. The cells after digestion were

maintained in endothelial cell medium containing DMEM

with 20% FBS, 20 lg/mL bFGF, 100 lL/mL heparin, and 4

mg/mL puromycin (added only in the first 2 days of

culture), plated in wells coated with rat tail collagen, and

incubated at 37�C under 5% CO2. The medium was

changed every 2–3 days. On days 7–9 of culture, BMECs

were used for experiments. They were treated with

HMGB1 (100 ng/mL, Cat#H4652, Sigma) or sACM for

the indicated time and then the cells were collected for

western blot or RT-PCR. TLR4 inhibitor (100 nmol/L

TAK-242, Cat#614316, Millipore) or RAGE inhibitor (50

nmol/L FPS-ZM1, Cat#553030, Millipore) was incubated

with BMECs for 2 h before HMGB1 or sACM stimulation.

Real-time PCR Analysis

Total RNA of cells was obtained using TRIzol

(Cat#15596018, Thermo Fisher Scientific) and reverse-

transcribed into cDNA using a kit (Cat#K1622, Thermo

Fisher Scientific). Real-time PCR was performed using

CFX96 (Bio-Rad). Primer sequences are listed in supple-

mentary materials and were synthesized by Sangon

Biotech. The results are shown as relative expression

values normalized to b-actin.

Statistical Analysis

Experimental data were analyzed using IBM SPSS Statis-

tics 26 and graphed with GraphPad Prism 8.2.1. Compar-

isons between groups were analyzed by two-tailed

Student’s t-test or one-way analysis of variance (ANOVA)

followed by Tukey’s test or Mann-Whitney U test as

indicated. Data are presented as the mean ± SD or median

with interquartile range. P\0.05 was considered statisti-

cally significant.

Results

Conditional Knockout of HMGB1 in Astrocytes

Alleviates EAE

To explore the functions of HMGB1 in astrocytes,

HMGB1f/f mice with exon 2–4 of HMGB1 flanked with

two loxP sites were crossbred with GFAP-CreERT2 mice,

which express CreERT2 under the control of the human glial

fibrillary acidic protein promoter (Fig. 1A). PCR genotyp-

ing of GFAP-CreERT2-HMGB1f/f (GCre-HMGB1f/f) mice is

shown as Fig. 1B. At postnatal week 5, GCre-HMGB1f/f

mice were injected with Tamoxifen (Tam) for 5 days to

knock out HMGB1 in astrocytes (Fig. 1C). As shown in

Fig. 1D, no HMGB1 was expressed in astrocytes 4 weeks

after injection of Tam and HMGB1 in other resident cells

of the CNS was not influenced. Meanwhile, the mice with

astrocytic HMGB1 conditional knockout all grew well and

had no symptoms of disease under physiological condi-

tions. In vitro, when primary astrocytes cultured from GCre-

HMGB1f/f mice (Fig. 1E) were treated with 4-OH-Tam (4-

OHT), HMGB1 mRNA decreased significantly (Fig. 1F)

and the protein almost disappeared (Fig. 1G).

To clarify the roles of astrocytic HMGB1 in EAE, active

EAE in female GCre-HMGB1f/f mice was induced 4 weeks

after Tam injection, when astrocytic HMGB1 was totally

deleted and the effects of Tam on EAE were excluded. As

shown in Fig. 2A, astrocytic HMGB1 knockout alleviated

the EAE disease score from the onset to chronic stages, and

this was accompanied by reduced incidence, delayed onset

time, and decreased mean maximal score (Table 1).

Astrocytic HMGB1 depletion also decreased the demyeli-

nation score, a characteristic pathological manifestation of

EAE, as shown by LFB staining (Fig. 2B). Consistent with

this, the percentage of MBP? area occupied in the white

matter of the spinal cord also increased in astrocytic

HMGB1 conditional knockout EAE mice (Fig. 2C). These

results demonstrate that the knockout of HMGB1 in

astrocytes represses the development of EAE and improves

demyelination, which suggest that astrocytic HMGB1

plays a harmful role in EAE. As is known that EAE is

characterized by the infiltration of immune cells, especially

effector T cells in the CNS [31], we next investigated the

influence of astrocytic HMGB1 on immune cell infiltration

in the CNS.

Conditional Knockout of HMGB1 in Astrocytes

Reduces the Infiltration of Pathogenic Effector T

Cells in the CNS During EAE

To uncover the impact of astrocytic HMGB1 knockout on

immune cells in the CNS and periphery during EAE,

histopathological examination of the spinal cord sections

was applied to study the location and number of immune

cells. The data showed that many mononuclear cells

infiltrated parenchyma of spinal cord during EAE. Astro-

cytic HMGB1 conditional knockout remarkably reduced

the immune cell infiltration in the parenchyma (Fig. 3A,

left panel), especially CD3? T lymphocytes (Fig. 3A, right

panel). Similarly, as illustrated by flow cytometry

(Fig. S1), the frequency and absolute number of immune

cells (CD45?), T cells (CD3?), and the subpopulations Th1

(CD3?CD4?IFN-c?) and Th17 (CD3?CD4?IL-17A?)

were markedly decreased in the CNS of astrocytic HMGB1

conditional knockout EAE mice (Fig. 3B); however, in the

lymph nodes, the frequency and absolute number of T cells

and Th1 cells increased in these mice (Fig. 3C). These data

suggest that the recruitment of immune cells from

123

1306 Neurosci. Bull. November, 2022, 38(11):1303–1314



peripheral immune organs to the CNS decreases after

astrocytic HMGB1 knockout, and this may influence

immune cell infiltration via regulating the BBB, especially

the functions of endothelial cells.

Conditional Knockout of HMGB1 in Astrocytes

Increases Claudin5 and Decreases Adhesion Mole-

cules in the CNS During EAE

TJ proteins and adhesion molecules expressed on

microvessel endothelial cells of the CNS are closely

associated with the functions of the BBB. As shown in

Fig. 4A, Claudin5 expressed on CD31-positive endothelial

cells of microvessels in the spinal cord was lower in EAE

mice than under physiological conditions. After astrocytic

HMGB1 was deleted, Claudin5 was increased during EAE

compared with non-deletion. Similarly, western blots

showed that the amount of Claudin5 protein in spinal cord

homogenates from astrocytic HMGB1-knockout EAE mice

also increased (Fig. 4B). Meanwhile, the critical adhesion

molecules ICAM1 and VCAM1 decreased in the spinal

cord homogenates of astrocytic HMGB1-knockout EAE

mice (Fig. 4C). These data suggest that knocking out

astrocytic HMGB1 avoids the infiltration of immune cells

into the CNS by influencing the functions of the BBB.

Astrocytes Actively Release HMGB1

The functions of HMGB1 are associated with its location,

so the characteristics of HMGB1 expressed in astrocytes

were explored to uncover how it influenced the functions of

BMECs during EAE. As shown in Fig. 5A (upper panel),

astrocytes abundantly expressed HMGB1 in nuclei under

physiological conditions. During EAE, astrocytes in the

grey matter were hypertrophied and their HMGB1 expres-

sion was significantly reduced and mainly located in the

cytoplasm (Fig. 5A, middle panel). In astrocytic HMGB1

conditional knockout EAE mice, astrocytes showed normal

morphology (Fig. 5A, lower panel). To further confirm the

location change of HMGB1, primary astrocytes were

stimulated with TNF which is crucial in the development

of EAE and could simulate the inflammatory environment

Fig. 1 Breeding and evaluation of astrocytic HMGB1 conditional

knockout mice. A HMGB1f/f mice with exon 2–4 of HMGB1 flanked

with two loxP sites are crossbred with GFAP-CreERT2 mice, which

express CreERT2 under the control of the human glial fibrillary acidic

protein promoter, both on the C57BL/6 background. B PCR geno-

typing of GFAP-CreERT2-HMGB1f/f mice (WT, wild-type).

C Schematic of protocol: GFAP-CreERT2-HMGB1f/f mice at postnatal

5 weeks are injected with corn oil or Tamoxifen for 5 days; EAE is

induced 4 weeks post-injection. D HMGB1 expressed in spinal cord

sections from GFAP-CreERT2-HMGB1f/f mice 4 weeks post-injection

of Tamoxifen [red, GFAP (indicator of astrocytes); green, HMGB1;

blue, DAPI-stained nuclei; arrows, GFAP? astrocytes; scale bars, 10

lm]. E Flow cytometry showing the cell purity of primary astrocytes.

F, G RT-PCR and western blot analysis of HMGB1 in primary

astrocytes isolated from GFAP-CreERT2-HMGB1f/f pups treated with

4-OH-Tamoxifen (4-OHT; 1 lmol/L). Data are shown as the mean ±

SD. ***P\0.001, two-tailed Student’s t-test.
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of EAE. As shown in Fig. 5B, abundant HMGB1 was

released into the medium of astrocytes after stimulation

without affecting their survival. These data indicate that

astrocytes actively release HMGB1.

HMGB1 Released from Astrocytes Influences

the Functions of Primary BMECs Associated

with Immune Cell Infiltration

To further demonstrate the influence of astrocyte-derived

HMGB1 on endothelial cells of the BBB, primary BMECs

were cultured (Fig. 6A). Astrocyte-conditioned medium

(ACM) from astrocytes primed with TNF (sACM), from

HMGB1-knockout astrocytes primed with TNF (HMGB1-

KO sACM), and sACM with anti-HMGB1 neutralizing

monoclonal antibody (sACM?HMGB1-mAb) were col-

lected to stimulate BMECs. As shown in Fig. 6B, the

survival of BMECs was not influenced by the stimulation.

sACM decreased Claudin5 and increased ICAM1 and

VCAM1 expressed by BMECs compared with ACM.

However, HMGB1-KO sACM upregulated Claudin5 and

downregulated ICAM1 and VCAM1 compared with sACM

(Fig. 6C). sACM?HMGB1-mAb had the same effects as

HMGB1-KO sACM (Fig. 6D). In addition, recombinant

HMGB1 decreased Claudin5 and increased ICAM1 and

VCAM1 in mRNA and protein without affecting the cell

Fig. 2 Influence of astrocytic HMGB1 conditional knockout on EAE.

A EAE disease score of GFAP-CreERT2-HMGB1f/f mice injected with

corn oil or Tamoxifen. Data are representative of three independent

experiments and are shown as the median with interquartile range (n =

8/group; *P \0.05, **P \0.01, Mann-Whitney U test). B LFB

staining of thoracic spinal cord sections at the peak stage of EAE

(scale bars, 200 lm; n = 8/group; *P\0.05, Mann-Whitney U test;

data are representative of three independent experiments and shown

as the median with interquartile range). C Left panels, representative

images of thoracic spinal cord sections at the peak stage of EAE with

immunohistochemical staining for MBP (n = 8/group; squares

magnified at right; scale bars, 200 lm). Right panel, percentage of

MBP? area in the white matter (mean ± SD, two-tailed Student’s t-
test).

Table 1 Disease features of EAE mice

Group Incidence Mean Maximal Score Disease Onset

(No. with EAE/Total) (Median with interquartile range)

GCre-HMGB1f/f ? Oil ? EAE 8/8 = 100% 3 (2.625, 3.875) 11 (11,11)

GCre-HMGB1f/f ? Tam ? EAE 7/8 = 87.5% 2 (1, 2.5) ** 14 (12.5, 14) **

Data are representative of three independent experiments (n = 8/group; **P\0.01, Mann-Whitney U test).
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Fig. 3 Influence of astrocytic HMGB1 conditional knockout on immune

cells during EAE. A Left and middle panels, representative images of thoracic

spinal cord sections at the peak stage of EAE with H&E and immunohis-

tochemical staining for CD3 (n = 8/group; squares, high magnification; scale

bars, 100 lm). Right panels, upper, pathological scores (median with

interquartile range; *P\0.05, Mann-Whitney U test); lower, numbers of

CD3? cells in whole spinal cord sections (mean ± SD; ***P\0.001, two-

tailed Student’s t-test). Data are representative of three independent experi-

ments. B, C Flow cytometry of immune cells in CNS and lymph nodes from

mice at the peak stage of EAE. The upper images are representative of two

independentexperiments.Data shown below arepooled from twoindependent

experiments and are shown as the mean ± SD (n = 6 or 10/group; #P\0.05,
##P \0.01, ###P \0.001, *P \0.05, **P \0.01, ***P \0.001, one-way

ANOVA followed by Tukey’s test).
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survival (Fig. 6E–G). Taken together, these data indicate

that HMGB1 released from astrocytes directly influences

the functions of BMECs associated with immune cell

infiltration.

The Effects of Astrocytic HMGB1 on BMECs are

Mediated by TLR4 and RAGE

TLR4 and RAGE expressed on BMECs increased signifi-

cantly after HMGB1 stimulation (Fig. 7A). To address the

receptor involved in the effects of HMGB1 on BMECs, the

antagonists of advanced glycation end products (RAGE) and

toll-like receptor 4 (TLR4) were introduced. The TLR4

antagonist TAK-242 rescued the downregulation of Claud-

in5 upon HMGB1 stimulation, and did not change the

HMGB1-induced upregulation of ICAM1 and VCAM1

(Fig. 7B). FPS-ZM1, a RAGE antagonist, inhibited the

HMGB1-induced increase in ICAM1 and VCAM1, and had

no effect on the HMGB1-stimulated downregulation of

Claudin5 (Fig. 7C). Similarly, the influence of sACM on

Claudin5, as well as on ICAM1 and VCAM1, disappeared

when TLR4 or RAGE was blocked (Fig. 7D). Taken

together, these data indicate that astrocytic HMGB1

decreases Claudin5 through TLR4 and increases ICAM1

and VCAM1 through RAGE.

Fig. 4 Influence of astrocytic HMGB1 conditional knockout on the

BBB during EAE. A Upper panels, representative images showing the

expression of Claudin5 on CD31? microvessels in thoracic spinal

cord sections from EAE mice during the peak stage (scale bars, 100

lm; red, CD31; green, Claudin5; blue, nuclei stained with DAPI;

squares, high magnification; arrows, CD31? microvessels). Lower

panel, data shown are representative of three independent experiments

(n = 6 or 8/group; mean ± SD; ###P\0.001, ***P\0.001, one-way

ANOVA followed by Tukey’s test). B, C Left panels, western blots of

Claudin5 and ICAM1/VCAM1 in spinal cord homogenates from EAE

mice at the peak stage. Right panels, data representative of three

independent experiments (mean ± SD; *P\0.05, ***P\0.001, two-

tailed Student’s t-test).

Fig. 5 Astrocytes actively release HMGB1. A Immunofluorescence

of HMGB1 and astrocytes in thoracic spinal cord sections (red,

GFAP; green, HMGB1; blue, nuclei stained with DAPI; arrows,

GFAP? astrocytes in the grey matter; scale bars, 20 lm). B Left,

western blots of HMGB1 in astrocyte-conditioned medium and TNF-

stimulated astrocyte-conditioned medium (TNF, 10 ng/mL). Right,

cell survival rates of astrocytes.
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Fig. 6 Effects of HMGB1 released from astrocytes on BMECs.

A Left, representative image of immunofluorescence (red, CD31;

blue, nuclei stained with DAPI; scale bar, 100 lm). Right, flow

cytometry showing cell purity of BMECs. B Cell survival rates of

BMECs after stimulation. C Western blots (left) and analysis (right)

of Claudin5, ICAM1, and VCAM1 in BMECs stimulated with sACM

or HMGB1-KO sACM for 24 h. D Western blots (left) and analysis

(right) of Claudin5, ICAM1, and VCAM1 in BMECs treated with

sACM and sACM with HMGB1-mAb (5 lg/mL) for 24 h. E Cell

survival rate analysis of BMECs after HMGB1 (100 ng/mL)

stimulation for 12 h. F RT-PCR analysis of Claudin5, ICAM1, and

VCAM1 in BMECs treated with recombinant HMGB1 (100 ng/mL)

for different times (n = 6/group). G Left, representative images of

western blots of Claudin5, ICAM1, and VCAM1 on BMECs treated

with HMGB1 (100 ng/mL) for 12 h. Right, data shown are

representative of or pooled from two independent experiments. Mean

± SD; *P \0.05, **P \0.01, ***P \0.001, #P \0.05, ##P \0.01,
###P\0.001, one-way ANOVA followed by Tukey’s test (C, D, F) or

two-tailed Student’s t-test (G).
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The downstream signal pathways for TLR4 and RAGE

include MAPKs (ERK, JNK, p38) and NF-jB (p65)

[32, 33]. As shown in Fig. S2A, the activated phosphory-

lation of JNK induced by HMGB1 was inhibited by the

RAGE inhibitor FPS-ZM1 and the activated phosphoryla-

tion of p65 induced by HMGB1 was inhibited by the TLR4

inhibitor TAK-242, indicating that the effects of HMGB1

on BMECs are through the TLR4-mediated activation of

p65 or the RAGE-mediated activation of JNK. TLR4

signaling pathways have two branches: MyD88-dependent

and MyD88-independent pathways. As shown in Fig. S2B,

the TLR4 inhibitor TAK-242 inhibited the increase of

MyD88 stimulated by HMGB1, indicating that MyD88 is

involved in the TLR4 signaling pathway of BMECs.

Discussion

HMGB1 has multiple functions on the basis of expression

patterns such as the number, cell location, and sub-cellular

location. Our previous studies have demonstrated that

HMGB1 in the CNS is detrimental in the development of

EAE [25]; carefully exploring the functions of HMGB1 in

different cell types is particularly important for research

and the prevention of disease. The exact roles of astrocytic

HMGB1 in neurological diseases including MS are

unknown and there has been no applicable genetically-

modified mouse model. HMGB1 mutation causes severe

neonatal syndromes as it is essential for the survival of

mice [34]. As for gene mutations in astrocytes, the use of

Fig. 7 Receptors involved in

the influences of astrocytic

HMGB1 on BMECs. A Western

blots (left) and statistics (right)

of three receptors (TLR2/TLR4/

RAGE) in BMECs after

HMGB1 stimulation for 12 h.

B Western blots (left) and

statistics (right) of Claudin5,

ICAM1 and VCAM1 under

HMGB1 stimulation for 12 h

when TLR4 is blocked (TAK-

242: 100 nmol/L). C Western

blots (left) and statistics (right)

of Claudin5, ICAM1, and

VCAM1 under HMGB1 stimu-

lation for 12 h when RAGE is

blocked (FPS-ZM1: 50 nmol/L).

D Western blots (left) and

statistics (right) of Claudin5,

ICAM1, and VCAM1 under

sACM stimulation for 24 h

when TLR4 or RAGE are

blocked. Data shown are pooled

from two or three independent

experiments and shown as the

mean ± SD. *P\0.05,

**P\0.01, ***P\0.001,
#P\0.05, ##P\0.01,
###P\0.001, two-tailed Stu-

dent’s t-test (A) or one-way

ANOVA followed by Tukey’s

test (B–D).
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hGFAP-Cre mice has been reported to result in recombi-

nation not only in astrocytes, but many neurons and

oligodendrocytes are also influenced because of the activity

of the hGFAP promoter in progenitor cells during embry-

onic development [35]. In the present study, astrocytic

HMGB1-knockout was achieved by injecting GFAP-

CreERT2-HMGB1f/f mice with Tam in adulthood to rule

out the possible influences on other CNS resident cells or

the growth of mice. This study is the first to report the local

functions of astrocytic HMGB1 in EAE.

The functions of the BBB mainly depend on microvessel

endothelial cells. The TJ protein Claudin5 expressed on

these cells in the spinal cord clearly decreases during EAE,

indicating destruction of the BBB and it has been reported

that BBB fails to seal in Claudin5-/- mice [8]. Thus, the

increased expression of Claudin5 on the microvessel

endothelial cells in astrocytic HMGB1 conditional-knock-

out EAE mice indicated that the barrier function of BBB

was more integrated to avoid the entry of immune cells into

the CNS. Meanwhile, the decrease of the adhesion

molecules ICAM1 and VCAM1 in the CNS could also

reduce the recruitment of immune cells from the periphery

to the CNS.

Although HMGB1 has been reported to be involved in

the destruction of the BBB as anti-HMGB1 mAb therapies

protect the BBB from disruption in diseases such as

Parkinson disease, these studies generally applied the

systemic administration of HMGB1 mAb and the sources

of HMGB1 being neutralized were not determined

[22, 23, 36]. Some studies focused on HMGB1 from

neurons, but it is passively released from damaged and

dead neurons, serious consequences of developed disease

[22]. The roles of astrocytes have been overlooked. Here,

we found that astrocytes are activated and actively release

HMGB1 during EAE.

The reported protective effects of HMGB1-mAb on the

damaged BBB are broad and include the improvement of

tight junction structures between endothelial cells, the

repair of digested basement membrane, and the reduction

of activated CNS resident cells and immune cells infiltrated

from the circulation [37]. But little was known about how

HMGB1 directly acts on the BBB. Some studies showed

that recombinant HMGB1 in vitro induces upregulation of

the adhesion molecules ICAM1 and VCAM1 on vascular

endothelial cell lines, but the cell lines used cannot

completely replace primary cells because many character-

istics are different [24, 30]. Primary BMECs have been

reported to better simulate the functions of BBB in vivo

[30]. Here, the application of HMGB1-KO sACM,

HMGB1 monoclonal antibody, and recombinant HMGB1

comprehensively established that HMGB1 released from

astrocytes affects the BBB directly by decreasing Claudin5

and increasing ICAM1 and VCAM1 on BMECs, consisted

with the results of in vivo animal experiments.

Certainly, there are also some limitations in the present

study. First, the sulfhydryl in C23, C45, and C106 of

HMGB1 are easily oxidized by active oxygen in the

external environment and different isoforms of HMGB1

bind to different receptors and have different functions

[38, 39]. The increased level of reactive oxygen at the peak

stage of EAE [40, 41] indicates that HMGB1 in EAE may

have a different redox state but this is not explored here.

Second, a growing number of reports have implied that

HMGB1 release relies on post-translational modifications;

which also have different functions [42, 43]. Here, we find

that astrocytes actively release HMGB1 during EAE but

the post-translational modifications of HMGB1 are not

assessed and how HMGB1 is released from astrocytes is

still not clear. Last, we showed that HMGB1 directly

influenced the functions of BMECs through TLR4 or

RAGE and explored the downstream signaling pathways,

but the downstream mediators for TLR4 and RAGE are not

entirely clear and need further exploration.

Collectively, using astrocytic HMGB1 conditional

knockout mice along with primary astrocytes and BMECs,

we found that astrocytes actively released HMGB1 during

EAE. The HMGB1 derived from astrocytes directly

influenced the functions of BMECs via decreasing the

junction protein Claudin5 through TLR4 and increasing the

adhesion molecules ICAM1 and VCAM1 through RAGE,

resulting in the infiltration of pathogenic T cells into the

CNS and then leading to the development of EAE.
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      Introduction 

 The zona incerta (ZI) is a large nucleus in the hypothalamic 

region with extensive connections throughout the brain 

[ 1 ], and is involved in various functions from locomotion 

to social behavior, including binge-eating [ 2 ], sleeping 

[ 3 ], predatory hunting [ 4 ,  5 ], neuropathic pain [ 6 – 8 ], fear 

memory [ 9 – 11 ], and investigatory and seeking behavior [ 12 , 

 13 ]. It is an important target for treating Parkinson’s dis-

ease by deep-brain stimulation [ 14 ]. GABAergic cells, the 

most abundant inhibitory neurons in the mammalian brain 

[ 15 ], are the majority of neurons in the ZI [ 1 ,  16 ]. GABAe-

rgic ZI neurons are essential for cortical neuron develop-

ment [ 17 ], shifting the cortical activity patterns [ 18 – 20 ], 

and gating signal fl ow [ 19 ,  21 ,  22 ]. And it is regarded as a 

potential integrative node for global behavioral modulation 

[ 16 ,  23 ]. Comprehensive investigation of its functions and 

global roles is enlightening to the understanding of brain 

mechanisms. 

 The ZI is connected with nearly every neural center of 

the neuro-axis, from cerebral cortex to spinal cord [ 1 ], and 

even receives projections from the retina [ 24 ]. Its principal 

connections are with the cerebral cortex, diencephalon, and 

brainstem. Traditionally, the ZI of rodents can be loosely 

divided into diff erent sectors based on cytoarchitecture. The 

functions of distinct ZI sectors varies greatly while the con-

nections are topologically organized. Cortical neurons that 

project to the ZI are confi ned to layer V and the projections 

are organized in a topological manner [ 25 ,  26 ]. The ZI pro-

jects heavily to the dorsal thalamus, while the projections 

                       Abstract     The zona incerta (ZI) is involved in various func-

tions and may serve as an integrative node of the circuits 

for global behavioral modulation. However, the long-range 

connectivity of diff erent sectors in the mouse ZI has not been 

comprehensively mapped. Here, we obtained whole-brain 

images of the input and output connections  via  fl uorescence 

micro-optical sectioning tomography and viral tracing. The 

principal regions in the input-output circuits of ZI GABAe-

rgic neurons were topologically organized. The 3D distribu-

tion of cortical inputs showed rostro-caudal correspondence 

with diff erent ZI sectors, while the projection fi bers from ZI 

sectors were longitudinally organized in the superior collicu-

lus. Clustering results show that the medial and lateral ZI are 

two diff erent major functional compartments, and they can 

be further divided into more subdomains based on projection 

and input connectivity. This study provides a comprehen-

sive anatomical foundation for understanding how the ZI 

is involved in integrating diff erent information, conveying 

motivational states, and modulating global behaviors. 
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to the hypothalamus are mainly from the rostral ZI [ 27 ]. 

The precise connectivity pattern among distinct sectors of 

the ZI and thalamus is still unclear. As the main connecting 

region of the ZI, the midbrain has complex circuits with the 

ZI, such as superior colliculus (SC)–ZI connections that are 

organized in a topological manner [ 28 – 30 ]. Since the ZI is a 

potential integrative node, its connectivity map is enlighten-

ing to the understanding of its complex functions and global 

roles and even brain mechanisms. Although the development 

of transgenic animals and viral tracing has accelerated the 

investigation of the input and output connections in interest-

ing ZI sectors [ 2 ], there is still a lack of comprehensive com-

parison of the connection patterns of diff erent ZI sectors. 

 Here, we aimed at providing a comprehensive long-range 

input-output connectivity map of GABAergic ZI neurons, 

and obtain the organization patterns of the ZI. To provide a 

connectivity map of the entire mouse ZI, we selected four 

injection sites. We applied Cre-dependent monosynaptic 

rabies virus and Vgat-ires-Cre line mice to characterize 

aff erent connections of GABAergic neurons in the ZI [ 31 ], 

and adeno-associated viral tracing to label GABAergic eff er-

ent axons. By quantifying the numbers of labeled neurons 

and eff erent axons, we constructed a long-range input-output 

connectivity map of GABAergic ZI neurons and analyzed 

their connection characteristics. 

    Materials and Methods 

   Animals 

 This study was approved by the Animal Experimentation 

Ethics Committee of Huazhong University of Science and 

Technology, and all animal experiments were conducted in 

accordance with relevant guidelines. The C57BL/6J mice 

used in these experiments were purchased from Beijing Vital 

River (Beijing). The Vgat-ires-Cre (JAX: 028862) mouse 

line [ 32 ] was purchased from the Jackson Laboratory. All 

mice were housed in an environment with a 12-h light/dark 

cycle at 22 ± 1°C and with food and water ad libitum. The 

study was gender-neutral and 6- to 12-week-old mice were 

used. 

    Surgery and Stereotaxic Injection 

 The mice were anesthetized by intraperitoneal injection of 

1% pentobarbital sodium in 0.9% saline at 0.1 mL/10 g body 

weight. The mice were mounted into a stereotaxic frame 

and eye ointment was applied. Holes were drilled above the 

target brain regions. For anterograde or retrograde experi-

ments, tracers were delivered  via  glass micropipettes using 

a pressure injection pump at 35 nL/min. After the injec-

tions, incisions were sutured, lidocaine hydrochloride gel 

was applied to the wound, and the mice were returned to 

their home cages for recovery. Monosynaptic rabies virus 

was used to label the whole-brain inputs of GABAergic 

neurons in distinct ZI sectors. 150 nL of a 2:1 mixture of 

rAAV9-EF1α-DIO-RG-WPRE-pA and rAAV9-EF1α-DIO-

DsRed-TVA-WPRE-pA, all AAV viruses with fi nal titers at 

2×10 12  viral genomes (vg)/mL (virus from BrainVTA) of 

helper-viruses were injected into target ZI sectors. The fol-

lowing coordinates (mm from bregma) were used: rostral ZI 

(ZIr): AP: −0.95, ML: +0.75, DV: −4.5; intermediomedial 

ZI (ZIim): AP: −1.95, ML: +1.0, DV: −4.45; intermediolat-

eral ZI (ZIil): AP: −2.15, ML: +1.95, DV: −3.9; caudal ZI 

(ZIc): AP: −2.55, ML: +2.0, DV: −3.9. Three weeks later, 

300 nL RV- G-EnVA-eGFP (2 ×  10 8  vg/mL, from Brain-

VTA) were injected into the same sector, and 7 days later, 

the mice were sacrifi ced. For axonal AAV-tracing, 100 nL 

of rAAV2/5-EF1α-DIO-eYFP-WPRE-pA (2 ×  10 12  vg/mL) 

was injected into a target ZI sector at the above coordinates. 

Four weeks later, the mice were sacrifi ced. To verify the 

projection pattern of ZIim, 50 nL red retrobeads (R180–100, 

Lumafl uor) was injected into the periaqueductal gray (PAG; 

in mm: AP: −4.0, ML: +0.3, DV: −2.8), and 50 nL fl uores-

cent gold (80014, Biotium) was injected into the SCm (AP: 

−4.0, ML: +1.5 m, DV: −2.3). Seven days later, the mice 

were sacrifi ced. To explore whether single neurons in the 

ZIr innervated the rostral (AP: −3.6, ML: +0.05, DV: −2.0) 

and caudal (AP: −4.4, ML: +0.05, DV: −1.8) parts of the 

SC, 50 nL red retrobeads and 50 nL fl uorescent gold were 

injected into the rostral and caudal parts of the medial SC, 

respectively, and 7 days later, the mice were sacrifi ced. 

    Histology 

 Anesthetized mice were perfused with 0.01 mol/L phos-

phate-buff ered saline (PBS, Sigma-Aldrich) and then with 

4% paraformaldehyde (PFA, Sigma-Aldrich). The brain was 

removed from the skull, and post-fi xed in 4% PFA at 4 . 

Each brain was rinsed 3 times with 0.01 mol/L PBS and 

embedded in 5% agarose (Sigma-Aldrich). Coronal sections 

(50 μm) were cut on a vibratome (VT1000, Leica Microsys-

tems). Every second section was used for whole-brain imag-

ing with an automated slide scanner (VS120 Virtual Slide, 

Olympus). 

    Immunostaining 

 To verify the type of starter cells, we applied immunofl uo-

rescent staining to coronal sections near the injection site. 

After the sections were rinsed 3 times with 0.1M PBS, the 

sections were blocked with 5% bovine serum albumin in 

0.3% Triton X-100 for 1 h at room temperature. Then the 

sections were incubated overnight with rabbit anti-GABA 

(1:800, Sigma) at 4 , then rinsed 3 times with 0.01 mol/L 
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PBS and incubated with goat anti-rabbit 647 (1:500, Thermo 

Fisher) at room temperature for 2 h. The sections were rinsed 

3 times with PBS and then mounted on glass slides. The 

injection site was imaged by confocal microscopy (LSM 

710, Zeiss). 

    Embedded Processing 

 Brains were embedded for whole-brain imaging [ 33 ]. After 

each brain was rinsed 3 times with 0.1 mol/L PBS, it was 

dehydrated in a graded ethanol series (50%, 70% and 95% 

ethanol in double distilled water) at 4 . Then the brains 

were immersed in a graded glycol methacrylate (GMA) 

series (70%, 85%, and 100% GMA, with 0.2% Sudan black B 

in ethanol) at 4 . The brains were immersed in 100% GMA 

at 4°C for 3 days. Finally, the samples were embedded. 

    Imaging 

 To obtain the input and output images of the whole brain, we 

applied dual-channel imaging (output samples were stained 

with propidium iodide) on the embedded brains [ 34 ]. The 

fl uorescence micro-optical sectioning tomography (fMOST) 

system developed by our group was used to conduct whole-

brain imaging at a resolution of 0.32 μm × 0.32 μm × 2 μm. 

    Data Processing 

 We used a homemade method to count the numbers of neu-

rons and fi ber signals [ 35 ]. NeuroGPS was used to obtain 

the coordinates of the neuron somata. To distinguish the 

projection signal from background, we used a Gaussian fi lter 

to remove the background and images were binarized. Easily 

distinguishable regions were segmented to obtain the con-

version parameters for transforming the whole image stack 

to Allen CCFv3. All results were checked manually to elimi-

nate errors. To quantify the input and output connections, we 

transformed the coordinates of the somata of input neurons 

and image stacks of labeled signals to Allien CCFv3. Then 

the number of somata or the volume of the projection sig-

nal in each area were quantifi ed. Regions with a connection 

strength of <0.03% were set to 0, and the ZI was set to 0. We 

merged some areas with low connection strength for ease of 

display. To unify the connection strength between the dif-

ferent samples, we calculated the percentage of connections 

in diff erent regions. 

    Visualization and Statistical Analysis 

 Amira (v6.1.1, FEI), ImageJ, and Python 3.8.4 were used to 

visualize the input and output results. To compare the diff er-

ences in connection strength between diff erent brain regions, 

we used one-way ANOVA. Pearson correlation coeffi  cients 

were used to assess the similarity of connections. Hierar-

chical cluster analysis and correlation analysis were used 

to analyze the similarities and variances of the connection 

strength between diff erent samples or brain regions. These 

analyses were performed using MatLab (v2017a, Math-

Works) and Python 3.8.4. All histograms, scatter diagrams 

and heat maps were generated by GraphPad Prism (v.6.0, 

GraphPad) and Python 3.8.4. 

     Results 

   Experimental Strategy to Reveal the Connectivity 
of Distinct ZI Sectors 

 The ZI is a large elongated string-like structure located in the 

lateral hypothalamus. To map the connectivity of the entire 

mouse ZI, we selected four injection sites, and viral tracers 

were injected into each of these regions. The four sectors 

were named rostral, intermediomedial, intermediolateral, 

and caudal (ZIr, ZIim, ZIil, and ZIc; see Fig.  1 C).         

 To label the GABAergic neurons, we used transgenic 

mice and cre-dependent viral tools. Vgat-ires-Cre mice, 

which expressed Cre recombinase directed to GABAergic 

neuronal cell bodies [ 32 ], were used to obtain the whole-

brain connectivity map of GABAergic ZI neurons. To dem-

onstrate the monosynaptic inputs of the ZI, we injected two 

Cre-dependent adeno-associated viruses (AAV9-EF1α-DIO-

DsRed-TVA and AAV9-EF1α-DIO-RG) into the ZI at the 

same time. Three weeks later, RV-SAD- G-eGFP (EnvA) 

was injected into the same ZI sector (Fig.  1 A). The TVA-

expressing cells infected with the modifi ed, high specifi city, 

rabies virus (RV), and labeled the presynaptic neurons only 

with the help of Rabies glycoprotein G (RG). The reliabil-

ity of the experimental strategy was confi rmed by control 

experiments (Fig. S1). To trace and quantify the eff erent 

axons (outputs) of the ZI, we injected Cre-inducible adeno-

associated virus (AAV2/5-EF1α-DIO-eGFP) into the ZI, and 

GABAergic neurons infected by AAV virus were labeled 

with enhanced green fl uorescent protein (eGFP) (Fig.  1 B). 

To comprehensively analyze the whole-brain connectivity 

at single-cell resolution, we obtained the inputome and pro-

jectome datasets with fl uorescent micro-optical sectioning 

tomography (fMOST) [ 34 ]. As shown in Fig. S2B, the virus-

labeled mouse brains were perfused and embedded in resin, 

then were imaged with fMOST. The datasets were processed 

and quantifi ed as in our previous reports [ 35 ]. 

 To confi rm the performance of the virus, we checked cor-

onal sections from monosynaptic retrograde tracing samples, 

and found that nearly every neural center of the neuraxis 

had eGFP-positive cells (Fig. S3A). The highest density of 

eGFP-positive neurons was near the injection sites (Fig.  1 D). 

The coronal sections of anterograde tracing samples were 
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checked too (Fig. S3B). We found that eGFP-positive eff er-

ent axons were present in many brain regions, such as the 

thalamus, hypothalamus, and brainstem. The cell bodies 

were confi ned to the ZI (Fig.  1 E). 

 In monosynaptic retrograde tracing experiments, cells co-

expressing DsRed and eGFP were counted as starter cells 

(Fig.  1 F). We only analyzed the data with >80% of starter 

cells located in the ZI to ensure accuracy (Fig. S2D). A few 

starter cells were located outside of ZI, including in the lat-

eral hypothalamic area (LHA), posterior hypothalamic area 

(PH), and reticular thalamic nucleus. To compare among 

distinct ZI sectors, the location of starter cell was certifi ed 

in the continuous dataset. Most of the starter cells of ZIr 

were distributed at −0.7 to −1.5 from bregma, while most 

of those of ZIim, ZIil and ZIc were distributed at −1.5 to 

−2.2, −1.6 to −2.5, and −2.1 to −2.7 from bregma, respec-

tively (Fig.  1 G). Most starter cells of ZIim were located in 

the medial ZI, and most starter cells of ZIil were located 

in the lateral ZI. In tracing experiments, we described the 

distribution of fl uorescence (Fig. S2E) and found a similar 

distribution. Starter cells almost covered the entire ZI in 

both RV and AAV tracing, and partial regions of distinct 

ZI sectors were overlapped. Our subsequent analysis also 

found that the connectivity patterns of distinct ZI sectors 

showed signifi cant diff erences. These data showed that viral 

labelling samples can refl ect the characteristics and variation 

rules of connectivity of distinct ZI sectors. 

 To quantitatively analyze the whole-brain input-output 

connectivity maps, the number of eGFP-labeled cells and 

the fl uorescent signal of eff erent fi bers were calculated (see 

Materials and Methods for details). 

    Whole-brain Mapping of the Input/Output 

 The ZI has widespread connectivity with nearly all neural 

centers. Here, we analyzed the connections among the ZI 

and 145 anatomical brain regions (details in Figs S4, S5). 

Although connecting brain regions were distributed through-

out almost the whole brain, the main connections were con-

centrated in a few regions. The ZI received inputs from 126 

regions, and half of the inputs were from ~10 regions (9, 13, 

11, and 8 regions in ZIr, ZIim, ZIil, and ZIc respectively; 

Fig. S6A). While its eff erent fi bers were distributed in 77 

regions and half of them were in ~5 regions (5, 4, 5, and 4 

regions in ZIr, ZIim, ZIil, and ZIc respectively; Fig. S6B). 

These results indicated that the number of output regions 

  Fig. 1       Whole-brain tracing of input and projections of distinct ZI 

sectors.  A  Schematic of the monosynaptic retrograde tracing strategy. 

For retrograde tracing, AAV9-EF1α-DIO-RG (1) and AAV9-EF1α-

DIO-DsRed-TVA (2) are co-injected into the ZI sector of interest. 

Three weeks later, RV-SAD- G-eGFP (EnvA) (3) is injected into 

the same sector. Only with the help of TVA and RG can RV-eGFP 

spread retrogradely to presynaptic neurons.  B  Schematic of the anter-

ograde tracing strategy. AAV2/5-DIO-eGFP is injected into the ZI 

sector of interest, and the axons of infected GABAergic neuron are 

labeled with eGFP.  C  Locations of distinct ZI sectors in this experi-

ment: ZIr (blue), ZIim (orange), ZIil (cyan), and ZIc (purple).  D  RV-

eGFP expression near the injection sites in coronal sections (see Fig. 

S2A for distribution of starter cells).  E  Coronal sections showing 

AAV-eGFP expression in the injection sites.  F  Identifi cation of starter 

cells. Cells co-expressing AAV-DsRed and RV-eGFP are considered 

to be starter cells. Starter cells of ZIim (see Fig. S2B). Scale bars, 1 

mm ( D ), 1 mm ( E ), and 50 μm ( F ).  G  Schematic of the dorsal view 

of retrograde tracing starter cells in distinct ZI sectors and heat map 

showing the starter cell distribution in each sample at each specifi c ZI 

target (lower panels). Center left insert, visual aid representation the 

location of ZI in the brain. Every row in each ZI sector is from one 

sample,  n  = 4 mice per condition in retrograde strategy.  
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was less than that of input regions. To overview the whole-

brain connectivity, the input-output regions were divided 

into 15 larger regions. 

 We compared the input and output of these regions, and 

generated connection maps for ZI sectors (Fig.   2 A, B). 

The principal connections of the ZI were isocortex, thala-

mus, hypothalamus, and midbrain. There were diff erences 

between the input and output brain regions. ZI neurons 

received abundant input from the cortex and striatum, but 

few eff erent fi bers projected back to these regions. Although 

there were labeled fi bers in isocortex and striatum, their 

ratio in the whole output circuit was very low (<0.03%). 

The ZI also received input from the cerebellar nuclei (CBN), 

but no labeled fi bers were observed in these nuclei. In the 

remaining regions with interconnections, the output inten-

sity was generally higher than the input, except for the 

pallidum (input, 4.61% ± 1.91%; output, 0.41% ± 0.32%; 

*** P  = 9.89 ×  10 −8 ). In general, GABAergic ZI neurons 

received more inputs from the telencephalon cerebrum than 

projected back.         

 To furtherly compare the ZI circuit with diff erent brain 

regions, we analyzed the ipsilateral and contralateral 

  Fig. 2       Overview of ZI connectivity.  A  Whole-brain connectivity 

of ZI sectors. Ipsilateral and contralateral inputs (left) and outputs 

(right) of the four ZI sectors. Data are shown as the mean ± SEM.  B  
Individual input-output connectivity patterns of the ZI sectors. Left, 

schematics of the input-output connection patterns of major brain 

regions (green arrowheads, outputs; red arrowheads, inputs; area of 

arrowhead, strength of connection). Right, three-dimensional visuali-

zation of whole-brain inputs to and outputs from the ZI in representa-

tive samples.  C  Percentages of inputs plotted along the rostro-caudal 

axis.  D  Percentages of outputs plotted along the rostro-caudal axis. 

Bin width, 200 μm. Thick lines, mean; thin lines, individual animals. 

 n  = 4 mice per condition in ( A ) (left, input data) and ( B ).  n  = 3 mice 

per condition in ( A ) (right, output data) and ( D ). Colors indicate data 

from each ZI sector: ZIr, blue; ZIim, orange; ZIil, cyan; ZIc, purple.  
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connectivity (Fig.  2 A). All ZI sectors basically received 

bilateral aff erent connectivity from the input regions, and 

the contralateral input was generally a tenth of that on 

the ipsilateral (Fig. S6C). The ZI received a higher pro-

portion aff erent connectivity from the contralateral pons 

and medulla. The ZI mainly received input from the con-

tralateral CBN, while eGFP-positive neurons were found 

in the ipsilateral CBN. Diff erent from the input, the ZI 

mainly sent eff erent fi bers to ipsilateral regions, and the 

ipsilateral output was generally >10 times the contralateral 

projections (Figs  2 A, S6D). In a few regions, the ratios of 

ipsilateral to contralateral connection were diff erent. For 

example, the proportion of input from the contralateral iso-

cortex decreased as the injection site was moved backward 

along the rostro-caudal axis (Figs S6C, S7A). 

 While there were some quantitative diff erences, we 

compared the connections of the four ZI sectors and found 

that the connections of these regions changed gradually. In 

general, as the injection site was moved backward along 

the rostro-caudal axis, the connection centers gradually 

moved backward too (Fig.   2 C, D), and several regions 

also showed a similar tendency. As the ZI sector was 

moved backward, the input from motor-related midbrain 

(MBmot) increased (10.21% ± 4.44%, 18.57% ± 6.00%, 

30.52%  ±  5.92%, and 41.69%  ±  3.43% to ZIr, ZIim, 

ZIil, and ZIc, respectively). Meanwhile, the eff erent fi b-

ers from ZI to MBmot also had a same varying tendency 

(15.95% ± 8.07%, 32.72% ± 4.88%, 45.39% ± 1.77% and 

65.00% ± 3.30% from ZIr, ZIim, ZIil and ZIc, respec-

tively). The connectivity of some remaining regions 

showed a similar tendency, such as input from the CBN 

(0.19% ± 0.17%, 1.28% ± 0.54%, 2.19% ± 0.24%, and 

3.08% ± 0.68% to ZIr, ZIim, ZIil, and ZIc, respectively). 

Meanwhile, the aff erent connectivity from the hypothala-

mus showed preference too, in that ZIr and ZIim received a 

large amount but ZIil and ZIc only received a little. Aff er-

ent connectivity from the medial zone of the hypothalamus 

to the ZIr was signifi cantly stronger than that to the ZIim 

( P  = 0.0188). Similar to the input, the eff erent fi bers from 

ZIr and ZIim to the hypothalamus were much more numer-

ous than those from ZIil and ZIc. The pons, medulla, and 

CBN also had connections with the entire ZI, while mainly 

connecting with ZIil and ZIc. These preferred connections 

were an important source of the circuit diff erences of ZI 

sectors (Fig. S6C, D). 

 Here, we analyzed the connectivity of ZI from the 

whole-brain perspective, found the principal regions con-

nected with the ZI, and analyzed the tendency of con-

nectivity to vary. However, there were major diff erences 

in the connection patterns. To further demonstrate the 

organizational characteristics of ZI sectors, we showed 

their detailed connections with the isocortex, diencepha-

lon, and midbrain. 

    Connections Between ZI and Isocortex are Topological 

 The ZI received projections from most areas of cortex, and 

the connections were organized topographically. The topol-

ogy of connection is helpful to understand the functions of 

ZI. Here, we summarize the projection pattern of the corti-

cal regions to ZI, and further discuss the way cortical input 

regions change. 

 The ZI received projections from most regions of the iso-

cortex, and the principal connections were sensory, motor 

and association cortices (Fig.  3 A). We found that the eGFP-

positive neurons resided in lamina V of the cortex. All ZI 

sectors received similar strength of input from cortex (one-

way ANOVAs showed no signifi cant diff erence between 

the four ZI sectors, except for ZIr  vs  ZIil,  P  = 0.0421; Fig. 

S6E), but the eGFP-positive cells in the cortex varied widely 

(Fig.  3 A, B). As the ZI injection sites were moved back-

ward, the connection centers in isocortex moved backward 

(Fig.  3 B). To confi rm the source of the diff erence, we quan-

titatively compared the main cortical inputs (Fig.  3 C, D). We 

found that the input regions varied greatly, and the propor-

tion of ipsilateral cortical input gradually increased (ratios of 

ipsilateral isocortical input to whole isocortical inputs: ZIr, 

87.0% ± 1.7%; ZIim, 95.8% ± 1.1%; ZIil, 99.3% ± 0.3%; 

ZIc, 99.3% ± 0.4%; Fig. S7A). ZIr received the most input 

from the contralateral cortex, while both ZIil and ZIc 

received inputs almost entirely from the ipsilateral cortex.         

 The projections patterns of cortical regions to ZI sectors 

can be roughly divided into three categories. The fi rst is 

composed of the bilateral prelimbic, infralimbic, and orbital 

areas. These regions mainly projected to the ZIr and ZIim, 

but rarely to ZIil or ZIc. The second category contained 

the bilateral anterior cingulate, secondary motor (MOs) and 

primary motor areas (MOp). These regions mainly projected 

to ZIim and ZIil, and had weaker projections to ZIr and 

ZIc. Although the input of the second category was also 

bilateral, the ratio of ipsilateral isocortical input to whole 

cortical inputs decreased. The last category consisted of 

remaining cortical regions, which mainly projected to the 

ipsilateral ZIil and ZIc. To determine whether this classifi -

cation was reasonable, we used correlation and hierarchical 

cluster analysis of the cortical inputs (Fig.  3 E, F) and this 

showed that the input regions could be roughly divided into 

three categories. 

 The spatial diff erences in the distribution of cortical 

eGFP-positive neurons (Fig.   3 D) showed topological 

inputs from cortex to ZI, while the input strength from 

MOs and MOp did not signifi cantly diff er in ZIim and ZIil 

( P  >0.05; Fig. S7B). To determine whether the gradual 

change in the nature of the input patterns also occurred in 

these regions, we divided them into anterior, middle, and 

posterior parts (Fig.  3 G, J). Although all parts of the MOs 

and MOp had aff erent connectivity to distinct ZI sectors, 
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these regions preferentially targeted diff erent sectors of 

the ZI (Fig.   3 H, K). These fi ndings suggested that ZIr 

mainly received input from the posterior part of MOp, 

while anterior and middle MOs and MOp projected to the 

ZIim, middle and posterior MOs to the ZIil, and middle 

and posterior MOs as well as posterior MOp to the ZIc 

(F i g.  3 I,  L ). Here, we verifi ed that the change in input 

patterns was gradual, and defi ned the connection patterns 

between ZI and motor cortex. These result improve the 

understanding of the roles of distinct parts of the ZI in 

motor functions. 

  Fig. 3       Isocortex-ZI connectivity.  A  Schematic coronal sections 

depicting the distribution of eGFP-positive cells (slice thickness, 

100  μm).  B  Two-dimensional representation of the isocortex inputs 

to ZI sectors. Curves on the right corresponds to the isocortical input 

strength along the rostro-caudal axis (bin width, 200 μm; thick lines, 

mean; thin lines, individual animals).  C  Ipsilateral (right) and con-

tralateral cortical inputs (left) to the four ZI sectors.  D  Bilateral corti-

cal inputs to the four ZI sectors.  E  Heat map of Pearson’s correla-

tion coeffi  cient matrix and hierarchical cluster analysis showing that 

the projections from cortex to ZI can be roughly divided into three 

categories: anterior, medial, and posterior (pair-wise correlations on 

the data organized into 16 input samples).  F  Schematic of the con-

nection patterns between cortex and ZI sectors.  G ,  J  Lateral view of 

the distribution of retrogradely-labeled eGFP-positive neurons from 

distinct ZI sectors in MOs and MOp (upper left inserts, visual aid 

representation of the location of MOs or MOp).  H ,  K  Distribution of 

labeled neurons in MOs and MOp varies with the rostro-caudal axis 

(bin width, 200 μm; data are presented as the mean; MOs and MOp 

divided into anterior, middle, and posterior parts).  I ,  L  Schematic of 

MOs and MOp projections to the ZI (width of the curve represents 

input strength). The same data sets of representative input samples 

are used in  A ,  B ,  G,  and  J .  n   =  4 mice per condition in  C ,  D ,  E , 
 H,  and  K . Each dot represents one RV-labeled cell in  A ,  B ,  G,  and 

 J . Colors indicate data from each ZI sector: ZIr, blue; ZIim, orange; 

ZIil, cyan; ZIc, purple.  
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    Connections Between ZI and Diencephalon are 
Topological 

 As a part of the lateral hypothalamus, the ZI is located at the 

junction of the hypothalamus and thalamus, and has strong 

interconnections with the diencephalon, so we investigated 

the characteristics of these connections. 

 The hypothalamus had stronger interconnections with ZIr 

and ZIim than with ZIil and ZIc (Fig.  4 A). ZIr and ZIim 

had strong interconnections with the PH and LHA, as did 

both ZIil and ZIc, the latter being rarely mentioned in pre-

vious studies (Fig.  4 A–C). The connections between ZIr 

and ZIim did not signifi cantly diff er for the hypothalamus, 

except for the supramammillary nucleus (SUM) (Fig. S8A, 

B). The aff erent connectivity from SUM to ZIr was stronger 

( P  = 0.0133) than that to ZIim, while the innervation from 

ZIil to SUM was stronger ( P  = 0.0037) than that from ZIr. 

We also observed that in some coronal sections ZIr inner-

vated the medial hypothalamus, and ZIim tended to inner-

vate the lateral hypothalamus (Figs.  4 C and S8C, D), but a 

diff erence did not show up in the quantitative results.         

 We found that ZI sent rich eff erent fi bers to thalamus, but 

the eGFP-positive cells were only rich in few brain regions 

(Fig.  4 B, C). By comparing the input and output, we found 

that outputs of the sensory-motor cortex-related thalamus 

and polymodal association cortex-related thalamus were 

generally stronger than their inputs (Fig.  4 D). The thalamic 

connections among distinct ZI sectors were signifi cantly 

diff erent, and the connections were also topological (Fig. 

S8E). The paraventricular nucleus of the thalamus had a 

  Fig. 4       ZI-diencephalon connectivity.  A  Outputs from ZI to the 

hypothalamus (left) and inputs detected in the hypothalamus (right). 

 B  Schematic coronal sections depicting the distribution of eGFP-

positive cells. Each dot represents one RV-labeled cell.  C  Schematic 

coronal sections depicting the distribution of eGFP. The eGFP signals 

represent the output of ZI sectors.  D  Outputs from ZI to the thala-

mus (left) and inputs detected in the thalamus (right).  E  Outputs from 

the four ZI sectors to the thalamus (mean ± SEM; *** P  <0.001, ** P  
<0.01, * P  <0.05. Brain slice thickness is 100 μm in  B  and  C .  n  = 3 

mice per condition in  A  (left, output data),  D  (left, output data), and 

 E .  n   =  4 mice per condition in  A  (right, input data) and  D  (right, 

input data). Colors indicated data from each ZI sector: ZIr, blue; 

ZIim, orange; ZIil, cyan; ZIc, purple.  
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strong bidirectional connection with ZIr, and the connec-

tion strength was higher than for other ZI sectors (input, 

 P  <0.01; output,  P  <0.05. Figures  4 E, S8E). The lateral 

habenula projected heavily to ZIr and ZIim, and the aff erent 

connectivity of ZIim was stronger than that to ZIil and ZIc 

( P  <0.05). Specifi cally, the ventral medial nucleus of the 

thalamus (VM) was the main output region of ZIim, while 

the eff erents to the VM were stronger than other ZI sectors 

( P  <0.001). The subparafascicular nucleus (SPF), peripe-

duncular nucleus (PP), and lateral geniculate complex (LG) 

were the main aff erent connectivity sources of ZIil and ZIc, 

and the eff erent fi bers of these sectors to the SPF and PP 

were stronger than those of ZIr and ZIim ( P  <0.05). Surpris-

ingly, compared with ZIim, ZIr projected more axons to the 

LG (ZIr, 2.38% ± 1.08%; ZIim, 0.08% ± 0.04%). The poste-

rior complex of the thalamus (PO) mainly received innerva-

tion from ZIil and ZIc, and that was signifi cantly stronger 

than ZIr and ZIim ( P  <0.05). Eff erent fi bers from the four ZI 

sectors were detected in the parafascicular nucleus (PF) and 

no statistically signifi cant diff erence was found ( P  >0.05). 

But we found that a spatial diff erence, in that ZIil fi bers 

tended to be distributed in the ventral PF, while the fi bers of 

other ZI sectors mainly projected to the dorsal PF (Fig.  4 C). 

In addition, the projection from the ZI to the thalamus was 

highly topologically organized. For example, neurons pro-

jecting to the ventral or dorsal part of the PO may be two 

groups of neurons that are distributed diff erently in the ZI 

(Fig. S8F–K). 

 In general, the connection between the ZI and parts of 

the diencephalon is topological. We found that, in some 

coronal sections, ZIr innervated the medial hypothalamus, 

and ZIim tended to innervate the lateral hypothalamus. The 

projections of distinct ZI sectors to the thalamus not only 

diff er in the strength of connectivity, but also in regional 

connectivity. 

    Connections Between ZI and Midbrain are Topological 

 The midbrain had strong interconnection with different 

ZI sectors and the strength increased as the injection sites 

moved backward along the rostro-caudal axis. Here, we 

investigated this phenomenon and the topological projec-

tions to the SC and PAG. 

 To determine whether the phenomenon was caused by 

diff erences in the regional connectivity or because the main 

input regions had similar properties, we compared the inputs 

and outputs of the midbrain (Fig.  5 A). All ZI sectors had a 

heavy interconnection with the midbrain reticular nucleus 

(MRN), motor-related SC (SCm), PAG, and anterior pre-

tectal nucleus (APN) (Fig.  5 A–C). Some regions exhibited 

increasing connection strength as the injection site moved 

backward, while other nuclei of the midbrain mainly con-

nected with ZIil and ZIc. Interconnections between ZIr and 

the MRN were weaker than other ZI sectors (input,  P  <0.05; 

output,  P  <0.01). The connections of the SCm with ZIr and 

ZIim were weaker than those of ZIil and ZIc ( P  <0.05), and 

the APN also had a heavier connection with ZIil and ZIc ( P  
<0.05) (Fig. S9A, B).         

 When comparing the connections of distinct ZI sectors, 

we found that the eff erent fi bers in the SC were topologi-

cally organized as previously reported, and the distribution 

of fi bers in the PAG also had a certain topology (Fig.  5 C, 

D). We found that the ZIr mainly targeted the medial SCm 

and dorsomedial PAG while the ZIim preferred the ventral 

PAG and ventrolateral SCm, the ZIil mainly projected to the 

intermediate SCm and lateral PAG, while the ZIil focused 

on the dorsolateral SCm with a few fi bers in lateral PAG. In 

order to further explore the projection patterns from ZI to 

SC, we investigated the distribution of eff erent fi bers in the 

SCm (Fig.  5 E). We describe the distribution of fi bers along 

the rostro-caudal axis and medial-lateral axis in the SCm. 

The topological projection from ZI to SCm was verifi ed, 

and we found that the projections had a longitudinal-zonal 

organization. We defi ned the topological organization of ZI 

to SC and PAG projections (Fig.  5 F). 

 As shown in Figure  5 D, we found that the eff erent fi bers 

from any ZI sector, extended to almost the entire SC along 

the rostro-caudal axis. To determine whether single neurons 

in the ZI innervated rostral and caudal parts of SC simulta-

neously, red retrobeads were injected into the rostral part and 

fl uorescent gold (FG) into the caudal part of the medial SC 

(Fig.  5 G). We found that some neurons were co-labeled with 

retrobeads and FG, thus individual neurons do simultane-

ously innervate the rostral and caudal parts of the SC. Many 

of the eff erent fi bers to the SCm extended to the PAG and the 

distribution of eff erent fi bers in PAG and SCm had a roughly 

corresponding relationship. To explore whether single neu-

rons in the ZI innervated the SCm and PAG simultaneously 

or separatey, we injected red retrobeads and FG into the PAG 

and SCm in individual mice (Fig.  5 H, see Fig. S9C for injec-

tion sites). Most of the labeled neurons were divided into 

two spatially separate groups. Neurons that projected to the 

ventrolateral PAG were located in the intermediomedial ZI, 

and neurons that projected to the lateral SC were located in 

central part of the ZI. Thus, neurons of the ZIim innervate 

PAG and SCm separately. 

    Comparison of Input and Output Distributions 

 To further investigate whether the distinction among these 

ZI sectors was meaningful, we compared the correlation 

coeffi  cients of input or output in a pairwise fashion. The 

correlation coeffi  cients of inputs and outputs were low, 

but the correlation coefficients between the outputs of 

four ZI sectors were slightly higher than the inputs (aver-

age correlation coeffi  cient: input, 0.4677 ± 0.2736; output, 
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0.5111 ± 0.2579). We also hierarchically clustered the input 

and output regions separately. With both inputs and outputs, 

two distinct clusters were formed, separating a grouped ZIr/

ZIim pool from a grouped ZIil/ZIc pool. The input correla-

tions of ZIr and ZIim tracing were too similar to classify 

them into separate clusters (average correlation coeffi  cient: 

0.7019 ± 0.0777, Fig.   6 A, C). For the same reason, we 

could not divide the inputs of ZIil and ZIc into separate 

clusters (average correlation coeffi  cient: 0.6590 ± 0.1650, 

Fig.  6 A, C). Although the output correlations of tracing the 

four ZI sectors were also similar, they fell into four sepa-

rate clusters (average correlation coeffi  cients: ZIr  vs  ZIim 

  Fig. 5       ZI- midbrain connectivity.  A  ZI projections to the midbrain 

(left) and inputs from the midbrain (right).  B  Schematic coronal sec-

tions depicting the distribution of eGFP-positive cells. Each dot rep-

resents one RV-labeled cell.  C  Schematic coronal sections depicting 

the distribution of projection fi bers.  D  Representative images of pro-

jections from four ZI sectors to the midbrain. Scale bar, 500 μm.  E  
Two-dimensional representation of the projection fi bers in the supe-

rior colliculus from the four ZI sectors (upper left, distribution of the 

eGFP signal in SC along the rostro-caudal axis; lower curves, distri-

bution of projection fi bers in the SC along the medial-lateral axis; left 

insert, visual aid representation the location of the SC; thick lines, 

mean; thin lines, individual animals).  F  Schematic of ZI sectors pro-

jecting to the SC and PAG.  G  Single ZI neurons simultaneously pro-

jecting to the anteromedial and posteromedial SC. Retrobeads (red) 

are injected into the anteromedial SC, and fl uorescent gold (FG, blue) 

is injected into the posteromedial C. Some neurons in the rostral ZI 

are co-labeled by retrobeads and FG. Scale bar, 50 μm.  H  Fibers in 

the PAG and SC from two diff erent groups of neurons. Retrobeads 

are injected into the PAG and FG is injected into the SC. The labeled 

neurons are divided into two spatially separate groups. Scale bar, 

200 μm. Data shown as the mean ± SEM. Slice thickness is 100 μm 

in  B ,  C ,  G , and  H .  n  = 3 mice per condition in  A  (left, output data). 

 n  = 4 mice per condition in  A  (right, input data) and  C .  
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0.4882 ± 0.1352, ZIil  vs  ZIc 0.7165 ± 0.0911, Fig.  6 B, C). 

Comparing the connection strength between ZIr and ZIim, 

we found that 31.03% (27/87) of the input areas had signifi -

cant diff erences, and 58.33% (28/48) of the output regions 

had significant differences (Fig. S10A, C). Comparing 

the connection strength between ZIil and ZIc, we found a 

signifi cant diff erence in 29.63% (24/81) of the input regions 

and 64.44% (29/45) of the output regions (Fig. S10B, D). 

These results were consistent with the results of hierarchical 

clustering. The connectivity patterns of ZIr and ZIim were 

similar, as were those of ZIil and ZIc. The similarity of the 

inputs was higher than that of the outputs.         

  Fig. 6       Connectivity characteristics of ZI.  A  Correlation and hierar-

chical cluster analysis of the inputs ( n  = 16) of the ZI. The pair-wise 

correlations were calculated for data organized into 126 input regions. 

 B  Correlation and hierarchical cluster analysis of the outputs ( n  = 12) 

of the ZI. The pair-wise correlations were calculated for data organ-

ized into 77 output regions. The heat maps in  A  and  B  represent Pear-

son’s correlation coeffi  cient matrixes. Note for both input and output 

correlations, 2 clusters form from the ZIr/ZIim animals and ZIil/ZIc 

animals.  C  Correlation coeffi  cients of input ( n  = 4 per condition) and 

output ( n   =  3 per condition).  D  Schematic of ZI connectivity char-

acteristics. Lower panel, possible functions of distinct ZI sectors. 

Similar to the connection results, functions may shift in a progressive 

manner among diff erent sectors. Area of arrowhead indicates strength 

of connection.  
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     Discussion 

 Here, we systematically mapped the input-output connectiv-

ity of GABAergic ZI neurons and compared the connectivity 

of four ZI sectors in the whole brain. From the continuous 

3D datasets, we comprehensively mapped the ZI connectiv-

ity characteristics (Fig.  6 D). The connections of ZI were 

heterogeneous and topologically organized. Cortical input 

regions can be divided into three categories. The topology 

of the connections between ZI and the diencephalon was 

not only manifested in strength, but also in regions. And 

the eff erent fi bers in the SC were longitudinally organized. 

Clustering results showed that the medial and lateral ZI were 

two diff erent major functional compartments, and they can 

be further divided into more subdomains based on output 

connectivity. 

 Cortex was the main input region of ZI, and it was also an 

important source of input diff erences. We then investigated 

the connections between ZI and cortex more comprehen-

sively. The cortical projection to ZI could be divided into 

three categories. These were consistent with the results of 

previous studies with lentivirus showing that the cortical 

input of the ZI could be divided into sensory, motor, and 

anterior limbic cortex [ 25 ]. The diff erences in connectiv-

ity may underlie the functional diff erences. First, prefron-

tal cortex preferentially projected to the ZIr and ZIim. The 

projection of the medial prefrontal cortex to ZIr bidirec-

tionally regulates the escape speed of mice [ 16 ], and the 

projection of the prefrontal cortex to ZIim is associated with 

curiosity in mice [ 12 ]. This indicated that emotion and cog-

nition may regulate the behaviors of mice through ZIr and 

ZIim. Second, the motor cortex (MO) projected primarily 

to the medial ZI, suggesting that these ZI sectors are closely 

involved in motor planning and execution. But the functions 

of ZIim and ZIil are quite diff erent. ZIim is mainly associ-

ated with behaviors such as fear [ 9 ,  11 ], predation [ 4 ,  5 ], and 

curiosity [ 12 ], while ZIil is associated with behaviors such 

as grooming, chewing, incubation, and jumping [ 36 ]. We 

found that ZIim and ZIil preferentially received inputs from 

the anterior and posterior MO, which control the movement 

of diff erent parts of the body [ 37 ], and the anterior MO is 

involved in motor preparation [ 38 ]. These results can explain 

the diff erence in motor-related behaviors between ZIim and 

ZIil. Finally, sensory cortex preferentially projected to ZIil 

and ZIc. ZIc is directly associated with movement and is an 

important region for deep brain stimulation to treat Parkin-

son-induced tremor [ 1 ,  14 ]. ZIc preferentially received input 

from the sensory cortex rather than the MO. ZIc also had 

bidirectional connection with the reticular nucleus that con-

trols trunk movement and posture. Further, lesions of the ZIc 

result in the loss of stereotyped movements in rats, while not 

aff ecting motivation [ 39 ]. Combined their connection with 

MO, we suggest that the ZIc neurons may be involved in the 

regulation of stereotyped actions or maintain posture by inte-

grating multisensory information from the cortex. Based on 

the above information, we speculate that the ZI is involved 

in emotion and cognition, motivation and motor planning, 

motor execution and stereotyped actions, and maintaining 

posture in sequence along the rostro-caudal axis. In addi-

tion, cortical neurons that project to the ZI also project to 

other regions, such as the thalamus, midbrain, and pons [ 40 ]. 

Whether cortical topological output is also present in other 

regions warrants further investigation. 

 The projections from ZI to the thalamus were stronger 

than those from the thalamus. ZI received a lot of input 

from the cortex, while the output from ZI to the cortex was 

almost negligible. The thalamus is a "way station" trans-

mitting information to the cerebral cortex [ 41 ], and ZI can 

limit the transmission of ascending sensory information  via  
feedforward inhibition of higher order thalamic nuclei [ 19 , 

 21 ,  22 ]. This projection relationship among cortex, ZI, and 

thalamus is conducive to the cortex to limit the transmission 

of ascending sensory information  via  ZI. For example, spi-

nal cord injury leads to a signifi cant increase in the activity 

of PO neurons [ 8 ,  42 ], and this is thought to be caused by 

a decrease in the activity of GABAergic ZI neurons [ 43 ]. 

And the increased activity of ventral anterior cingulate area 

(ACAv) neurons increases the activity of GABAergic ZI 

neurons and signifi cantly improves the symptoms of neu-

ralgia [ 6 ,  7 ]. Therefore, ACAv regulates the intensity of 

information transmission from PO to cortex by regulating 

the activity of GABAergic ZI neurons. Once the balance 

is broken, neuralgia results. In general, the ZI is one of the 

relay stations through which the cortex regulates thalamic 

sensory input. 

 As previously reported, eff erent fi bers from the ZI were 

topologically organized in the SC [ 44 ]. Moreover, we found 

that projections from ZI to SC had a longitudinal-zonal 

organization and the projection of ZI to the lateral SC had 

a dorsoventral topology, such that the projection of the ros-

tral and caudal ZI to the SC was also topologically organ-

ized. Meanwhile, the projection from ZI to PAG was also 

topological to a certain extent. Neurons of ZIim projected 

separately to the ventral PAG and ventrolateral SC, which 

means that ZI can be further divided into more subdomains 

based on output connectivity to determine its own potential 

functions. For example, since predation behavior has been 

reported in the lateral SC and lateral PAG [ 4 ,  5 ,  45 ], the 

output from the ZI to the lateral SC may also be associated 

with predation. It is also worth investigating whether these 

ZI neurons projecting to the same SC sub-region have the 

same connecting pattern in other output regions. Analysis of 

the morphology of single neurons is crucial to understanding 

the ZI projection patterns. 

 By applying unbiased cluster analysis, we found 

that the ZI can be divided into two parts: rostral and 



1327Y. Yang  et al .: Connectome of Zona Incerta

1 3

intermediomedial (medial part, including ZIr and ZIim), and 

intermediolateral and caudal (lateral part, including ZIil and 

ZIc). This may be due to the fact that aff erent fi bers were 

rarely limited to a sector of the ZI and the connections of 

the medial and lateral ZI are signifi cantly diff erent [ 1 ,  25 ]. 

Unlike the inputs, although the outputs of ZIr and ZIim were 

also similar, they grouped into two independent clusters. 

And ZIil and ZIc also had similar properties. The inputs of 

ZI sectors changed in a progressive manner, and the outputs 

were organized in a highly topological form. We speculate 

that similar functions are distributed in adjacent sectors, but 

participate in diff erent functions through diff erent circuits. 

We suggest that, similar to the connection results, functions 

may shift in a progressive manner among diff erent sectors. 

This also explains why both ZIr and ZIim are involved in 

diff erent nutritional status-related behaviors, but the binge-

eating and predation cycles are strictly restricted to ZIr and 

ZIim, respectively [ 5 ]. There may be a mutual relationship 

among ZI sectors in the regulation of similar behaviors, 

which may refl ect how the ZI serves as an integrative node 

for global behavioral modulation [ 16 ,  23 ]. 

 Due to technical constraints, there were limitations that 

need to be considered. The ZI is formed of a heterogene-

ous population of cells, all of which play important roles in 

various functions. We only studied the input and output of 

GABAergic neurons, but did not investigate the connections 

of other types of neurons in the ZI. Numerous studies have 

shown that chemically diff erent neurons may have similar 

input regions, and that the location of the injection site deter-

mines the input pattern. Therefore, our input results are also 

valuable for studying other types of neuron. The outputs of 

various types of neuron in the same region may diff er. For 

example, we found that the inputs from the substantia nigra 

pars reticulata and pallidum were much stronger than the 

outputs to them. Previous research found that the neurons 

that project to the basal ganglia are mainly glutamatergic but 

not GABAergic [ 46 ]. Therefore, it is necessary to more fully 

study the output patterns of chemically diff erent neurons. 

And whether other types of neuron also have topological 

connectivity patterns similar to GABAergic neurons is also 

worth investigating. 

 We have shown that the connections of the ZI are topo-

logically organized: as the injection site changed, the input-

output connection pattern changed signifi cantly, especially 

the projections from the ZI to the thalamus. Therefore, 

special attention should be paid to diff erences in injection 

sites when comparing diff erent studies. For example, the 

distribution patterns of eff erent fi bers from GABAergic ZIr 

neurons to the SC and PAG that we found, diff ered from 

those of Chou  et al.  [ 16 ]. This diff erence is also due to the 

diff erent injection sites. Chou  et al . injected the virus more 

laterally and caudally than we did. The ZIr outputs of Chou 

 et al . were more similar to our results for ZIim. They both 

projected to the lateral SC. The results of Chou  et al . showed 

that ZIr (corresponding to our ZIim) had very little projec-

tion to the PAG, while our results showed a large number 

of fi bers in the PAG. As we show in Figure  5 G and H, ZI 

neurons projecting to the lateral SC were located near the 

center. Neurons projecting to the PAG were located closer 

to the medial ZI. So, we suggest that because their injection 

site was closer to the central ZI, the neurons projecting to the 

PAG were not infected. And our results may not uniformly 

refl ect the connectivity strengths of all GABAergic neurons 

in the ZI. For example, the projection from the ZI to the PO 

is involved in nocifensive behavior [ 6 ], whereas our results 

showed only a few infected fi bers in the dorsal PO. Instead, 

we found that ZIil has substantial projections to the ventral 

PO. Neurons projecting to the dorsal PO are located in the 

region between ZIim and ZIil, and only a few were labeled 

in this experiment. At the same time, we found that the ZI-

to-thalamus projections are strongly topologically organized, 

but it is diffi  cult to obtain the topological projection pat-

terns by analyzing the projections of populations of neuron. 

Reconstructing the morphology of individual neurons can 

avoid the above diffi  culties and further reveal the organiza-

tion of ZI projections to the thalamus. Readers should note 

that we used the signals of fi bers here to refl ect the strength 

of the output. Besides that, regions with <0.03% connectiv-

ity were set to zero, but that does not mean these regions are 

not connected with the ZI. Given the technical constraints, 

we could not directly compare the connectivity strength of 

ZI sectors, but the data still refl ect the connectivity trend of 

the ZI. Furthermore, it does not aff ect the conclusion that 

GABAergic ZI neuronal connectivity is topological. Fur-

thermore, some regions are strongly connected with the ZI, 

which we do not show in detail. They also have important 

functions (see supplementary materials). For example, there 

is a rich connection between the ZI and central amygdala 

nucleus [ 47 ], which plays an important role in fear memory. 

 In conclusion, we comprehensively mapped the input-

output connectivity map of GABAergic ZI neurons that 

showed topographic organization and preferred input/out-

put circuit connections. Connectivity preference provides a 

structural basis for understanding complex functions. The 

topological connection of ZI is important for understand-

ing how the ZI integrates multiple kinds of information 

and modulates global behaviors. 
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correlated with the diameter of the dendrite on which it prop-

agated. In addition, when bpAPs passed through a dendritic 

branch point, their velocity decreased signifi cantly. Similar 

to velocity, the amplitude of bpAPs was also positively corre-

lated with dendritic diameter, and the attenuation patterns of 

bpAPs diff ered among diff erent dendrites. Simulation results 

from neuron models with diff erent dendritic morphology cor-

responded well with the experimental results. These fi ndings 

indicate that the dendritic diameter and branching pattern 

signifi cantly infl uence the properties of bpAPs. The diversity 

among the bpAPs recorded in diff erent neurons was mainly 

due to diff erences in dendritic morphology. These results 

may inspire the construction of neuronal models to predict 

the propagation of bpAPs in dendrites with enormous vari-

ation in morphology, to further illuminate the role of bpAPs 

in neuronal communication. 

   Keywords     Dendrite    ·  Action potential    ·  Back-

propagation    ·  Synaptic integration  

                       Abstract     The back-propagating action potential (bpAP) is 

crucial for neuronal signal integration and synaptic plastic-

ity in dendritic trees. Its properties (velocity and amplitude) 

can be aff ected by dendritic morphology. Due to limited spa-

tial resolution, it has been diffi  cult to explore the specifi c 

propagation process of bpAPs along dendrites and examine 

the infl uence of dendritic morphology, such as the dendrite 

diameter and branching pattern, using patch-clamp record-

ing. By taking advantage of Optopatch, an all-optical elec-

trophysiological method, we made detailed recordings of the 

real-time propagation of bpAPs in dendritic trees. We found 

that the velocity of bpAPs was not uniform in a single den-

drite, and the bpAP velocity diff ered among distinct dendrites 

of the same neuron. The velocity of a bpAP was positively 
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      Introduction 

 In most mammalian central nervous system neurons, the 

action potential (AP) is initiated at the proximal axon region 

and propagates forward and backward [ 1 ]. The part of the 

AP invading the soma and the dendritic tree is called a 

back-propagating AP (bpAP), and active bpAPs have been 

reported in many types of neurons, both  in vitro  and  in vivo  
[ 2 – 10 ]. 

 The most notable role of bpAPs is their participation in 

spike timing-dependent plasticity (STDP), including long-

term potentiation (LTP) and long-term depression (LTD). 

The induction of STDP requires pre- and postsynaptic activ-

ity to occur in a precise temporal order within a window of 

only tens of milliseconds [ 11 – 13 ], and the invasion of distal 

dendrites bpAPs is an important source of depolarization 

[ 14 ]. The amplitude of a bpAP may determine the strength 

of subsequent postsynaptic depolarization and aff ect the 

induction of plasticity. The velocity and frequency of bpAPs 

infl uence the timing of postsynaptic activity and the chance 

of potentiation. Therefore, the properties of bpAPs have a 

critical infl uence on the integration of synaptic input and 

the induction of synaptic plasticity [ 15 ,  16 ]. Understanding 

the ways in which diff erent factors determine the extent of 

bpAP propagation in dendrites is critical for studies of the 

functions of bpAPs. 

 The properties of bpAPs in diff erent types of neurons 

vary widely. The average velocity of bpAPs in granule cell 

dendrites is 150 μm/ms [ 17 ], which is slower than their 

velocity in pyramidal cell apical dendrites (500 μm/ms) and 

basal dendrites (200 μm/ms) [ 18 – 20 ]. The marked diff er-

ences among bpAPs on the dendrites of diff erent neuronal 

types inspired us to investigate the eff ect of morphology on 

bpAPs, with a focus on how the diameter and branch pattern 

infl uence bpAP velocity and amplitude. 

 Most previous studies of bpAPs have used direct den-

dritic recordings, but their low spatial resolution is a seri-

ous drawback. It is extraordinarily diffi  cult to fi gure out 

how bpAPs propagate and change between two recording 

sites using traditional electrophysiological methods, and 

the reported velocity and amplitude of bpAPs are val-

ues obtained from dendrites with lengths of hundreds of 

micrometers. Without an exhaustive recording and descrip-

tion of bpAPs, it is diffi  cult to reveal how factors infl uence 

them and further understand their functions. To overcome 

this limitation, recent studies have applied optical record-

ing  via  genetically-encoded voltage indicators (GEVIs) 

or genetically-encoded  Ca 2+  indicators [ 21 ,  22 ]. Here we 

used a previously developed all-optical electrophysiologi-

cal method using a GEVI [ 23 ] to record the membrane 

voltage in the dendrites of cultured hippocampal neurons. 

This “Optopatch” method improves spatial resolution to 

the single-micron level and possesses sub-millisecond 

temporal resolution. Previous studies have generally exam-

ined only one dendrite in detail, but all-optical voltage 

imaging allowed us to simultaneously record and study 

bpAPs in several proximal dendrites from one neuron in 

detail without perturbation. By comparing the morphology 

of individual dendrites and the corresponding bpAPs, we 

were able to understand how the bpAP propagates in the 

dendrite in detail and study the eff ect of dendritic diam-

eter and branching on bpAP velocity and amplitude more 

quantitatively. 

 We also used computational neuron modeling to simu-

late the backpropagation of APs in dendrites with vari-

ous morphological features, to obtain more precise cor-

relations between morphology and bpAP properties. Our 

models and experimental data together revealed that the 

varying properties of bpAPs in dendrites are primarily 

determined by dendritic morphological features. These 

results have important implications for our understanding 

of bpAP modulation, and they provide a foundation for 

the construction of a universal neuron model capable of 

reproducing the propagation of a bpAP on a dendrite with 

any given morphology. 

    Materials and Methods 

   Primary Neuron Culture 

 Primary neurons were cultured from postnatal day 0 

C57BL/6J mice following the rules and regulations of the 

Peking University Animal Care and Use Committee as 

described previously [ 24 ]. Fresh hippocampal tissue was 

dissected from the brain and digested with 0.25% trypsin 

(Gibco, NY, USA) for 15 min in an incubator at 37 °C, 

followed by inactivation with an equal volume of DMEM/

F12 medium (Gibco) with 10% fetal bovine serum (FBS) 

(Gibco). Next, the mixture was lightly triturated using a 

pipette. After 2 min of precipitation, the supernatant was 

collected and centrifuged at 200× g for 5 min. The cell 

sediment was re-suspended in DMEM/F12 medium with 

10% FBS and plated on coverslips coated with poly-D-

lysine (Sigma, NJ, USA) at a density of 1 ×  10 5  neurons/

coverslip in a 24-well culture dish. After half an hour, the 

cells were maintained with Neurobasal medium (Gibco) 

containing 1% penicillin-streptomycin (Gibco), 2% B27 

(Gibco), and 1% GlutaMAX (Gibco). Half of the culture 

medium was replaced with fresh medium every 2 days. 

    Ca 2+ -Phosphate Transfection 

 Neurons were transfected on day 8  in vitro  (DIV8) with 

Optopatch2 plasmids  via  the  Ca 2+  phosphate transfection 
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method. FCK-Optopatch2 plasmid was a gift from Prof. 

Adam. E. Cohen, Harvard University. Generally, 2 μg of 

plasmid diluted in  CaCl 2 /water solution was mixed with an 

equal volume of 2× HEPES balanced salt solution (HBS) 

(Clontech, Shiga, Japan) followed by gentle vortexing. The 

DNA-Ca 2+ -phosphate complex was added dropwise to neu-

rons maintained in fresh Neurobasal medium. The neurons 

were incubated at 37 °C for 1 h and then washed twice with 

1× HBS (pH 6.8) to completely clear the precipitate. Finally, 

cells were maintained in their original growth medium in 

an incubator until DIV12 for imaging as described below. 

    Immunocytochemistry 

 The neurons were fi xed in 4% paraformaldehyde for 15 

min, permeabilized for 10 min with 0.2% Triton X-100 in 

phosphate-buff ered saline (PBS), and blocked with block-

ing buff er (5% bovine serum albumin and 0.2% Tween 20 

in PBS). The neurons were incubated at 4 °C overnight with 

primary antibodies diluted in blocking buff er to the appro-

priate concentration. After washing with PBS, the neurons 

were incubated with secondary antibodies for 1 h at room 

temperature. Finally, the coverslips with neurons were 

mounted on slides with Fluoromount-G (SouthernBiotech, 

AL, USA). The following antibody dilutions were used: 

anti-PROX1 (1:500, Abcam, Cambridge, UK), anti-GAD65 

(1:500, Abcam), anti-GFP (1:2000, Abcam), and all second-

ary antibodies (1:500, Invitrogen, NY, USA). 

    Imaging Apparatus 

 Fluorescent images were collected on a spinning disk con-

focal microscope (Andor Dragonfl y, Oxford Instruments, 

Oxford, UK) equipped with a 40× 1.3 NA oil immersion 

objective lens, 4 laser lines (405, 488, 561, and 637 nm), 

and electron-multiplying charge-coupled device (EMCCD) 

or scientifi c complementary metal-oxide-semiconductor 

(sCMOS) cameras (Andor). 

 All-optical electrophysiological experiments were con-

ducted on an inverted fl uorescence microscope (Nikon-

TiE, Nikon, Tokyo, Japan) equipped with a 40× 1.3 NA oil 

immersion objective lens (Nikon CFI Plan Fluor), 6 laser 

lines (Coherent OBIS, 405, 488, 532, 594, 561, and 639 

nm), and an sCMOS camera (Hamamatsu ORCA-Flash 4.0 

v2, Hamamatsu, Shizuoka, Japan). The microscope, lasers, 

cameras, and high-precision stage (Marzhauser Wetzlar, 

Hessian, German) were controlled with customized software 

programmed in LabVIEW (National Instruments, 15.0 ver-

sion, TX, USA). Most fl uorescent proteins were imaged at 

illumination intensities of 1–6 W/cm 2 , while QuasAr2 was 

imaged at 800–1000 W/cm 2 . 

    Fluorescent Imaging of Neurons 

 The fi xed neurons were imaged on a Dragonfl y confocal micro-

scope (Andor). Images were acquired at 1 × 1 camera binning 

with an exposure time of 100–1000 ms in  Z -stack mode with a 

0.5-μm step length. In ImageJ/Fiji [ 25 ], each image stack was 

 Z -projected with maximum intensity to one image, and new 

images in several channels were adjusted and merged. 

    Whole-cell Patch-clamp with Simultaneous Voltage 
Imaging 

 Before imaging and electrophysiology, neurons on cov-

erslips were placed in a glass-bottomed dish fi lled with 

customized high-glucose Tyrode’s solution containing (in 

mmol/L) 125 NaCl, 2.5 KCl, 3  CaCl 2 , 1  MgCl 2 , 10 HEPES, 

and 30 glucose (pH 7.3, adjusted to 305–310 mOsm/kg with 

sucrose). The synaptic blockers NBQX (10 μmol/L), AP-V 

(25 μmol/L), and gabazine (20 μmol/L, all from Sigma) 

were added to the buff er for measurements of single-cell 

electrophysiology. All experiments were performed at room 

temperature (~22 °C). 

 Borosilicate glass electrodes (WPI, FL, USA) were pulled 

to a tip resistance of 2.5–5 MΩ. The electrodes were fi lled 

with internal solution containing (in mmol/L) 125 potas-

sium gluconate, 8 NaCl, 0.6  MgCl 2 , 0.1  CaCl 2 , 1 EGTA, 10 

HEPES, 4 Mg-ATP, 0.4  Na 2 -GTP (adjusted to pH 7.3 with 

KOH and 290–300 mOsm/kg with 1 mol/L sucrose). Neu-

rons were clamped in the whole-cell current-clamp mode, 

and the membrane voltage signal recorded from the patch 

amplifi er (Axopatch 200B, Molecular Devices, CA, USA) 

was fi ltered with an internal 5-kHz Bessel fi lter and digitized 

at 9681.48 Hz with a National Instruments (TX, USA) PCIe-

6353 data acquisition board. During the current stimulation, 

simultaneous voltage images were acquired at a 20× down-

sampling rate (484.07 Hz, 2.0658 ms/frame). 

    All-optical Electrophysiology 

 Imaging experiments were conducted in the same exter-

nal solution. We coupled an sCMOS camera and a 488-

nm laser, which were controlled by LabVIEW software to 

achieve simultaneous optogenetic stimulation and imaging. 

The signal rate of laser control and patch-clamp recording 

was 4643.60 Hz, with 10× up-sampling to camera acquisi-

tion (464.36 Hz, 2.1535 ms/frame). We used a 488-nm laser 

pulse (0.05–0.20 W/cm 2 ) with a duration of 1.93 ms to illu-

minate neurons at a rate of 5 Hz, which stimulated neurons 

to generate 50 APs in 10 s. Meanwhile, we used a 639-nm 

laser to excite QuasAr2. The two beams were combined and 

projected onto the neuron through the objective lens. Fluo-

rescent signals were collected by the sCMOS camera under 

rolling-shutter mode with 2 × 2 binning. 



1333W. Tian  et al .: Dendritic Morphology Aff ects AP Propagation

1 3

    Quantitative Analysis of Video Data 

 The relative fl uorescence change (Δ F / F ) was used to derive 

the AP signal. To obtain a spike-triggered average movie, 

the signal of every pixel was averaged over all simulated 

APs (by peak-fi nding and alignment) to boost the signal-

to-noise ratio (SNR) for the following interpolation and 

calculation. The camera bias (intensity of 400 in the 2 × 2 

binning mode) was subtracted from these average intensi-

ties to give the fi nal values. Then we applied photobleach-

ing correction of the fl uorescent signal by dividing the raw 

signal with a reference baseline, which was constructed 

from processing the sliding minimum fi lter on the fl uores-

cent signals. 

 To quantify the bpAP propagation, we processed the video 

data by a self-developed algorithm with MATLAB (version 

R2020a, MA, USA). A fl owchart of the algorithm is shown 

in Fig. S1A. First, we drew the center line of the dendrite of 

interest (Fig. S1B). Next, a 5 pixels × 5 pixels region cen-

tered by each pixel on the center line was set as the whole 

region of interest (ROI), and the intensity of the whole ROI 

was smoothed to obtain the photobleaching baseline. The fi nal 

value we used was the intensity divided by the photobleaching 

value (Fig. S1C). After that, we found the peaks (local max-

ima) of periodic APs (Fig. S1D upper) and averaged them to 

obtain the mean AP trace. To increase the time resolution, we 

interpolated the mean AP trace with a cubic spline to obtain a 

green AP trace, which was used as a kernel to revise the APs 

in each segment. The cubic spline interpolation increased the 

time resolution of the data from 2 ms to 0.002 ms (Fig. S1D 

lower). 

 Next, we calculated the peak time of the AP at each pixel 

on the center line. The peak time was averaged within an 

11-pixel-long window sliding on the center line, which con-

tained 5 pixels before and after the central pixel (Fig. S1E). 

We fi rst averaged the signals of pixels in this window to 

obtain the signal on the red point (blue signal) that was the 

central point. Then, we interpolated the signal of the red point 

with the cubic spline (red signal) and convolved the splined 

signal with the kernel (Fig. S1D) to calculate the correla-

tion coeffi  cient (yellow line in Fig. S1E). Then we replaced 

the splined signal according to the correlation coeffi  cient to 

obtain the corrected signal (purple signal). After that, we 

used this corrected, high-precision signal to fi nd the relative 

peak arrival time of the red point’s AP. Finally, we calculated 

the bpAP propagation velocity in the dendrite (Fig. S1F). The 

change of the relative fl uorescence signal after interpolation 

was used to calculate the relative amplitude of the bpAP. 

    Modeling a Neuron 

 We created a detailed multi-compartment model of a neuron 

to explore the characteristics of backpropagating signals. The 

model included simplifi ed morphology, ion channel distribu-

tions and densities, channel kinetics, and passive properties. 

The neuronal morphology was modeled with simple stick 

models consisting of a cylindrical soma (1 μm in length × 20 

μm in diameter) attached to 8 dendrites with diff erent diam-

eters (when simulating how diameter infl uences velocity) 

or to a binary tree (when simulating how the branch point 

infl uences velocity). We stimulated the model neuron with an 

AP-shaped voltage stimulus injected directly into the soma, 

after which the signal backpropagated to the dendrites. The 

simulation was implemented within the simulation software 

NEURON (version 7.6.5 running on Microsoft Windows 10). 

The integration time steps were fi xed at 0.001 ms. The length 

of all segments was 1 μm. The full model is available on Mod-

elDB (  https:// sense lab. med. yale. edu/ model db/ ShowM odel? 

model= 267417    , access code: DendriteSimCode). Analysis of 

the simulation data was performed with MATLAB (version 

R2020a). 

 The parameters used in the simulations are listed in Table  1 . 

Various passive parameter values were explored within physi-

ologically relevant ranges taken from the literature [ 26 – 30 ]. 

The specifi c values of the passive parameters were chosen in 

order to match the experimentally measured input resistance 

and membrane time constant in mouse hippocampal neurons.  

 With regard to active properties, the gating kinetics of 

voltage-dependent  Na +  and  K +  channels were modeled after 

the standard Hodgkin-Huxley model [ 31 ,  32 ]. The kinetics 

and parameters of the ion channels are listed in Table  2 . We 

adjusted the ion channel densities according to experimen-

tally obtained densities from the literature [ 26 ,  29 ,  31 ].  

 According to Rall’s study [ 33 ], a total of  k  dendrites at 

the same level with arbitrary diameters   r
k
    are equivalent to 

one dendrite of diameter   r
0
    as follows:

       

 In simulations of multi-level binary trees, the sum of the 

diameters of two daughter dendritic cables after the branch-

ing point is equivalent to that of the mother dendritic cable, 

according to this formula. 

r

3

2

0
=

∑

k

r
k

3

2

  Table 1       Parameters used in the simulations  

  Model parameter    

  Passive properties    Default  

  Specifi c membrane capacitance ( C  m )    0.5   μF∕cm
2     

  Specifi c membrane resistance ( R  m )    20,000   Ωcm
2     

  Intracellular resistivity ( R  a )    300   Ωcm     

  Leak reversal potential ( E  L )    −65   mV     

  Active properties    

    G
Na

   (maximum  Na +  conductance)    100   pS∕μm
2     

    G
K

   (maximum  K +  conductance)    100   pS∕μm
2     
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    Statistical Analysis 

 We defi ned the primary dendrite as the dendrite that arose 

directly from the soma with a length of at least 5 μm, and the 

secondary dendrites were defi ned as the dendrites branching 

from the primary dendrite with a length of at least 5 μm. 

Diameter and soma area measurements were made on image 

stacks using Fiji/ImageJ. Data were analyzed using Prism 7.0 

(GraphPad, CA, USA). All values are given as the mean ± 

SEM unless otherwise noted. Two-tailed Student’s  t -test and 

one-way ANOVA with Dunnett’s  post hoc  test were used for 

data analysis. Reported  P- values indicate statistical signifi -

cance as follows: * P  <0.05, ** P  <0.01, *** P  <0.001, and 

**** P  <0.0001. 

     Results 

   Sub-millisecond-level All-optical Electrophysiological 
Techniques Resolve Backpropagating Action Potentials 
Simultaneously in Several Dendrites 

 Optical recording using GEVI can, in principle, over-

come many of the technical limits encountered in tradi-

tional electrophysiological recordings, providing a way 

to record APs at subcellular regions or at multiple sites 

with maximum fi delity and millisecond response times. 

The Optopatch2 construct we used contained CheRiff , a 

channelrhodopsin, as the AP trigger, as well as QuasAr2, 

a near-infrared voltage indicator. These two proteins were 

joined by a self-cleaving 2A peptide sequence to ensure 

that they were expressed at similar levels. After expres-

sion in cultured mouse hippocampal neurons, both proteins 

showed extensive membrane traffi  cking in all regions of the 

neuron, including the soma, axon, proximal dendrites, and 

distal dendrites (Fig.  1 A).         

 To test whether the fl uorescent kinetics of QuasAr2 faith-

fully refl ect the AP waveform, the electrical signal through 

a patch-clamp and the optical signal after evocation of APs 

 via  optogenetic stimulation were simultaneously recorded 

and compared. Imaging data were processed as previously 

reported [ 23 ]. QuasAr2 showed high fl uorescent sensitiv-

ity and a fast response speed to potential changes, and the 

synchronization of the traces of the electrical and optical 

signals was good using the optical stimulation approach 

(Fig.  1 B). We also compared the full width at half maxi-

mum (FWHM) of AP waveforms under these two record-

ing methods. The results showed that the FWHM of AP 

waveforms represented by the optical signal was larger than 

that of the electrical signal, which was acceptable using a 

voltage indicator. Moreover, there was still a positive cor-

relation between the FWHM of AP waveforms from the 

two recording methods, indicating a fast response speed 

of QuasAr2 and high fi delity of AP waveforms (Fig.  1 C). 

 Next, we used this all-optical electrophysiological method 

to record and reveal the propagation of bpAPs in the den-

dritic tree. Subsequent images were recorded at a 484-Hz 

frame rate for 10 s. Under optical stimulation, membrane 

voltage dynamics were simultaneously recorded at the soma 

and dendrites of a single neuron in the fi eld of view. bpAPs 

were observed in the diff erent regions of the dendrite with 

perfect synchronization to the somatic APs, but with an 

attenuated peak (Fig.  1 D, E). 

 Spike-triggered average movies from raw voltage imaging 

data were generated to improve the SNR and for subsequent 

analysis. An interpolation algorithm was used to analyze 

the AP timing with sub-millisecond temporal resolution and 

pixel-level spatial resolution (see Materials and Methods). 

The AP propagation heatmap showed that APs occurred 

  Table 2       Kinetics of voltage-dependent  Na +  and  K +  channels   

  I , current;  G , channel conductance;   G    , the maximum channel con-

ductance;  V  m , membrane potential;  E , reversal potential of the ion 

channel;   𝜏
adj

    , temperature coeffi  cient;  T , temperature.  x  is the gating 

parameter (   x = m, h, n    ),   ̇x    is the derivative of  x  with respect to time, 

  𝛼
x
    is the opening rate of gate,   𝛽

x
    is the closing rate of gate,   x

∞
    is the 

limiting value that  x  approaches, with the time constant   𝜏
x
   . 

  Channel type    Gating particle    Dynamics  

  Na +  channel        I
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= G
Na
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initially at the soma and were then conducted into the den-

drites (Fig.  1 F, G, and Video S1). 

 We obtained information about APs on the whole den-

drite within the fi eld of view. This improved the precision 

and spatial resolution of bpAP recording and made it pos-

sible to analyze the bpAP propagation process in detail. By 

quantifying this process, we were able to obtain the average 

bpAP velocity at any given dendrite segment, which could 

  Fig. 1       Studying backpropagating action potentials in dendrites  via  
all-optical electrophysiology.  A  Images of a neuron expressing Opto-

patch2 elements. Scale bar, 10 μm.  B  Simultaneous fl uorescence and 

patch-clamp recordings from one neuron. Blue bar, illumination; red 

trace, whole-cell single-trial fl uorescence; black trace, patch-clamp 

recording.  C  FWHM comparison of AP waveforms from electrical 

and optical signals. Ephys FWHM, FWHM of the AP signal wave-

form recorded by the patch clamp.  D  Several regions in the whole 

view of one sample neuron, including the soma, primary dendrites, 

secondary dendrites, and background. Scale bar, 10 μm.  E  Fluores-

cence signal in several regions marked in  C  during simulation. Left, 

blue marks at the top of the left panel indicate blue light stimula-

tion. Right, average Δ F / F  of QuasAr2 fl uorescence in several regions 

(colors of signals represent regions marked by the same colors in  D ). 
 F  Frames from a propagation video showing the delay of the bpAP on 

the dendrite relative to the soma. Scale bar, 10 μm.  G  Peak time delay 

heatmap of a bpAP in the neuron shown in  E . Scale bar, 10 μm.  H  
Image and plot of peak time  versus  distance from the soma of a bpAP 

propagating along one dendrite (red, propagation on the primary den-

drite; blue, propagation on the secondary dendrite). Scale bar, 10 μm.  
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consist of the whole primary dendrite or only a part of it. 

The results clearly showed that the bpAP propagation veloc-

ity in dendrites fl uctuated (Fig.  1 H). 

    bpAP Properties Are Mainly Determined by Dendritic 
Tree Morphology 

 Previous studies have shown that the propagation velocity 

of bpAPs diff ers markedly between pyramidal neurons and 

granule cells in brain slices, as well as between the apical 

and basal dendrites of a single pyramidal neuron. To sepa-

rate recorded neurons into diff erent cell types, we fi xed and 

stained the neurons with several cell markers after acquiring 

voltage imaging data. Anti-PROX1 antibodies were used 

to label granule cells, while anti-GAD65 antibodies were 

used to indicate inhibitory neurons. As neurons transfected 

with Optopatch2 expressed GFP and mOrange2 at the same 

time, it was nearly impossible to use another cell marker 

with an unappropriated fl uorescence channel. Therefore, we 

considered neurons lacking both the PROX1 and GAD65 

signals to be pyramidal neurons (Fig.  2 A).         

 No inhibitory neurons were recorded because the pro-

moter of the plasmid was CamKIIa. After classifying the 

analyzed neurons into diff erent types, we found that there 

was no signifi cant diff erence in the average velocities of 

bpAPs in pyramidal neurons (190 μm/ms) and granule cells 

(202 μm/ms) (Fig.  2 B). 

 The lack of signifi cant diff erences between the average 

velocities of bpAPs in diff erent neuron types might have 

been a result of diff erences induced by culturing neurons 

on coverslips rather than obtaining them from brain slices. 

The dendritic morphology varied markedly between cul-

tured neurons and neurons in brain slices. The 2D culture 

conditions might hide the structural and morphological dis-

tinctions between diff erent cell types and unique dendrites. 

These results indicated that the bpAP propagation processes 

in neurons with similar dendritic tree morphology were 

identical. This fi nding inspired us to investigate the basic 

  Fig. 2       The soma area and the number of primary dendrites are not 

correlated with bpAP variation among neurons.  A  Immunostaining of 

diff erent types of neurons. GFP indicates neurons expressing Opto-

patch2. Scale bar, 10 μm.  B  Velocity of bpAPs in pyramidal neurons 

( n  = 26) and granule cells ( n  = 52).  P  = 0.8211; n.s., no signifi cant 

diff erence, unpaired  t -test. Error bars, SEM.  C  Plot of the correla-

tion between bpAP velocity on primary dendrites and soma area 

( n  = 252).  D  Plot of the correlation between bpAP velocity and the 

number of primary dendrites. PD, primary dendrite. Column 3:  n  = 

46; column 4:  n  = 49; column 5:  n  = 75; column 6:  n  = 31; column 

7:  n  = 20; column 8:  n  = 17; all  P  >0.05, one-way ANOVA. Error 

bars, SEM.  E  Plot of the correlation between the relative amplitude 

of bpAPs and soma area.  n  = 143.  F  Plot of the correlation between 

the relative amplitude of bpAPs and the number of primary dendrites. 

Column 3:  n  = 28; column 4:  n  = 38; column 5:  n  = 51; column 6: 

 n  = 15; column 7:  n  = 12; column 8:  n  = 11; all  P  >0.05, one-way 

ANOVA. Error bars, SEM.  
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principles underlying the eff ect of dendritic morphology on 

bpAP propagation that could apply to all types of neuron. 

 Previous studies considered dendritic morphology to be 

the main factor that determines the main extent of bpAPs. 

Besides dendritic morphology, other morphological features 

of a neuron, like its volume and the number of primary den-

drites, may also infl uence bpAP propagation. Therefore, we 

designed experiments to determine whether the volume of 

the cell body and the number of dendrites infl uences bpAP 

propagation. In cultured neurons, the soma area was used as 

a substitute for its volume. We found no direct correlation 

between the soma area or the number of primary dendrites 

and bpAP velocity (Fig.   2 C, D). Since the fl uorescence 

intensity of QuasAr2 varied among the tested neurons, we 

posited that the AP amplitudes at the somas of diff erent 

neurons were nearly equal, and we used the ratio of rela-

tive fl uorescence change from the dendrites to the soma to 

represent the relative bpAP amplitude. In addition, we found 

no correlation between the relative bpAP amplitude and the 

soma area or the number of primary dendrites (Fig.  2 E, F). 

This fi nding indicated that the volume of the cell body and 

the number of primary dendrites have little infl uence on 

bpAP propagation. 

    bpAP Velocity is Positively Correlated with Dendritic 
Diameter in Individual Neurons 

 The diameter of multi-level dendrites is an important mor-

phological characteristic that varies within a relatively large 

range. The eff ects of this variation were refl ected in the aver-

age velocity, as well as the pattern with which the velocity 

changed (Fig.  3 A). We investigated the correlation between 

bpAP velocity and dendritic diameter. The average bpAP 

velocity was 128 ± 6 μm/ms on the primary dendrite and 81 

± 5 μm/ms on the second dendrite (Fig.  3 B). These results 

were similar to those of previous electrophysiological stud-

ies. The average primary dendrite diameter was 2.08 ± 0.05 

μm, and the average secondary dendrite diameter was 1.51 ± 

0.08 μm. We found a trend indicating a positive correlation 

between bpAP velocity and dendritic diameter (Fig.  3 C), 

although there was no simple and direct relationship. To 

obtain a more relevant correlation, we divided primary den-

drites from the same neuron or secondary dendrites from 

one primary dendrite into dendrite pairs in which the thinner 

dendrite was the reference. Then we calculated their veloc-

ity ratio and the square root of the diameter ratio based on 

previous studies of AP propagation simulation [ 34 ]. The 

velocity ratios of 67% of primary dendrite pairs and 85% of 

secondary dendrite pairs were each >1, indicating that the 

bpAP velocity on the thicker dendrite was faster (Fig.  3 D). 

This positive correlation was more signifi cant in secondary 

dendrites, and might result from a higher level of homogene-

ity between two secondary dendrites branching from a single 

primary dendrite than that between two primary dendrites 

from the same neuron. As dendrites are relatively small, two 

dendrites with a small dendritic ratio may not diff er mark-

edly; therefore, we examined dendrite pairs with diameter 

ratios >1.5 and dendrite pairs with diameter ratios >2. As 

the diameter ratio increased, the proportion of dendrite pairs 

with positively correlated bpAP velocities also increased 

(Fig.  3 E). Therefore, for two dendrites from a single neuron, 

a bpAP is likely to propagate more rapidly on the thicker 

dendrite. When an AP is initiated at the axon initial segment 

(AIS) and then backpropagates into dendrites through the 

cell body, a bpAP on a thick dendrite would be very likely to 

propagate faster and reach its destination earlier than those 

on other dendrites.         

    bpAP Velocity is Negatively Correlated with the Density 
of Dendritic Spines 

 Spines are unique structures in dendrites. Due to the use 

of synaptic blockers, in our study, dendritic spines did not 

accept synaptic signal inputs, so the spine could be regarded 

as the structure that enlarges the volume and membrane area 

of dendrites to a certain extent. The distributions of spines 

on the dendrites of the neurons recorded in our experiment 

were very diff erent, therefore we explored whether the den-

sity of spines also aff ected the velocity of the bpAP. We 

found that even in one neuron, there were dendrites with 

similar diameters but quite diff erent spine densities (Fig. 

S2A). And the velocities of bpAPs on these two dendrites 

were diff erent as well, not just in the average velocity but 

also in how the velocity changed. The average velocity of 

the bpAP on the dendrite with a low density of spines was 

much higher (Fig. S2B). 

 Then, we selected dendrite pairs from diff erent neurons 

with similar dendrite diameters and markedly diff erent spine 

densities. The diameter ratio of the two selected dendrites was 

≤1.1 (taking the thinner dendrite as reference), and the density 

ratio of spines was ≥1.5 (taking the dendrite with fewer spines 

as reference). Based on the density of spines on two dendrites, 

we divided every dendrite pair into “sparse” and “dense” 

groups and compared the velocities of bpAPs on them. The 

velocity of bpAPs on the dendrites in the sparse group was 

signifi cantly higher than that in the dense group (Fig. S2C). In 

order to further confi rm this result, we also selected dendrites 

with similar diameters but diff erent spine densities from the 

same neuron, and compared the velocities of bpAPs on them. 

The result showed that the velocity of bpAPs on dendrites 

with fewer spines from the same neuron was clearly faster 

(Fig. S2D). 

 These results indicated that when the diameter of dendrites 

was similar, the velocity of the bpAP was negatively correlated 

with the density of dendritic spines. Therefore, the diff erence 

in the density of spines may increase the diff erence between 
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the dendrites of diff erent neurons, and result in an indirect and 

signifi cant correlation between the velocity of the bpAP and 

the square root of the diameter of the dendrite. 

    bpAP Amplitude, but Not Attenuation, is Positively 
Correlated with Dendritic Diameter in Individual 
Neurons 

 In addition to bpAP velocity, bpAP amplitude is an impor-

tant parameter refl ecting the propagation process. Using 

an all-optical electrophysiological system, we recorded the 

relative amplitudes of bpAPs along dendrites and meas-

ured bpAP attenuation. Here, the relative fl uorescence 

change was used to indicate the relative bpAP amplitude. 

The relative initial and average bpAP amplitudes and 

bpAP attenuation varied largely on diff erent dendrites 

of the same neuron (Fig.  4 B). As bpAP velocity is posi-

tively correlated with dendritic diameter, we explored 

the relationship between bpAP relative amplitude and 

dendritic diameter. Therefore, we divided dendrites into 

dendrite pairs as described above and integrated their rela-

tive initial bpAP amplitude ratio with the corresponding 

diameter ratio, taking the thinner dendrite as a reference. 

We found that 62% of dendrite pairs showed a positive 

correlation between the relative initial amplitude ratio and 

the diameter ratio, and this positive correlation became 

more signifi cant as the diameter ratio increased (Fig.  4 C). 

This fi nding indicated that bpAPs on dendrites with rela-

tively large diameters are likely to also have relatively high 

amplitudes.         

 Previous  in vivo  studies have shown that the bpAP ampli-

tude attenuates as the distance from the soma increases, and 

our experiments revealed similar bpAP attenuation dynam-

ics. We investigated the factors that may aff ect the attenu-

ation of bpAP amplitude. We fi rst assessed the correlation 

between the attenuation rate and dendritic diameter, which 

  Fig. 3       The velocity of bpAPs is positively correlated with dendritic 

diameter in a single neuron.  A  Plot of the peak time of bpAPs on 

two dendrites of one neuron  versus  distance to the soma. The data on 

the dendrite segment marked by a dotted line are shown in the same 

color in the right panel. Scale bar, 10 μm.  B  Frequency distribution 

of the velocity of bpAPs and dendritic diameter on primary (PD;  n  
= 182) and secondary dendrites (SD;  n  = 40).  C  Plot of the correla-

tion between bpAP velocity and dendritic diameter (red, primary den-

drites,  n  = 179; green, secondary dendrites,  n  = 56).  D  Left, Plot of 

the correlation between the velocity ratio and the square root (Sqrt) 

of the dendritic diameter ratio in primary (PD,  n  = 132) and second-

ary dendrite pairs (SD,  n  = 25). Right, percentage of dendrite pairs 

showing a positive relationship between bpAP velocity and dendritic 

diameter in primary and secondary dendrites when the diameter ratio 

(DR) is in diff erent ranges: total, PD: 67%, SD: 84%; when the diam-

eter ratio >1.5, PD: 71%, SD: 100%; when the diameter ratio >2, PD: 

76%, SD: 100%.  
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  Fig. 4       The amplitude and attenuation of bpAPs are correlated with 

diff erent factors in a single neuron.  A  Representative neuron with 

diff erent bpAP amplitudes on diff erent dendrites (a and b) (arrow-

heads, position of bpAP recording). Scale bar, 10 μm.  B  Waveforms 

of bpAPs on dendrites of  A . Left, the average waveform of bpAPs 

on two dendrites. Middle, respective waveforms of bpAPs at diff erent 

dendrite sites away from the soma. Right, magnifi cation of the wave-

forms in the middle panels indicated by boxes.  C  Plot of the correla-

tion between the amplitude ratio of bpAPs and the dendritic diameter 

ratio in dendrite pairs. Left, scatter plot of the relative (Rela.) ampli-

tude ratio and diameter ratio; brown red, dendritic pairs with relative 

amplitude ratio ≥1,  n  = 99; grey, dendritic pairs with relative ampli-

tude ratio <1,  n  = 59. Right panel, percentage of dendrite pairs show-

ing a positive correlation between amplitude and dendritic diameter 

in groups with diff erent diameter ratio ranges: total, 62%; diameter 

ratio >1.5, 82%; diameter ratio >2, 79%.  D  Plot of the correlation 

between the amplitude attenuation rate ratio of bpAPs and the den-

dritic diameter ratio in dendrite pairs. Left, scatterplot of the ampli-

tude attenuation rate ratio (Amp. atten. ratio) and the diameter ratio; 

brown red, dendritic pairs with amplitude attenuation rate ratio ≥1, 

 n  = 89; grey, ratio <1,  n  = 69. Right, percentage of dendrite pairs 

showing a positive correlation between amplitude attenuation and 

dendritic diameter in groups with diff erent diameter ratio ranges: 

total, 56%; when the diameter ratio >1.5, 63%; ratio >2, 67%.  E  Plot 

of the correlation between the amplitude attenuation rate ratio (Amp. 

atten. ratio) of bpAPs and the relative amplitude ratio in dendrite 

pairs. Rela. amplitude ratio, relative amplitude ratio. Brown red, den-

dritic pairs with amplitude attenuation rate ratio ≥1,  n  = 107; grey, 

ratio <1,  n  = 52.  F  A schematic diagram of examples of attenuating 

(Atten) and non-attenuating (Non-atten) bpAPs and the percentage 

of dendrites showing attenuating or non-attenuating propagation of 

bpAPs. Left upper, an attenuating bpAP; left lower, a non-attenuating 

bpAP. Right, brown red, attenuating propagation, 75%; grey, non-

attenuating propagation, 25%.  G  Dendritic diameters of attenuating 

( n  = 57) and non-attenuating ( n  = 51) bpAPs.  P  = 0.3231, unpaired 

 t -test. Error bars, SEM.  H  Velocity of attenuating ( n  = 57) and non-

attenuating ( n  = 45) bpAPs.  P  < 0.0001, unpaired  t -test. Error bars, 

SEM.  
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revealed that 56% of dendrite pairs showed a positive cor-

relation between the attenuation rate ratio and the diameter 

ratio. This fi nding may indicate a weak correlation, although 

this proportion was larger in the sets of dendrite pairs with 

diameter ratios >1.5 or 2 (Fig.  4 D). Next, we associated the 

bpAP attenuation rate with the relative amplitude, which 

revealed that ~68% of dendrite pairs showed a positive cor-

relation between the attenuation ratio and the relative initial 

amplitude ratio (Fig.  4 E). This result indicated that, although 

the initial bpAP amplitude might be aff ected by dendritic 

diameter, the amplitude attenuation rate was more directly 

positively correlated with the initial amplitude. When bpAPs 

propagated along diff erent primary dendrites of the same 

neuron, their initial amplitudes and attenuation rates var-

ied markedly; bpAPs on thicker dendrites tended to have a 

higher amplitude and to attenuate more rapidly, which would 

be expected to lead to bpAPs with not much diff erent ampli-

tude at diff erent distal dendrites. 

 Interestingly, not all bpAPs attenuated on dendrites, or, 

alternatively, they did not attenuate on the proximal den-

drite sections included in our fi eld of view. In total, 25% of 

bpAPs did not attenuate on the proximal dendrite (Fig.  4 F). 

Therefore, we next explored factors that may control bpAP 

attenuation. We found no signifi cant diff erence in diameter 

between dendrites in which bpAPs did and did not atten-

uate (Fig.  4 G). In addition, we found that the velocity of 

non-attenuating bpAPs was higher than that of attenuating 

bpAPs (Fig.  4 H). This fi nding indicated that non-attenuating 

bpAPs are more robust, and their velocity is more likely to 

be fast. We hypothesized that one or several dendrites may 

be responsible for delivering a signal to a distal dendrite as 

soon as possible, so the bpAP on such primary dendrites 

would be expected to be strong and non-attenuating. 

    bpAPs Decelerate Signifi cantly After Passing Through 
a Branch Point 

 Another important morphological feature of dendritic trees 

is their branching pattern. We found that bpAPs decelerate 

when they propagate from primary dendrites into secondary 

dendrites (Fig.  5 A). Therefore, we performed experiments 

to determine how bpAPs change when they travel through 

a branch point.         

 First, we compared the velocities of bpAPs in dendrites 

before and after branch points. Most bpAPs decelerated 

signifi cantly after a branch point (Fig.  5 B). According to 

previous studies, bpAP amplitude attenuates naturally along 

dendrites without branch points. To determine whether 

bpAP self-attenuation infl uences velocity, we selected long 

primary dendrites and divided them into proximal and distal 

parts according to the distance from the soma, with each 

part 15–20 μm in length (Fig.  5 A). In contrast to the bpAPs 

traveling through branch points, most bpAPs showed only 

slight changes in velocity at the distal parts of dendrites 

lacking branch points (Fig.  5 C). Although a signifi cant dif-

ference was found between the bpAP velocity at each part, 

the results did not indicate a signifi cant decrease. We also 

compared the relative change in velocity between these 

two cases, and this revealed that the decrease in velocity 

after passing a branch point was signifi cantly greater than 

that which occurred along a long dendrite (Fig.  5 D). These 

results demonstrated that branch points play a major role in 

the bpAP velocity decrease that occurs when bpAPs traveled 

through a dendritic tree. In contrast to the change in velocity, 

the relative change in bpAP amplitude after a branch point 

did not diff er signifi cantly from that which occurred on a 

long dendrite (Fig.  5 E). This fi nding indicated that branch 

points are not primarily involved in the attenuation of bpAP 

amplitude. 

    Simulations Reveal a Signifi cant Correlation Between 
BpAP Velocity and Dendritic Morphology 

 We applied modeling to gain a better understanding of how 

the dendritic morphology infl uences the velocity and ampli-

tude of bpAPs. The passive parameters and gating kinet-

ics of voltage-dependent  Na +  and  K +  channels used in the 

simulations referred to previous literature [ 26 – 30 ,  32 ]. First, 

we tested the infl uence of dendritic diameter on bpAP veloc-

ity. In the model, eight dendrites with diameters increasing 

from 0.5 μm to 4 μm incrementally were attached to the 

soma. In the model, the propagation velocity increased as the 

dendrites became thicker and the velocity of the bpAP was 

nearly linearly correlated with the square root of diameter 

ratio (data not shown). 

 Then, we tested the infl uence of branch points on bpAP 

velocity. Eight neuron models with binary dendritic trees 

were constructed; these dendritic trees had the same total 

length, but their branching level increased incrementally, 

ranging from 1 to 8 levels (Fig.  6 A). Here a “normal” situ-

ation was applied, in which the primary dendrite was 5 μm 

thick, and the diameters of two daughter dendrites after the 

branching point were mathematically equivalent to that of 

their mother dendrite (see Materials and Methods), so the 

dendritic diameter decreased as the dendritic level increased. 

All other passive and active parameters were the same in all 

dendrites. We recorded the AP propagation process, includ-

ing passage through every branch point, and calculated the 

average velocity from the soma to the ends of the dendrites. 

The results showed that the average velocity along an entire 

dendrite decreased as the branching level of its dendritic 

tree increased (Fig.  6 B); therefore, as the number of branch 

points passed by the bpAP increased, its velocity decreased 

(Fig.  6 C). To simulate an extreme situation, we modeled 

a neuron with a binary dendritic tree, while the diameters 

of the primary dendrite and two secondary dendrites were 
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unchanged. We found that the AP propagation velocity on 

the primary and secondary dendrites was nearly equivalent, 

except for a small change at the branch point (Fig.   6 D). 

These results corresponded with our experimental fi ndings 

under relatively conservative conditions. Taken together 

with the fact that the diameter of a dendrite always decreases 

after a branch point in actual neurons, this result led us to 

hypothesize that attenuation of bpAP velocity after a branch 

point might be the result of a reduction in dendritic diameter.         

 Next, we changed the number of branch points, dendritic 

diameter, and dendrite length of neuron models to examine 

how these parameters interact and regulate bpAP veloci-

ties. We fi rst constructed a neuron model in which the total 

length of the dendritic tree was 800 μm. We adjusted its 

branch points from 1 to 7 or dendritic diameter from 1 μm 

to 9 μm (all levels of dendrites) and recorded the velocity 

of bpAPs. The results showed that the bpAP velocity was 

positively correlated with dendritic diameter when the num-

ber of branch points was fi xed, and the bpAP velocity was 

negatively correlated with the number of branch points when 

the dendritic diameter was fi xed (Fig.  6 E). We then con-

structed a neuron model with a fi xed dendritic diameter (5 

μm) changeable total length and number of branch points. 

To sum up, the velocity of bpAP was negatively correlated 

with the density of branch points (Fig.  6 F). The bpAP accel-

erated when it was near the end of the model, because the 

axial current was bigger. Therefore, in the model, the shorter 

the dendrite was, the velocity was infl uenced by the model 

boundary more and accelerated more. 

 Then, we tested how the number of branch points infl u-

ences the attenuation of bpAPs. Here, we also used a neuron 

model with a binary dendritic tree and the diameters of the 

  Fig. 5       Branch points (BP) cause attenuation of bpAP velocity.  A  
Left, a sample primary dendrite divided into two secondary den-

drites. Right, peak time of bpAPs recorded at several points along 

the dendrite; the colors of lines represented the segments marked by 

dotted lines in the left panel (red, primary dendrite; light and dark 

green, secondary dendrite; blue arrows, proximal part; pink arrows, 

distal part. Scale bar, 10 μm.  B  bpAP velocity before and after a 

branch point.  n  = 50;  P  <0.0001, paired  t -test. Error bars, SEM.  C  
bpAP velocity at the proximal and distal parts of a long dendrite.  n  

= 25;  P  = 0.0038, paired  t -test. Error bars, SEM.  D  Relative bpAP 

velocity after passing through a branch point or propagating along a 

long dendrite. BP, branch point,  n  = 50; non-BP, non-branch point, 

 n  = 25;  P  <0.0001,  P  = 0.0034,  P  = 0.4747, respectively, one-way 

ANOVA. Error bars, SEM.  E  Relative amplitude of bpAPs after the 

branch point or propagation along a long dendrite. BP:  n  = 27, non-

BP:  n  = 20,  P  <0.0001,  P  = 0.4900,  P  <0.0001, respectively, one-

way ANOVA. Error bars, SEM.  
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  Fig. 6       Simulations with diff erent dendritic morphology.  A  Eight 

neuron models with increasing dendritic tree branch levels and the 

same total dendritic length (800 μm).  B  The average bpAP velocity 

on the eight dendritic trees of  A .  C  The time of the bpAP peak from 

the soma to the end of the dendrite on the eight dendritic trees. Dis-

tance, distance to soma; the orange points mark branch points, and 

the red lines are linear fi ts of distance-time curves.  D  Same as  A , 
but on one binary tree with one primary dendrite and two secondary 

dendrites. The three dendrites have the same diameter (5 μm).  E  The 

infl uence of the number of branch points and the equivalent diameters 

on the velocity of the bpAP. The step of contours is 50 μm/ms.  F  The 

infl uence of the number of branch points and the lengths of models 

on the velocity of bpAPs. The step of contours is 50 μm/ms.  G  A 

model with two levels of dendrites. The segments with blue and red 

slashes are located before and after the branch point.  H  The blue/red 

traces are voltages of blue/red segments in Fig.  5 C. The branch point 

is located at 1000 μm. APs are recorded at 650, 750, 850, 950, 1150, 

1250, and 1350 μm.  
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primary dendrite and two secondary dendrites were the same 

(5 μm) (Fig.  6 G). We focused on the bpAP on the segments 

located on the segments before and after the branch points. 

As the active parameters were set uniformly along the whole 

dendritic tree, the AP shape (including the amplitude and 

half-width) was not changed during propagation (Fig.  6 H). 

So under the conditions and parameters of our simulations, 

the branch point did not attenuate the bpAP. 

     Discussion 

 The extent to which bpAPs invade distal dendrites is infl u-

enced in a complex manner by several factors, which include 

the pattern of excitatory and inhibitory inputs, ion channel 

distributions, and dendritic morphology. Here we focused 

on dendritic morphology, which has been considered to be 

the most decisive factor, to investigate how morphology 

specifi cally aff ects bpAPs. Using an all-optical electro-

physiological method, we were able to record and study the 

propagation of bpAPs in proximal dendrites with relatively 

high spatial resolution in cultured neurons. By comparing 

bpAPs in the dendrites of one neuron, we found that the 

propagation velocity and amplitude of bpAPs were posi-

tively correlated with dendritic diameter. Another morpho-

logical parameter, the branching pattern, had a repressive 

eff ect on propagation. These results, taken together with the 

results from our computational neuron model, clarifi ed how 

dendritic morphology aff ects bpAPs and indicated that den-

drites perform distinct functions corresponding with their 

morphology, especially with regard to their participation in 

synaptic plasticity. We aimed to reveal a universal rule about 

the eff ect of dendritic morphology on bpAPs  in vitro . And 

we established a complete process for recording and analyz-

ing the propagation of bpAPs, which could be adapted to 

study the infl uence of other factors like ion channel distribu-

tions and synaptic inputs. 

 As a credible method of examining APs, voltage imaging 

has been used in many studies to measure their velocity and 

amplitude. However, in previous studies using dual-patch 

clamp methods, the average velocity along a section of den-

drite (usually hundreds of micrometers in length) has been 

reported, and these data could not reveal the propagation 

process in detail, because dendrites vary along their lengths 

and have branch points. Voltage imaging provides a way to 

overcome such spatial restrictions; for example, bpAPs may 

be recorded in small dendritic regions such as spines [ 35 ]. 

By taking advantage of the fast response speed of QuasAr2, 

we were able to measure bpAP velocity in dendrite seg-

ments <20 μm in length. On the other hand, due to restric-

tions associated with technical limitations, it is diffi  cult to 

record APs on several dendrites using electrophysiological 

methods, but voltage imaging enabled us to record APs 

in the soma and several dendrites at the same time at the 

micrometer scale. Therefore, we were able to study the entire 

process of AP propagation on a dendrite, and we compared 

diff erences in bpAPs before and after branch points, as well 

as on two homologous secondary dendrites. In addition, 

our method provided a way to link AP propagation with 

morphological parameters and quantitatively analyze their 

eff ects. The bpAP velocity recorded  via  patch-clamp was 

not exactly the same as that reported in previous studies, in 

which it was generally less than 1 mm/ms. This velocity was 

slightly faster than that reported in our study, and this change 

might have been the result of two diff erent factors. First, the 

brain slices used in electrophysiological experiments pro-

vided neurons that more closely resembled cells under nor-

mal physiological conditions; such neurons were encircled 

and supported by glia and other brain tissue. Second, the 

experimental temperature for brain slice patch-clamp record-

ings was >30 °C in previous studies, whereas our recordings 

were performed at room temperature (23–25 °C). Several 

studies have found that the experimental temperature has a 

large infl uence on bpAPs (~34 °C in [ 36 ]; room temperature 

in [ 37 ]). 

 Theoretical studies have found that AP propagation veloc-

ity is directly proportional to neurite diameter [ 33 ,  34 ,  38 , 

 39 ]. Our research focused on homologous primary dendrites 

and homologous secondary dendrites as a way of studying 

the infl uence of dendritic diameter. This strategy excluded 

other systematic diff erences such as diff erent cellular states 

and fl uorescent protein expression. We found that, in a large 

proportion of primary dendrites, bpAP velocity was posi-

tively correlated with dendritic diameter; this proportion was 

larger among secondary dendrites, indicating that secondary 

dendrites branching out from the same primary dendrite are 

more homogeneous in other characteristics. In addition, we 

were able to shorten the dendritic segments to obtain a more 

detailed picture of the variation in velocity along a long den-

drite. Although this analysis could be improved, the results 

indicated that bpAPs do not propagate with a steady velocity 

along dendrites. The underlying mechanisms and functions 

of this fl uctuation remain to be investigated in future stud-

ies. The branching pattern is another important morphologi-

cal feature of dendrites. Previous studies recorded bpAPs 

between proximal dendrites and distal dendrites after several 

branching points, making it diffi  cult to discern the infl uence 

of each branch point. Using voltage imaging, we recorded 

the bpAP propagation process in dendrite segments before 

and after branch points. As expected, the bpAP velocity 

decreased signifi cantly after each branch point. In addition, 

further study of long dendrites indicated that self-attenuation 

has little eff ect on bpAP velocity. 

 Previous studies have shown that the velocities of bpAPs 

are very diff erent not only in diff erent types of neuron, but 

also in diff erent dendrites of the same neuron, such as the 
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apical and basal dendrites of pyramidal neurons. In our 

study, neurons were divided into pyramidal neurons and 

granulosa cells, the major excitatory neurons in the hip-

pocampus. The results showed that the diff erence in veloci-

ties of bpAPs on the dendrites between these two types of 

neuron was not as large as in previous studies. We thought 

that this diff erence might be caused by the  in vitro  condi-

tions. The growth environment plays a central role in the 

determination of neuronal dendritic morphology. Previous 

studies have shown that when neurons are isolated from the 

 in vivo  environment and induced to regenerate in culture 

dishes, certain specifi c dendritic morphology of neurons can 

be preserved, such as Purkinje cells from the cerebellum 

[ 40 ]. But this only happens in neurons with extremely spe-

cialized dendritic morphology. Many features of neuronal 

type-specifi c complex dendritic morphology depend on local 

neural signals and specifi c interactions with matrices and 

other cells. The dendritic trees of hippocampal pyramidal 

neurons cultured  in vitro  can become complex and multipole 

[ 41 ,  42 ], without diff erentiation into primary (apical) and 

secondary (basal) dendrites. Therefore, in this study, we 

suggest that  in vitro  culturing conditions may weaken some 

of the characteristics of pyramidal neuron dendritic trees 

and reduce some of the morphological diff erences in den-

dritic trees between pyramidal neurons and granule cells, 

making their morphology tend to become similar. The less 

signifi cant diff erence in the bpAP between these two kinds 

of neuron may demonstrate that the varieties in dendritic 

morphology largely determine the diff erences in the proper-

ties and propagation of bpAPs in diff erent neurons. 

 In addition to velocity, the peak amplitude is also an 

important parameter that partly reflects bpAP strength. 

Although it was difficult to measure the absolute value 

of bpAP amplitude using voltage imaging, we were able 

to compare the relative amplitude in the same neuron to 

study the eff ect of dendritic morphology. As with veloc-

ity, in most neurons, bpAP amplitude was also positively 

correlated with dendritic diameter. The bpAP amplitude on 

primary dendrites of the same neuron varied largely because 

of morphological and physiological variation. Similar to the 

results from previous studies, we found that most bpAPs 

attenuated signifi cantly along dendrites, but ~25% of bpAPs 

showed nearly unattenuated propagation. In bpAPs attenu-

ating in dendrites, the attenuation rate was also positively 

correlated with dendritic diameter in most neurons. This 

fi nding indicated that the amplitude of a bpAP on a thick 

dendrite is likely to be high, but it is also likely to attenuate 

quickly, so the amplitudes of diff erent bpAPs at distal den-

drites would be similar. The presence of these two types of 

bpAP, attenuated and unattenuated, may imply that several 

kinds of dendrite with distinct properties and functions are 

present in the brain. 

 Consistent with our experimental results, in neuron model 

simulations, the velocity of bpAPs in dendrites increased 

as the dendritic diameter increased. The velocity ratio and 

square root of diameter ratio of every dendrite pair showed 

a linear positive correlation, but the slopes of these correla-

tions in the experimental results varied widely, and this vari-

ation did not occur in our simulation. This fi nding indicated 

that, under experimental conditions, the dendritic diameter 

has a large eff ect on bpAP velocity. Simulations in neuron 

models with multi-level dendritic trees also demonstrated 

that the velocity of bpAPs decreased after passing through 

a branch point when the dendritic diameter decreased after 

the branch point. However, the bpAP velocity remained 

almost unchanged when the dendritic diameter was identi-

cal before and after the branch point. Combined with the fact 

that most dendrites became thinner after the branch point, 

the simulation results indicated that the reduction in velocity 

after a branch point was mainly due to the decrease in den-

dritic diameter. The capability of branch points to physically 

stop propagation remains to be studied. In our simulations 

with an active propagation neuron model, the amplitude of 

bpAPs did not attenuate on long unbranched dendrites if 

the ion channel parameters were constant along the entire 

dendritic tree. This kind of propagation could be considered 

as propagation under perfect conditions. Therefore, attenua-

tion of bpAP amplitude was mainly caused by changes in the 

type and density of ion channels. Combined with our results 

demonstrating a correlation between dendritic diameter and 

velocity, these fi ndings allow general predictions to be made 

regarding the process of bpAP propagation. 

 In order to study the bpAP in an individual neuron, we 

used synaptic blockers to block synaptic inputs. But synaptic 

input also plays a modulatory role in aff ecting the propaga-

tion of bpAPs. The interaction of synaptic inputs and bpAP 

has been studied both in excitatory and inhibitory synapses. 

Timely excitatory inputs at the distal dendrites can enhance 

the bpAP and possibly trigger dendritic spiking and burst fi r-

ing to support propagation of the active bpAP into more dis-

tal dendritic trees [ 12 ,  43 – 46 ]. In contrast, inhibitory inputs 

can attenuate the propagation of bpAPs [ 47 – 49 ]. Inhibitory 

signals through GABA receptors in a single spine attenuates 

bpAP-induced  Ca 2+  infl ux within the same spine [ 50 ]. And 

the eff ects of inhibitory inputs on the propagation of bpAPs 

are likely to be most infl uential in proximal regions of the 

dendritic tree in which the bpAP has not attenuated much. 

Studies of how the AP and the excitatory postsynaptic poten-

tial (EPSP) interact initially focused on Ia-type transient  K +  

current [ 51 ,  52 ]. The Ia-type transient  K +  current attenuates 

bpAPs in hippocampal CA1 neurons, and Ia-type  K +  chan-

nels that produce this current are deactivated by depolarizing 

synaptic input signals [ 53 ]. This provides an explanation 

for the mechanism of how timely EPSPs strengthen bpAPs. 

In general, the complex balance between multiple opposing 



1345W. Tian  et al .: Dendritic Morphology Aff ects AP Propagation

1 3

synaptic signals determines the integration of synaptic input 

and bpAPs. The eff ect of synaptic inputs makes the deter-

mination of the extent of the bpAP more complex. So, we 

blocked synaptic inputs to focus on the eff ect of dendritic 

morphology on bpAP. Indeed, it is important and necessary 

to study the modulation of bpAPs by synaptic inputs in a 

more detailed way. By using the all-optical electrophysi-

ological method, it will be convenient to compare bpAPs 

on the same dendrite with or without one or several kinds 

of synaptic signal and fi gure out the quantitative eff ects of 

synaptic inputs. 

 The induction of STDP requires the precise temporal 

order of presynaptic and postsynaptic depolarization in time 

windows of tens of milliseconds, and the bpAP might be an 

important source of postsynaptic depolarization. Although 

AMPA receptor activation is obligatory for STDP induction, 

the activation of NMDA receptors and bpAPs are necessary 

as well [ 54 ]. The STDP time window can be modulated by 

interactions between the EPSP and the bpAP [ 55 ]. An EPSP 

can strengthen subsequent bpAPs arriving within tens of 

milliseconds [ 12 ,  56 ]. And this boosting of bpAP can in turn 

modulate the magnitude of spike-timing-dependent LTP [ 11 , 

 12 ,  57 ]. The velocity and amplitude of a bpAP directly deter-

mined the timing and strength when it reaches the synapse. 

Considering the eff ect of dendritic morphology on the veloc-

ity of the bpAP, we speculated that among the dendrites 

of each neuron, one or several dendrites may be primarily 

responsible for the transmission of neuronal information to 

distant synapses and the induction of synaptic plasticity. The 

interactions of EPSPs and bpAPs are more evident on a thick 

and less-branching dendrite in which the bpAP propagates 

faster and at a higher amplitude. This functional specializa-

tion of diff erent dendrites also allows neurons to integrate 

and transmit neuronal signals more effi  ciently, which is cru-

cial for the proper functioning of neuronal circuits. 
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The protective eff ects of irisin may be mediated through the 

BDNF-mediated UCP2 level. Our results thus highlight iri-

sin as a valuable therapeutic strategy against neuronal injury 

and epileptic seizures. 

   Keywords     Epilepsy    ·  Seizure    ·  Irisin    ·  Genipin    ·  Neuronal 

injury  

      Introduction 

 Epilepsy is a nervous system disorder that can induce persis-

tent brain injury with serious pathological and psychological 

consequences [ 1 ,  2 ]. At present, ~50 million people suff er 

from epilepsy in the world, with an estimated 4–10 per thou-

sand in the general population suff ering from active epilepsy 

[ 3 – 5 ]. Epilepsy is a common chronic disease that aff ects 

people across diff erent age groups [ 6 ,  7 ]. To date, the clini-

cal management of epilepsy involves drug therapy, but drug 

resistance and adverse eff ects are critical issues that war-

rant attention [ 8 ,  9 ]. The limitations of drug-based therapy 

are closely related to the complex and unclear mechanisms 

underlying epilepsy. Further studies are warranted to better 

understand the mechanisms underlying the disease and to 

explore new and eff ective treatment options. 

 Increased production of reactive oxygen species (ROS) 

is an important mechanism in neuronal apoptosis and 

epileptic seizures [ 10 ,  11 ]. During a seizure, the increase 

of ROS results in the death of neurons and serious neu-

rological damage [ 12 ,  13 ]. Furthermore, mitochondrial 

function has been shown to be closely associated with the 

production of ROS [ 14 – 16 ]. Mitochondria are the main 

site of ROS accumulation during a seizure and play a sig-

nifi cant role in neuronal excitability [ 17 ]. Mitochondrial 

dysfunction and oxidative stress-induced injury are clear 

                       Abstract     An increased level of reactive oxygen species 

is a key factor in neuronal apoptosis and epileptic sei-

zures. Irisin reportedly attenuates the apoptosis and injury 

induced by oxidative stress. Therefore, we evaluated the 

eff ects of exogenous irisin in a kainic acid (KA)-induced 

chronic spontaneous epilepsy rat model. The results indi-

cated that exogenous irisin significantly attenuated the 

KA-induced neuronal injury, learning and memory defects, 

and seizures. Irisin treatment also increased the levels of 

brain-derived neurotrophic factor (BDNF) and uncoupling 

protein 2 (UCP2), which were initially reduced following 

KA administration. Furthermore, the specifi c inhibitor of 

UCP2 (genipin) was administered to evaluate the possible 

protective mechanism of irisin. The reduced apoptosis, neu-

rodegeneration, and spontaneous seizures in rats treated with 

irisin were signifi cantly reversed by genipin administration. 

Our fi ndings indicated that neuronal injury in KA-induced 

chronic epilepsy might be related to reduced levels of BDNF 

and UCP2. Moreover, our results confi rmed the inhibition of 

neuronal injury and epileptic seizures by exogenous irisin. 
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pathological changes in epilepsy [ 18 ]. Active oxygen pro-

duction associated with mitochondrial dysfunction may 

aff ect the occurrence of epilepsy and inhibiting ROS can 

lead to attenuated seizures [ 19 ,  20 ]. 

 Irisin has been confi rmed to reduce the level of ROS 

as well as mitochondria-dependent apoptosis and injury 

caused by ischemia/reperfusion [ 21 ,  22 ]. Irisin is a gly-

cosylated protein mainly secreted by skeletal muscle; its 

expression increases with exercise [ 23 ]. Within 30 min of 

rapid exercise, the irisin level increases in the circulation, 

which promotes glycolytic degradation and lipolysis in 

skeletal muscle [ 24 ]. Irisin is widely distributed across tis-

sues, including the brain [ 25 ]. The cell-protective roles of 

irisin have garnered increasing attention over recent years 

[ 22 ,  26 ,  27 ]. According to Chen et al., irisin participates 

in mitochondrial biogenic functional activity and oxidative 

metabolism when the lung is injured by ischemia/reperfu-

sion [ 21 ,  22 ]. Further, irisin reduces ROS production and 

mitochondria-dependent apoptosis, reducing the cellular 

injury caused by ischemia/reperfusion [ 21 ,  22 ]. In addi-

tion, Wang  et al . [ 28 ] found that irisin reduces the area 

of cardiac infarction and improves heart function after 

ischemia by protecting mitochondrial function  via  the 

inhibition of both mitochondrial permeability transition 

pore opening and mitochondrial swelling [ 29 ]. Moreo-

ver, irisin can reduce apoptosis by decreasing the level of 

active caspase-3 and poly ADP-ribose polymerase, and by 

increasing the expression of superoxide dismutase and the 

phosphorylation of p38 [ 30 ]. 

 Irisin is a type I membrane protein with 112 amino-acids 

and a molecular weight of 12 kDa [ 31 ]. It is formed after 

the hydrolyzation of fi bronectin domain-containing protein 

5 (FNDC5). Under the action of peroxisome proliferator-

activated receptor γ coactivator 1ɑ, FNDC5 is hydrolyzed 

in the amino-acid sites 30 and 142 to produce irisin [ 32 , 

 33 ]. Exercise induces FNDC5 gene expression in skeletal 

muscle, thus increasing the concentration of irisin in the 

circulation [ 34 ,  35 ]. and it further induces brain-derived 

neurotrophic factor (BDNF) expression through the newly-

produced irisin. Activation of the FNDC5/irisin/BDNF 

signaling pathway has been confi rmed in the hippocam-

pus through endurance exercise [ 34 ,  35 ]. BDNF is a neu-

rotrophic factor primarily expressed in the central nervous 

system (CNS) [ 36 ,  37 ]; it promotes neuronal cell survival, 

diff erentiation, migration, dendrite growth, synaptogenesis, 

and synaptic plasticity [ 38 ]. Meanwhile, the level of BDNF 

is closely associated with epileptogenesis and seizures 

[ 39 ]. The expression of BDNF is signifi cantly reduced in 

 FNDC5 −/−  mice [ 21 ]. FNDC5 injection, without exercise, 

increases BDNF gene expression and promotes the growth 

and survival of brain neurons in mice [ 40 ]. Altogether, these 

results indicate a potential protective role of the FNDC5/

irisin/BDNF pathway. 

 BDNF further promotes the expression of uncoupling 

proteins (UCPs) [ 41 ], which belong to the mitochondrial 

inner membrane protein family. The UCP family includes 

fi ve members, which display diff erent distributions and 

functions. UCP1 is expressed in brown adipose tissue and 

is responsible for heat production [ 42 ]. UCP2, which is 

expressed in the CNS [ 43 ], has been shown to have signifi -

cant neuroprotective eff ects [ 43 ,  44 ]. UCP2 reduces mito-

chondria-mediated ROS production through uncoupling, 

increases ATP levels, reduces mitochondrial damage caused 

by free radicals, and helps neuronal cells to consume energy 

produced by cells and free radicals [ 45 ]. Elevated UCP2 lev-

els reduce the seizure-induced death of excitotoxic cells and 

combat pathological changes in neurodegenerative disorders 

such as epilepsy and Alzheimer’s disease [ 46 ]. Altogether, 

UCP2 emerges as a potentially important contributor to the 

protective eff ects regulated by BDNF. 

 We thus hypothesized that irisin may play neuro-pro-

tective and anti-epileptic roles by reducing oxidative stress 

through BDNF-mediated UCP2 levels. In this study, we 

investigated the expression of BDNF and UCP2, as well as 

the levels of oxidative stress and neuronal injury in kainic 

acid (KA)-induced epilepsy. Furthermore, exogenous iri-

sin treatment and genipin (UCP2 inhibitor) treatment were 

administered to confi rm the protective eff ects and possible 

mechanisms of irisin. 

    Materials and Methods 

   Animals and Surgery 

 Male Sprague-Dawley rats (8 weeks old; Pengyue Experi-

mental Animal Center, No. SCXK 2017-0002, Jinan, China) 

weighing 280–310 g were used in experiments. The animals 

were allowed food and water ad libitum. All the experiments 

complied with the National Institutes of Health Guidelines 

for the Care and Use of Laboratory Animals (National Insti-

tutes of Health Publication No. 80-23, 1996 Revision) and 

with the Animal Ethics Regulations of the Experimental 

Animal Center of Binzhou Medical College (approval No. 

2017003). All eff orts were made to reduce the number of 

animals used and minimize pain to these animals. 

 The rats were anaesthetized with sodium pentobarbital 

(50 mg/kg, i.p.; CAS, 57-33-0, Xiya Reagent, China) and 

fi xed in a stereotaxic apparatus (Anhui Zheng Hua Biologi-

cal Instrument Equipment Co., Ltd., China). A stainless-

steel cannula (RSD Life Science, China) was implanted into 

the left lateral ventricle [anteroposterior (AP): −1.0 mm; 

lateral (L): 1.8 mm; and ventral (V): −3.6 mm] and the hip-

pocampal CA3 region (AP: −5.3 mm; L: −5 mm; V: −6 

mm) of each rat. The recording electrode stripped of insula-

tion (0.5 mm of each tip) was implanted into the right cortex 
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(AP: −3.2 mm; L: 3.0 mm; and V: −1.8 mm) for electroen-

cephalogram (EEG) recording using the PowerLab system 

(AD Instruments, Sydney, NSW, Australia). The implanted 

electrode was connected to a microelectrode socket, which 

was bonded to the skull with dental cement (Shanghai 

Zhangjiang Biological Materials Co., Ltd., China). The rats 

recovered within 7 days after operation. 

    Drug Treatment and Seizure Recording 

 The KA-induced chronic epilepsy model with spontaneous 

seizures was used. KA (2 μg/μL, 1.33 ×  10 −3  mg/kg; CAS: 

58002-62-3; Sigma, USA) was injected into the hippocam-

pal CA3 region through the implanted cannula 7 days after 

operation. The rats in the control group were treated with 

saline instead of KA. In the Irisin+KA group, irisin (3 μg/

μL and 50 μg/kg, Xingbao Biotechnology Co., Ltd, China) 

was delivered into the lateral ventricle 30 min before KA 

injection through the implanted cannula, and was injected 

once every three days up to day 15 according to previous 

studies [ 47 ,  48 ] and our pilot experiments. The Saline+KA 

group was treated with saline instead of irisin. To evaluate 

the eff ects of irisin and guarantee the rigor of our experi-

ment, a control group and an irisin group were added ( n  = 

10/group), and the method of irisin administration was as 

above. 

 Genipin (0.5 μg/μL and 8.25 μg/kg, CAS, 6902-77-

8, Aladdin, China), the specifi c inhibitor of UCP2 [ 46 ], 

was delivered into the lateral ventricle 30 min before iri-

sin administration (60 min before KA injection) through a 

stainless-steel cannula. Genipin and irisin were injected once 

every three days up to day 15, while the Saline+Irisin+KA 

group was treated with saline instead of genipin. The details 

of pharmacological administration are shown in Fig. S1. 

A total of 289 rats were used in this study, 5 rats in the 

Saline+KA group died due to severe seizures. 

 From day 30 after KA administration, spontaneous sei-

zure behavior was observed, and EEGs were recorded for 

three consecutive days every 10 days, for example on days 

30, 31, and 32, then days 40, 41, and 42…, until days 170, 

171, and 172. Each rat was placed in a transparent resin 

observation box (50 cm × 30 cm) and recorded for three 

consecutive days at each observation time point. EEGs were 

digitized using fi lters (1 Hz low-pass and 50 Hz high-pass; 

PowerLab Biological Recording System, AD Instruments, 

Australia). The frequency spectrum and the power spectral 

density of EEGs were analyzed using the PowerLab Bio-

logical Recording System (AD Instruments). According 

to Racine’s criteria [ 49 ], epileptic behavior was classifi ed 

into stages 1 to 5. Stages 1–3 indicated focal seizures, with 

symptoms including squinting, continuous chewing, head-

shaking, and unilateral forelimb lifting. Stages 4–5 indicated 

generalized seizures, including bilateral forelimb lifting, wet 

dog-like shaking, generalized convulsions, and prostration. 

An electroclinical seizure was defi ned as polyspike dis-

charges >5 Hz, >2 times baseline EEG amplitude lasting 

>3 s [ 50 ]. 

    Immunohistochemistry 

 As in our previous report [ 51 ], at the 24 h, and days 3, 15, 

and 170 time points after KA administration, 5 rats in each 

group were anesthetized with sodium pentobarbital (50 mg/

kg, i.p.; CAS, 57-33-0, Xiya Reagent, China), perfused 

through the heart with 250 mL saline for 20–30 min until the 

liver became white, and then perfused with 250 mL of 4% 

paraformaldehyde. The brain was removed and immersed 

in 4% paraformaldehyde for 24 h followed by 30% sucrose. 

When the brain sank to the bottom, it was cut at ~2.3 mm 

to ~5 mm from posterior to the bregma (The Rat Brain in 

Stereotaxic Coordinates, Third Edition) into 12-μm sec-

tions on a cryomicrotome (CM1850, Leica, Germany). The 

sections were washed with 0.01 mol/L phosphate-buff ered 

saline (PBS) and incubated at 37°C for 1 h with 10% bovine 

serum albumin. After blocking, 50 μL of the primary anti-

body mouse monoclonal anti-mouse BDNF (1:200, Abcam, 

ab205067) was added to each section, which were washed 

three times with 0.01 mol/L PBS and then kept overnight at 

4°C. Fluorescein isothiocyanate goat anti-rabbit IgG (50 μL; 

FITC, 1:200, A0562, Beyotime, China) was added to each 

section, which were then incubated at 37 °C for 1 h. After 

three washes, 50 μL of DAPI (C1005, Beyotime, China) per 

section was added and the sections were incubated at 20 °C 

for 15 min. After washing with 0.01 mol/L PBS, each sec-

tion was sealed with a coverslip. The fl uorescence intensity 

of brain sub-regions was assessed by confocal microscopy 

(LSM 880, Zeiss, Germany). All samples were repeated 

three times and averaged under the same conditions. The 

images were observed and acquired at the same brightness 

level. Fluorescence intensity was analyzed using ImageJ 

1.37 (National Institutes of Health, Bethesda, USA). 

    Fluoro-Jade B Staining 

 Fluoro-Jade B (FJB) is a fl uorescein derivative dye that 

specifi cally binds to degenerating neurons [ 51 – 53 ]. Slides 

with adherent brain tissue were immersed in 1% NaOH/80% 

ethanol for 5 min and in 70% ethanol for 2 min [ 52 ,  53 ]. 

The following steps were followed: the slides were rinsed 

with distilled water for 2 min; wiped and immersed in 0.06% 

potassium permanganate for 15 min to maintain a constant 

background; and rinsed with distilled water for 2 min. A 

0.0004% FJB staining solution was prepared with 4 mL of 

0.01% FJB stock solution (AG310-30MG; Millipore, Burl-

ington, MA, USA) and 96 mL of 0.1% glacial acetic acid. 

The slides were incubated in the 0.0004% FJB staining 
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solution for 20 min in the dark, rinsed with distilled water 

for 1 min, dried at 50°C for 10 min, cleared in xylene for 10 

min, and sealed with neutral resin. The slides were observed 

under a fl uorescence microscope (Olympus, IX73, Japan) 

with blue (450 nm) excitation light. FJB-positive signals 

were manually counted for analysis. 

    Oxidative Stress Detection 

 2’,7’-dichlorofl uorescin (DCF) level changes were meas-

ured in each group to assess the level of oxidative stress, as 

described in our previous studies [ 53 ,  54 ]. Briefl y, after KA 

treatment, 5 rats in each group were sacrifi ced at two time 

points (24 h and 3 days) after anesthesia. The brains were 

quickly extracted, and the cortices and hippocampi were sep-

arated on ice, then fi ltered into single-cell suspensions with 

0.01 mol/L PBS (10 μL/mg). 250 μL from each sample was 

added to 500 μL of DCF diacetate (10 μmol/L, Beyotime, 

S0033, China) and incubated at 37°C for 40 min without 

light [ 53 ]. Centrifugation was repeated to remove the super-

natant and wash the cells. Using excitation at 488 nm and 

emission at 525 nm, fl uorescence intensity was measured in 

each group using a fl uorescence microplate reader (Thermo, 

USA) [ 52 ]. The DCF levels are presented as ratios relative 

to the values measured in the control group. 

    Evaluation of Mitochondrial Reactive Oxygen Species 
by Mito-SOX Fluorescence and Flow Cytometry 

 As in our previous studies [ 52 ,  53 ], following KA treatment, 

5 rats from each group were sacrifi ced after anesthesia at 

24 h and 3 days. Their brains were quickly extracted, and 

the cortices and hippocampi were separated. Mitochondrial 

ROS were detected using Mito-SOX™ (M36008, Thermo 

Fisher, USA). Similar to the method of DCF assessment, 

after immersion in 0.01 mol/L PBS, single-cell suspensions 

of cortices and hippocampi were separately prepared. 1 mL 

of 5 μmol/L Mito-SOX working solution was added to each 

cell suspension for incubation in the dark in a 37°C cell 

incubator for 10 min [ 54 ]. After washing, fl uorescence inten-

sity was measured at 510 nm excitation and 580 nm emis-

sion, using a fl uorescence microplate reader (Thermo, USA) 

and fl ow cytometer (Becton, Dickinson and Co., USA). 

    Learning and Memory Tests 

 As previously described [ 54 ], the Morris water maze (ZS-001, 

Beijing Zhongshi Di Chuang Technology Development Co., 

Ltd, China) was used to evaluate the learning and memory of 

rats on day 170 after KA administration [ 55 ]. These experi-

ments consisted of two parts: positioning navigation and spatial 

exploration [ 56 ]. Before the experiment, each rat was placed 

in the pool to swim freely for 2 min to familiarize with the 

environment. In the 4-day positioning navigation experiment, 

each rat was returned to the pool wall in any quadrant, and 

the time needed to fi nd the platform was recorded. The space 

exploration experiment was carried out on day 5 [ 57 ]. The 

platform was removed, each rat was allowed to swim freely 

for 60 s, and the number of crossings was recorded. All rats 

performed the above tasks. The evaluation was latency to the 

platform, number of times through the platform, and time spent 

in the target quadrant and in the contralateral quadrant [ 58 ]. 

 Simultaneously, the novel object recognition (NOR) test 

was applied at day 30 ( n  = 10/group). NOR is a common 

means of assessment of memory in rodent models such as 

rats [ 59 ]. This experiment was divided into three periods: 

adaptive, training, and testing periods [ 60 ]. The rats were 

handled gently daily for 2 days before the experiment in 

order to familiarize them to the testers [ 61 ]. In the habitu-

ation period, rats were allowed move freely for 10 min in 

the apparatus (50 cm × 60 cm × 60 cm box and no object 

was present). During the training period, two identical, fi rm 

and scentless objects A and B were placed equidistant away 

from the side walls. The rats were placed in the box equi-

distant from and facing away from the objects, and the dura-

tion of exploring the objects was recorded. After 14–16 h 

from the training session [ 62 ], object A was replaced with 

a new object C, which had a diff erent color and shape from 

the previous two, and the rats were put in the box as in the 

training session. The duration of testing was 5 min. Finally, 

the learning and memory was evaluated by measuring the 

time spent on exploring the new object and by calculating 

the identifi cation index (Identifi cation index = Time explor-

ing new object/Total time exploring both objects) [ 60 ]. The 

experimental environment was always quiet and kept at the 

same light intensity. Rats that were born with abnormal hori-

zontal or vertical movements were excluded. 

    Western Blotting 

 For western blotting, the brain was micro-dissected into cor-

tex and hippocampus on ice. After treatment with RIPA lysis 

buff er (Meilunbio, MA0151) and PMSF (Beyotime, ST506), 

10 μL lysis buff er per mg of brain tissue was added. The tis-

sue was then sonicated on ice and the protein concentration 

was determined using the BCA Protein Kit (P0012; Beyotime, 

China). The proteins from tissue samples were separated on 

12% sodium dodecyl sulfate polyacrylamide gels and electro-

transferred. After blocking with 5% skim milk for 3 h, the 

membranes were incubated with mouse monoclonal antibodies 

against BDNF (1:1000, ab205067, Abcam, UK), anti-rabbit 

UCP2 (1:2000, ab97931, Abcam, UK), anti-rabbit caspase-3 

(1:1000, 9662, Cell Signaling Technology, USA), anti-rabbit 

activated caspase-3 (1:1000, ab2302, Abcam, UK), or glyc-

eraldehyde-3-phosphate dehydrogenase (GAPDH, 1:1000, 

AB-P-R 001, Kangchen, China) at 4°C overnight. The bands 
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were incubated with horseradish peroxidase-conjugated IgG 

secondary antibodies. Images were acquired from differ-

ent gels under the same electrophoresis conditions using an 

image analyzer (Odyssey, LI-COR Biosciences, USA). The 

results were the gray values of the target strips compared to 

the GAPDH band. 

    Statistical Analysis 

 The sample size was estimated based on our preliminary 

experiments and balanced one-way analysis of variance 

(ANOVA). All the data are shown as the mean ± SEM. 

Statistical analyses were carried out with SPSS 25.0 (IBM, 

USA). The cumulative number and duration in stages 1–3 

between the Saline+KA and Irisin+KA groups were ana-

lyzed using the nonparametric Mann-Whitney U test. Cumu-

lative seizure duration and latency to platform were ana-

lyzed by two-way ANOVA for repeated measures. The other 

parameters were analyzed by one-way ANOVA followed by 

a Dunnett’s T3  post-hoc  test. For all analyses, diff erences 

were considered signifi cant at  P  < 0.05. 

     Results 

   Irisin Treatment has No Signifi cant Toxic Side-eff ects 

 On day 30 after KA treatment, the heart, liver, spleen, lung, 

and kidney from rats treated with irisin were stained with 

hematoxylin-eosin (HE), and their weight and hair were 

assessed for 30 days ( n  = 8/group). Likewise, the novel object 

recognition test (day 30,  n  = 10/group), oxidative stress (24 h, 

 n  = 5/group), FJB staining (24 h,  n  = 5/group), and western 

blotting (24 h,  n  = 5/group) were also performed. The results 

of HE analogously showed no signifi cant lesions in the organ-

izational structure of the heart, liver, spleen, lung, and kidney 

(Fig. S4A), as well as no signifi cant changes in body weight 

or hair color and texture due to irisin treatment (Fig. S4D). 

Meanwhile, the levels of caspase-3 increased slightly (cortex, 

 P  = 0.041; hippocampus,  P  = 0.045; Fig. S3A, B), accom-

panied by slightly decreased levels of activated caspase-3 

(cortex,  P  = 0.018; hippocampus,  P  = 0.033; Fig. S3A, C), 

neuronal injury (CA2,  P  = 0.032; EC,  P  = 0.025; Fig. S3D, 

E), and oxidative stress (Fig. S3F, G) in irisin-treated rats 

compared to controls. Therefore, these results confi rmed that 

no signifi cant toxic side-eff ects occur after irisin treatment. 

    Exogenous Irisin Treatment Attenuates KA-induced 
Spontaneous Seizures 

 The spontaneous seizure behavior and EEGs were recorded 

in each group up to day 170 after KA treatment. In the 

Irisin+KA group ( n  = 8), the cumulative seizure dura-

tion was signifi cantly shorter than that in the Saline+KA 

group ( n  = 16) at all time points from day 30 to day 170 

( P  < 0.001; Fig.  1 A). Because the spontaneous seizures 

corresponded mainly to stages 1–3, the cumulative sei-

zure number and the duration in these stages were further 

analyzed in each group. The results showed that irisin-

treated rats had fewer seizures of shorter duration than rats 

treated with saline (Saline+KA; Fig.  1 B,  C ). For exam-

ple, on day 170, the cumulative duration (60.56 ± 3.36 

s) and the number of stage 1–3 seizures (40.64 ± 3.86) in 

the Irisin+KA group were signifi cantly lower than those 

in the Saline+KA group (359.30 ± 28.94 s,  P  < 0.001, 

Fig.  1 B; 150.23 ± 17.70,  P  < 0.001; Fig.  1 C). Representa-

tive EEGs and their power spectra analyses are presented 

in Fig.  1 F–H. In addition, irisin treatment resulted in a 

longer latency of spontaneous seizures (Fig.  1 E). Seizure 

and EEG results showed that exogenous irisin has a sig-

nifi cant inhibitory eff ect on KA-induced chronic epileptic 

seizures. The detailed pharmacological manipulations and 

animal groups are presented in Fig .1 D.         

    Eff ect of Irisin Treatment on the KA-induced Learning 
and Memory Defect 

 The diff erences in learning and memory after KA admin-

istration were evaluated with the water maze test. The 

results showed that the latency to reach the platform was 

signifi cantly prolonged in KA-treated rats ( n  = 12) com-

pared with control rats treated with saline ( n  = 10,  P  < 

0.001, Fig.  2 A). Moreover, KA-treated rats displayed a 

reduced target quadrant time ( P  = 0.005, Fig.  2 B), longer 

opposite quadrant time ( P  < 0.001, Fig.  2 C), and reduced 

target zone frequency ( P  = 0.005, Fig.  2 D). Irisin treat-

ment partly reversed the KA-induced learning and memory 

defect. In rats treated with irisin ( n  = 8), the latency to 

reach the platform ( P  < 0.001, Fig.  2 A) and the time spent 

in the opposite quadrant ( P  = 0.001, Fig.  2 C) were signifi -

cantly shorter. Moreover, the time spent in the target quad-

rant ( P  = 0.008, Fig.  2 B) and frequency of crossing the 

target zone ( P  = 0.035, Fig.  2 D) signifi cantly increased. 

Representative tracks of rats from each group searching 

for the platform are shown in Fig.  2 E.         

 In addition, NOR testing showed that the identifica-

tion index was lower in the Saline+KA group ( n  = 10;  P  
< 0.001, Fig.  3 K,  L ) than in controls. However, the rats 

had a higher identification index due to irisin adminis-

tration ( n  = 10, Irisin+KA group;  P  < 0.001, Fig.  3 L). 

Our results suggested that irisin treatment partly reverses 

the learning and memory impairment in KA-induced 

epilepsy.         
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    Irisin Treatment Attenuates the Elevated Levels 
of Apoptosis and Neuronal Degeneration Induced 
by KA 

 Western blotting was used to analyze changes in the apop-

tosis-related proteins caspase-3 and activated caspase-3 on 

  Fig. 1       Exogenous irisin treatment attenuates KA-induced sponta-

neous seizure severity and the learning and memory defect in rats. 

 A  Cumulative seizure duration of stage 1–5 seizures in each group 

from day 30 to day 170 following KA injection (Saline+KA group, 

 n  = 16; Irisin+KA group,  n  = 8).  B  Cumulative time of stage 1–3 

seizures in each group.  C  Cumulative number of stage 1–3 seizures. 

 D  Schematic of the experimental design.  E  Latency of spontaneous 

seizures.  F – H  Representative electroencephalograms (EEGs) and 

corresponding analysis of frequency spectrum and power spectrum 

for each group on day 170. * P  < 0.05, ** P  < 0.01, *** P  < 0.001  vs  
Saline+KA group. KA, kainic acid.  

days 3 and 170 after KA administration ( n  = 5/group) to 

evaluate the eff ects of irisin on apoptosis. The results showed 

that KA administration signifi cantly increased the level of 

activated caspase-3 in both cortex and hippocampus (day 3, 

cortex,  P  < 0.001; hippocampus,  P  < 0.001; Fig.  2 F,  I ; day 

170, cortex,  P  < 0.001; hippocampus,  P  < 0.001; Fig.  2 G, 
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 K ), with a reduced caspase-3 level (Fig.  2 F–H, J). However, 

the Irisin+KA group presented signifi cantly lower levels 

of activated caspase-3 than those of the Saline+KA group 

(day 3, cortex,  P  < 0.001; hippocampus,  P  < 0.001; Fig.  2 F, 

 I ; day 170, cortex,  P  < 0.001; hippocampus,  P  < 0.001; 

Fig.  2 G,  K ). The results supported a strong anti-apoptosis 

eff ect of irisin on KA-induced apoptosis. 

 FJB staining was used to further analyze the degenera-

tion of neurons ( n  = 5/group). FJB-positive signals in rats 

were counted 24 h and 3 days following KA administration. 

  Fig. 2       Exogenous irisin treatment attenuates the elevated levels 

of apoptosis and neuronal degeneration induced by KA.  A  Latency 

to fi nd platform (Control group,  n  = 10; Saline+KA group,  n  = 16; 

Irisin+KA group,  n  = 8).  B  Percentage of time in target quadrant.  C  
Percentage of time in opposite quadrant.  D  Platform crossing times. 

 E  Trajectories in Morris water maze.  F, G  Immunoreactivity of cas-

pase-3 and activated caspase-3 on days 3 and 170 after KA treat-

ment ( n  = 5/group).  H – K  Normalized intensity of caspase-3 and 

activated caspase-3 relative to GAPDH.  L – R  FJB-positive signals in 

CA2 and EC ( n  = 5/group; scale bar, 50 μm) on day 3. ** P  < 0.01, 

*** P  < 0.001  vs  control group;  #  P  < 0.05,  ##  P  < 0.01,  ###  P  < 0.001 

 vs  Saline+KA group (one-way ANOVA with Dunnett’s T3  post-hoc  
test). KA, kainic acid; C, cortex; EC, entorhinal cortex; CA2, cornu 

ammonis 2; H/Hip, hippocampus; FJB, Fluoro-Jade B.  
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Signifi cantly increased FJB-positive signals were observed in 

the hippocampus (CA2,  P  < 0.001, Fig.  2 M,  R ) and entorhinal 

cortex (EC,  P  < 0.001, Fig.  2 P,  R ) on day 3 after KA adminis-

tration compared with those in the control group (Fig.  2 L,  O , 

 R ). Irisin treatment signifi cantly reduced the number of FJB-

positive signals in both the hippocampus ( P  < 0.001, Fig.  2 N, 

 R ) and the EC ( P  < 0.001, Fig.  2 Q,  R ) compared with those 

in the Saline+KA group. Similar changes in FJB signals were 

observed at 24 h (data not shown). The FJB staining results 

showed that KA induces signifi cant neurodegeneration in 

the hippocampus and EC, and that irisin partly reverses this 

neuronal injury. Combined with the anti-apoptosis eff ects of 

irisin, the results showed a remarkable neuroprotective role of 

exogenous irisin treatment in KA-induced epilepsy. 

  Fig. 3       Exogenous irisin treatment increases BDNF and UCP2 

expression in cortex and hippocampus in KA-induced epilepsy.  A, B  
Expression of UCP2 and BDNF on day 3 ( A ) and day 170 ( B ) after 

KA treatment ( n  = 5/group).  C – F  Normalized intensity of UCP2 

and BDNF relative to GAPDH.  G – J  Mean fl uorescence intensity of 

BDNF (green) ( n  = 5/group; scale bar, 30 μm).  K, L  The novel object 

recognition test ( K ) and the identifi cation index ( L ) in each group ( n  
= 10/group, on day 30). * P  < 0.05, ** P  < 0.01, *** P  < 0.001  vs  
controls;  #  P  < 0.05,  ###  P  < 0.001  vs  each other (one-way ANOVA 

with Dunnett’s T3  post-hoc  test). BDNF, brain-derived neurotrophic 

factor; UCP2, uncoupling protein 2; C, cortex; EC, entorhinal cortex; 

H/Hip, hippocampus; KA, kainic acid.  
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    Exogenous Irisin Treatment Increases BDNF 
and UCP2 Expression in the Hippocampus and Cortex 
in KA-Induced Epilepsy 

 The expression of BDNF and UCP2 in brain sub-regions was 

evaluated on days 3 and 170 in each group ( n  = 5/group). 

Western blotting showed decreased BDNF and UCP2 

expression in the hippocampus and cortex on both day 3 

(Fig.  3 A,  C ,  D ) and day 170 (Fig.  3 B,  E ,  F ) following KA 

administration. Immunohistochemistry also showed reduced 

levels of BDNF after KA administration (representative 

images in EC are shown in Fig.  3 H,  P  < 0.001). 

 Exogenous irisin treatment signifi cantly increased the 

level of BDNF as assessed by both western blotting (cortex 

and hippocampus, day 3, Fig.  3 A,  D ; day 170, Fig.  3 B,  E ) 

and immunohistochemistry ( n  = 5/group, EC, Fig.  3 G–J) 

compared with the Saline+KA group. Synchronously, the 

elevated levels of UCP2 in the hippocampus and cortex were 

confi rmed by western blots on both day 3 (Fig.  3 A,C) and 

day 170 (Fig.  3 B,  F ). Altogether, the results suggested that, 

in KA-induced chronic epilepsy, exogenous irisin treatment 

increases the expression of BDNF and UCP2 in the hip-

pocampus and cortex. 

    Exogenous Irisin Treatment Reduces High KA-induced 
DCF/Mito-SOX Levels 

 The levels of oxidative stress were evaluated by measuring 

DCF/Mito-SOX [ 43 ] in the hippocampus and cortex 24 

h and 3 days after KA administration ( n  = 5/group). KA 

administration led to a remarkable increase in the DCF 

level in both the cortex (Fig.  4 A) and the hippocampus 

(Fig.   4 B). Synchronously, the level of Mito-SOX was 

increased in the cortex (Fig.   4 C) and the hippocampus 

(Fig.   4 D) after KA administration. Conversely, in the 

Irisin+KA group, the DCF levels signifi cantly decreased 

in the cortex (24 h,  P  < 0.001; day 3,  P  < 0.001, Fig.  4 A) 

and in the hippocampus (24 h,  P  < 0.001; day 3,  P  < 

0.001, Fig.  4 B) compared with those in the Saline+KA 

group. Similarly, Mito-SOX showed decreased levels in 

rats treated with irisin in both the cortex (24 h,  P  < 0.001; 

day 3,  P  < 0.001, Fig.  4 C) and the hippocampus (24 h,  P  
< 0.001; day 3,  P  < 0.001, Fig.  4 D). Representative Mito-

SOX fl ow cytometry results for each group are shown in 

Fig.  4 E. The results indicated that the increased levels of 

oxidative stress induced by KA are partly reversed by exog-

enous irisin treatment.         

  Fig. 4       Eff ects of exogenous irisin treatment on oxidative stress.  A, 
B  DCF levels in cortex and hippocampus ( n  = 5/group).  C, D  Mito-

SOX levels in cortex and hippocampus ( n  = 5/group).  E  Repre-

sentative Mito-SOX changes as measured by fl ow cytometry on day 

3. *** P  < 0.001  vs  controls;  ###  P  < 0.001  vs  each other (one-way 

ANOVA with Dunnett’s T3  post-hoc  test). Hip, hippocampus; KA, 

kainic acid; DCF, 2’,7’-dichlorofl uorescin.  
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    Genipin Administration Reverses the Increased UCP2 
and Reduced DCF and Mito-SOX Levels Due to Irisin 
Treatment 

 The expression of BDNF and UCP2 in brain sub-regions 

was measured in each group ( n  = 5/group) using western 

blotting on days 3 and 170 following KA administration. 

The results showed that their expression was signifi cantly 

higher in irisin-treated rats (Saline+Irisin+KA) than in the 

Saline+KA group (Fig.  5 A–F), while genipin administration 

(Genipin+Irisin+KA) decreased UCP2 expression in the 

hippocampus and cortex on both day 3 ( P  < 0.001, Fig.  5 A, 

 C ) and day 170 ( P  = 0.02, cortex;  P  = 0.03, hippocampus, 

Fig.  5 B,  F ) compared with the Saline+Irisin+KA group. 

However, the BDNF level showed almost no change after 

genipin treatment (Fig . 5 A,  B ,  D ,  E ).         

 The levels of oxidative stress were assessed in the hip-

pocampus and cortex at 24 h and 3 days after KA admin-

istration ( n  = 5/group). The results showed that genipin 

administration led to an increased level of DCF in both the 

cortex (24 h,  P  < 0.001; day 3,  P  < 0.001, Fig.  5 G) and the 

hippocampus (24 h,  P  < 0.001; day 3,  P  < 0.001, Fig.  5 H). 

Moreover, there was a similar increase in Mito-SOX levels 

in the cortex (F i g.  5 I) and hippocampus (Fig.  5 J) at 24 h and 

day 3 compared with those in the rats treated with saline 

(Saline+Irisin+KA group). Representative Mito-SOX fl ow 

cytometry results are shown in Fig.  5 K. The results indicated 

that genipin reverses the reduction of oxidative stress by 

irisin as measured by DCF and Mito-SOX levels. 

    Genipin Administration Reverses the Attenuating 
Eff ect of Exogenous Irisin on KA-induced Epilepsy 

 Spontaneous seizure behavior and EEGs were recorded in 

each group at preset time points between days 30 and 170. In 

the Genipin+Irisin+KA group ( n  = 10), the cumulative sei-

zure duration in stages 1–5 was signifi cantly longer than that 

in the Saline+Irisin+KA group ( n  = 8) at all time points ( P  
< 0.001, Fig.  6 A). Because the spontaneous seizures mainly 

corresponded to stages 1–3, the cumulative number and the 

duration of stage 1–3 seizures were further analyzed in each 

group. The number and duration of seizures were greater in 

the genipin-treated rats than those in the Saline+Irisin+KA 

group (Fig.  6 B,  C ). For example, at day 170, the cumulative 

duration (317.04 ± 50.14 s) and number (96.87 ± 19.11) of 

stages 1–3 seizures in the Genipin+Irisin+KA group were 

signifi cantly higher than those in the Saline+Irisin+KA 

group (58.38 ± 5.78 s and 38.42 ± 8.64;  P  < 0.001, Fig.  6 B, 

 C ). Representative EEGs and their power spectral analyses 

are shown in Fig.  6 D–F. The behavioral and EEG results 

showed that genipin reverses the inhibition of KA-induced 

chronic epilepsy by exogenous irisin.         

    Genipin Administration Reverses the Irisin-mediated 
Enhancement of Learning and Memory in KA-induced 
Epilepsy 

 The diff erences in learning and memory were evaluated with 

the water maze test. The results showed that latency to reach 

the platform was signifi cantly prolonged in genipin-treated 

rats ( n  = 10) compared with Saline+Irisin+KA rats ( n  = 8, 

 P  < 0.001, Fig.  6 G). Moreover, there was a decrease in tar-

get quadrant time ( P  = 0.002, Fig.  6 H) and target zone fre-

quency ( P  = 0.012, Fig.  6 J), together with a longer opposite 

quadrant time ( P  < 0.001, F i g.  6 I). Meanwhile, the results 

of the NOR test showed that the elevated level of interac-

tion with the new object in irisin-treated rats was reversed 

by genipin administration ( n  = 10, Genipin+Irisin+KA 

group, Fig.  7 K, L). The results indicated that genipin partly 

reverses the protective eff ect of irisin against the learning 

and memory defect induced by KA. Representative tracks 

of rats searching for the platform are shown for each group 

in Fig.  6 K.         

    Genipin Administration Reverses the Inhibitory Eff ect 
of Irisin on KA-induced Apoptosis and Neuronal 
Degeneration 

 Changes in the apoptosis-related proteins caspase-3 and 

activated caspase-3 were assessed by western blots on day 

3 after KA administration to evaluate the eff ect of genipin 

on the anti-apoptosis eff ect of irisin. As described above, 

irisin signifi cantly reduced the level of activated caspase-3 in 

both the cortex and hippocampus (day 3, cortex,  P  < 0.001; 

hippocampus,  P  < 0.001; Fig.  7 A,  C ), with an increased 

caspase-3 level (Fig.  7 A,  B ). The brain sub-regions of rats 

treated with genipin (Genipin+Irisin+KA group), however, 

showed a signifi cantly higher level of activated caspase-3 

than that in Saline+Irisin+KA rats (day 3, cortex,  P  < 0.001; 

hippocampus,  P  < 0.001; Fig.  7 A,  C ). The results indicated 

that genipin reverses the anti-apoptosis eff ect of irisin on 

KA-induced apoptosis. 

 To analyze the degeneration of neurons further, FJB-

positive signals were counted in each group of rats after 

KA administration (Fig.  7 D–J). Signifi cantly increased FJB-

positive signals on day 3 were observed in both the hip-

pocampus (CA2,  P  < 0.001, Fig.  7 F,  J ) and EC ( P  < 0.001, 

F i g.  7 I,  J ) in the Genipin+Irisin+KA group compared with 

those in the Saline+Irisin+KA group (CA2, Fig.  7 E,  J ; EC, 

Fig.  7 H,  J ). Similar changes in FJB signals were observed at 

24 h (data not shown). The FJB staining results showed that 

the irisin-mediated inhibition of neuronal injury is reversed 

after genipin treatment. The results highlighted the potential 

contribution of UCP2 to the strong neuroprotective eff ect of 

irisin treatment in KA-induced epilepsy. 
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     Discussion 

 Irisin is mainly produced in skeletal muscle after exercise 

[ 35 ]. During exercise, the expression of FNDC5/irisin in the 

CNS increases, in turn aff ecting a range of biological activi-

ties including mitochondrial biosynthesis, synaptic plastic-

ity, mitochondrial  Ca 2+  homeostasis, and active oxygen gen-

eration [ 63 ,  64 ]. The above eff ects are closely associated 

  Fig. 5       Genipin administration reverses the increased level of UCP2 and 

oxidative stress reduction due to exogenous irisin treatment.  A, B  Levels 

of UCP2 and BDNF on day 3 ( A ) and day 170 ( B ) after KA treatment 

( n  = 5/group).  C, F  Normalized intensity of UCP2 relative to GAPDH. 

 D, E  Normalized intensity of BDNF relative to GAPDH.  G, H  DCF 

levels in cortex and hippocampus ( n  = 5/group).  I, J  Mito-SOX levels 

in cortex and hippocampus ( n  = 5/group).  K  Representative Mito-SOX 

changes assessed by fl ow cytometry on day 3. * P  < 0.05, ** P  < 0.01, 

*** P  <  0.001  vs  Saline+KA group;  #  P  < 0.05,  ###  P  < 0.001  vs  each 

other (one-way ANOVA with Dunnett’s T3  post-hoc  test). C, cortex; H/

Hip, hippocampus; KA, kainic acid; BDNF, brain-derived neurotrophic 

factor; UCP2, uncoupling protein 2; DCF, 2’,7’-dichlorofl uorescin.  
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  Fig. 6       Genipin administration reverses the protective eff ect of iri-

sin administration on seizures and the learning and memory defect. 

 A  Cumulative seizure duration of stage 1–5 seizures from day 30 to 

day 170 after KA injection (Saline+KA group,  n  = 12; Irisin+KA 

group,  n  = 8; Genipin+Irisin+KA group,  n  = 10).  B  Cumulative 

time in stage 1–3 seizures.  C  Cumulative number of stage 1–3 sei-

zures.  D – F  Representative electroencephalogram (EEGs) and cor-

responding analysis of frequency spectrum and power spectrum on 

day 170. * P  < 0.05, ** P  < 0.01, *** P  < 0.001  vs  Saline+KA group 

(one-way ANOVA).  ##  P  < 0.01,  ###  P  < 0.001  vs  each other (one-way 

ANOVA with Dunnett’s T3  post-hoc  test).  G  Latency to fi nd the plat-

form (Saline+Irisin+KA group,  n  = 8; Genipin+Irisin+KA group,  n  
= 10).  H  Percentage of time in target quadrant.  I  Percentage of time 

in opposite quadrant.  J  Number of platform crossings.  K  Trajecto-

ries in Morris water maze. * P  < 0.05, ** P  < 0.01, *** P  < 0.001  vs  
Saline+Irisin+KA group (one-way ANOVA). KA, kainic acid.  
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with epileptogenesis and seizures [ 65 – 67 ]. For example, 

ROS-induced oxidative stress injuries have been found along 

with epilepsy and seizures [ 68 ,  69 ]. Mitochondria are vul-

nerable to oxidative stress and ROS-induced mitochondrial 

injury leads to defects in energy metabolism, which play 

key roles in the initiation and development of epilepsy [ 18 ]. 

Irisin has been shown to reduce oxidative stress damage 

and increase free radical scavenging in various models [ 70 , 

 71 ]. For example, irisin signifi cantly reduces the excessive 

accumulation of the superoxide anion and the production of 

malondialdehyde (the fi nal oxidation product of lipid peroxi-

dation) after cerebral tissue infarction due to ischemic injury 

[ 72 ]. Intravenous administration of exogenous irisin protects 

the heart from ischemia-reperfusion injury by increasing 

the expression of superoxide dismutase-1 and protecting 

mitochondrial function [ 29 ,  48 ]. Combined with the inhibi-

tory eff ect of irisin on ROS production, the previous results 

led us to speculate that irisin might have a neuroprotective 

eff ect against epilepsy by reducing oxidative stress [ 73 ]. The 

results of our study confi rmed our hypothesis. In the KA-

induced chronic epilepsy model, irisin signifi cantly attenu-

ated the seizures and the learning and memory defect, as 

well as reducing neuronal injury and oxidative stress. 

 Interestingly, as irisin is mainly produced in skeletal mus-

cle after exercise [ 35 ], over-excitation-induced contraction 

of skeletal muscle during the KA-induced seizures might 

lead to the increased irisin level. Indeed, an elevated iri-

sin level has been reported in children with uncontrolled 

  Fig. 7       Genipin reverses neuronal protection of exogenous irisin.  A –
 C  Levels of apoptosis-related proteins on day 3 ( n  = 5/group).  D – J  
FJB (Fluoro-Jade B) signal patterns in CA2 and EC on day 3 ( n  = 

5/group; scale bar, 100 μm).  K, L  The novel object recognition test 

( K ) and identifi cation index ( L ) of rats in each group ( n  = 10/group, 

on day 30). ** P  < 0.01, *** P  < 0.001  vs  Saline+KA group (one-

way ANOVA);  ###  P  < 0.001  vs  each other (one-way ANOVA with 

Dunnett’s T3  post-hoc  test). C, cortex; CA2, cornu ammonis 2; EC, 

entorhinal cortex; H/Hip, hippocampus; KA, kainic acid.  
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epileptic seizures [ 74 ]. However, signifi cant neuronal injury 

was found after KA administration. The results suggest that 

even if irisin might be produced by KA-induced seizures, it 

is not suffi  cient to resist the neuronal injury induced by KA 

administration. The detailed changes of endogenous irisin 

levels and the contribution in KA-induced chronic spontane-

ous epilepsy need further investigation. 

 The neuronal protection of irisin/FNDC5 through the 

regulation of BDNF has been confi rmed. After endurance 

exercise, the level of FNDC5/irisin in the CNS is increased, 

further increasing the expression of BDNF in the brain 

[ 35 ]. Exogenous administration of irisin through the lateral 

ventricle leads to enhanced BDNF expression and reduced 

brain injury caused by ischemia-reperfusion [ 75 ]. Similarly, 

after intravenous injection of FNDC5, BDNF gene expres-

sion is increased in mouse cortical cell cultures and the 

hippocampus [ 35 ]. As the precursor of irisin, FNDC5 may 

regulate the expression of BDNF through hydrolyzing into 

irisin. As a neurotrophic factor, BDNF is closely associated 

with changes in cell survival and function [ 76 ], and epilep-

togenesis and seizures. Continuous release of BDNF in the 

epileptic hippocampus attenuates seizures, improves cogni-

tive abilities, and reverses the histological and pathological 

changes in chronic epilepsy. In animal models of epilepsy 

induced by KA or pilocarpine, exogenous administration 

of BDNF reduces the toxic damage to neurons in the hip-

pocampus [ 40 ]. Our results confi rmed that exogenous irisin 

increased the expression of BDNF and signifi cantly attenu-

ated neuronal injury and seizure severity in KA-induced epi-

lepsy, but there were almost no changes in the BDNF level 

with genipin pretreatment. These results indicated that irisin 

exerts its neuroprotective and anti-epileptic eff ects through 

the BDNF pathway. 

 However, there are two aspects of BDNF in epilepsy. 

According to previous studies, BDNF is closely associated 

with the growth of both normal and injured neurons and 

aff ects neurotransmitter synthesis and neuronal excitability 

[ 38 ,  77 ]. It has been reported that sharply elevated levels 

of BDNF could lead to temporal lobe epilepsy by activat-

ing tropomyosin receptor kinase B (TrκB) as well as other 

downstream signaling cascades [ 78 ,  79 ]. At the beginning of 

certain eclamptic events such as lesions and infl ammation, 

the increased level of BDNF–TrκB in diff erent regions of the 

brain may cause increased excitability of the limbic system 

[ 80 ]. Therefore, it was thought that high levels of this neuro-

trophin might promote epileptogenesis in epileptic or injured 

brains because it may participate in the establishment of an 

excitatory neural network (especially in the hippocampal 

region) during the latent period [ 79 ]. 

 Nevertheless, some studies have reported that the elevated 

level of BDNF is one of the endogenous protective mecha-

nisms in epilepsy: the increased expression of BDNF dur-

ing a seizure protects neurons from further injury [ 81 ], and 

the upregulated levels of BDNF within the normal range 

decrease neuronal excitability by combining with the TrkB 

receptor [ 82 ,  83 ]. Accordingly, a previous statistical analysis 

reported that the level of BDNF in normal human plasma is 

4289 ± 1810 pg/mL, which is signifi cantly higher than that 

in the patients with epilepsy (977 ± 565 pg/mL) [ 84 ]. It has 

also been found that chronic injection of BDNF into the epi-

leptic hippocampus reduces excitability, thus partly alleviat-

ing seizures [ 83 ]. Previous reports have suggested that the 

BDNF–TrκB pathway is an important factor in the occur-

rence of epilepsy and seizures, although the possible roles 

and mechanisms are controversial. Diff erences in BDNF lev-

els and pathological states may explain its dual eff ects. More 

evidence is needed to establish the precise pathogenesis of 

BDNF–TrκB and its dual eff ects on epilepsy. 

 Downstream, the neuroprotective effect of BDNF is 

closely associated with UCP2, which has been shown to 

attenuate cell injury by inhibiting mitochondrial-mediated 

ROS production [ 66 ,  85 ,  86 ]. UCP2 is located in the inner 

membrane of the mitochondrion and belongs to a family 

of mitochondrial transporter proteins that are involved in 

energy production, apoptosis, and necrosis of cells [ 87 ]. In 

mitochondria, uncoupling of the respiratory chain and of 

oxidative phosphorylation converts the ADP of the proton 

gradient between the membrane space and the mitochondrial 

matrix into ATP. The energy destined to the ATP synthase 

disappears, it is consumed in the form of heat, and super-

oxide generation and energy storage are reduced [ 88 ]. The 

expression of mitochondrial UCP2 increases, followed by 

the uncoupling eff ect, and decreases cell death in animal 

models of acute brain injury [ 87 ] and Parkinson’s disease 

[ 89 ]. Conversely, a decreased UCP2 level leads to a neu-

rodegenerative process through mechanisms downstream 

from UCP2 [ 90 ,  91 ]. UCP2 stabilizes the mitochondrial 

inner membrane potential by changing the proton electro-

chemical concentration of the inner membrane, reduces the 

production of mitochondrial ROS and oxidative stress, and 

further protects myocardial cells from ischemia-reperfusion 

injury [ 85 ,  86 ]. Exogenous administration of BDNF upregu-

lates UCP2 expression and reduces the nervous system dam-

age caused by free radicals and oxidative stress [ 92 ]. As 

one of the BDNF regulators, exogenous irisin has also been 

reported to increase the expression of UCP2 [ 25 ]. Based on 

these results, we had reason to speculate that BDNF-regu-

lated UCP2 might contribute to the anti-seizure and neuro-

protective roles of irisin. Our results support this hypothesis. 

Increased expression of UCP2 and BDNF, and neuroprotec-

tive and anti-seizure eff ects were found after irisin treatment. 

Conversely, the UCP2 inhibitor genipin reversed the increase 

in UCP2 level, as well as attenuating the anti-seizure and 

neuroprotective eff ects of irisin. 

 Interestingly, irisin treatment 30 min before KA adminis-

tration also attenuated the KA-induced acute seizures. The 
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results indicated an additional neuroprotective mechanism 

besides BDNF and UCP2 in the acute period, e.g. mito-

chondrial  Ca 2+  homeostasis and glutamate release [ 67 ]. 

Further, the less severe acute seizures may also contribute 

to the attenuated chronic spontaneous seizures. The detailed 

mechanisms need to be explored by further research. 

 The pathological hallmarks of epilepsy are neuronal 

apoptosis and brain injury, which are caused by epilepsy-

induced excitotoxicity [ 93 ]. We used FJB staining to evalu-

ate the neuronal damage caused by KA and the neuronal 

protection of irisin [ 54 ,  94 ]. The results showed that FJB-

positive signals induced by KA were mainly located in the 

hippocampus and EC. Irisin reduced the FJB signals in the 

brain of epileptic rats. The hippocampus and EC are closely 

associated with seizures and cognition [ 95 ,  96 ]. Injury to 

the EC, which forms an epileptic network loop with the 

hippocampus, produces the recurrence of epileptic attacks, 

and further causes neuronal apoptosis [ 54 ,  96 ,  97 ]. Irisin 

can attenuate such neuronal damage [ 98 ]. Our experiments 

also showed that irisin protected against the neuroexcita-

tory damage in the hippocampus and EC induced by KA. 

Inhibiting the formation of the epileptic circuit by inhibiting 

neuronal damage in the hippocampus and EC may contribute 

to the anti-seizure eff ects of irisin, even though duality of the 

GABAergic signal on the excitability of neurons has been 

reported [ 28 ,  99 ]. 

 In addition, in KA-induced chronic spontaneous epi-

lepsy, increased levels of oxidative stress and neuronal 

injury were found as early as 24 h, which is much earlier 

than the occurrence of spontaneous seizures. The results 

indicated a possible contribution of early neuronal injury 

to the later seizures. Moreover, the early intervention in 

oxidative stress and neuronal injury by exogenous irisin 

treatment signifi cantly attenuated the later spontaneous 

seizures. Consequently, the early neuropathy after epilep-

togenic stimulation may play a critical role in the subse-

quent epileptogenesis. The early protection against oxida-

tive stress-induced neuronal injury may be a promising 

therapeutic strategy for epilepsy. 

 In conclusion, exogenous irisin treatment signifi cantly 

increased the expression of BDNF and UCP2. Meanwhile, 

irisin treatment reduced oxidative stress, neuronal injury, 

learning and memory defects, and epileptic seizures. Admin-

istration of a UCP2 inhibitor confi rmed the anti-seizure 

and neuroprotective eff ects of early irisin treatment in the 

KA-induced epilepsy model, and further indicated that the 

changed UCP2 level mediated by BDNF may be the underly-

ing protective mechanism in this model. 
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Abstract Fentanyl is a fully synthetic opioid with anal-

gesic and anesthetic properties. It has become a primary

driver of the deadliest opioid crisis in the United States and

elsewhere, consequently imposing devastating social, eco-

nomic, and health burdens worldwide. However, the neural

mechanisms that underlie the behavioral effects of fentanyl

and its analogs are largely unknown, and approaches to

prevent fentanyl abuse and fentanyl-related overdose

deaths are scarce. This review presents the abuse potential

and unique pharmacology of fentanyl and elucidates its

potential mechanisms of action, including neural circuit

dysfunction and neuroinflammation. We discuss recent

progress in the development of pharmacological interven-

tions, anti-fentanyl vaccines, anti-fentanyl/heroin conju-

gate vaccines, and monoclonal antibodies to attenuate

fentanyl-seeking and prevent fentanyl-induced respiratory

depression. However, translational studies and clinical

trials are still lacking. Considering the present opioid crisis,

the development of effective pharmacological and

immunological strategies to prevent fentanyl abuse and

overdose are urgently needed.

Keywords Fentanyl abuse � Neural mechanisms � Phar-

macological interventions � Fentanyl vaccines

Introduction

Fentanyl was initially designed and synthesized as a

valuable therapeutic for anesthesia and severe pain man-

agement. It exerts analgesic and rewarding effects by

binding to and activating l-opioid receptors (MORs).

Fentanyl has unique pharmacological properties, including

a rapid onset of action, high potency at activating MOR-

associated signaling in vivo (100-fold more potent than

morphine), high lipophilicity, and the induction of muscle

rigidity. Fentanyl abuse and overdose are becoming

increasingly more common [1, 2]. Moreover, fentanyl is

commonly mixed with cocaine, methamphetamine, heroin,

and other illicit drugs among addicts. Over 40% of opioid-

dependent people who inject drugs report lifetime pur-

poseful fentanyl use, which is independently correlated

with younger age, recent daily injection, and moderate/sev-

ere depression [3]. In the United States, urine drug test data

has shown that positivity rates for non-prescribed fentanyl

increased 1850% (from 0.9% in 2013 to 17.6% in 2018)

among cocaine-positive samples and increased 798% (from

0.9% in 2013 to 7.9% in 2018) among methamphetamine-

positive samples [4]. Positivity rates of co-occurring

methamphetamine, cocaine, and heroin have also increased

since 2013 among fentanyl-positive urine drug test results

[5]. Fentanyl abuse is rarely found in China, and its

manufacture, consumption, and storage are strictly con-

trolled [6–9]. All fentanyl-related substances have been
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included in the supplementary list of controlled narcotic

drugs and psychotropic substances with non-medical use in

China since May 1, 2019 [10] (http://www.mps.gov.cn/

n2254314/n2254487/c6473090/content.html).

Before and during the COVID-19 pandemic, the misuse

and abuse of fentanyl appear to have persistently increased in

the United States and elsewhere [11]. Overdose deaths and

infections among people who use drugs, including fentanyl,

increased during the COVID-19 crisis [12–14]. A study in

Ontario, Canada, showed that fentanyl use increased by

108% among patients who were treated with opioid receptor

agonists [15]. These patients have a high risk of COVID-19

infection, and their treatment can be problematic under

conditions of quarantine and isolation and considering the

scarcity of healthcare resources during the pandemic [16].

Prescription fentanyl demand has increased in critically ill

COVID-19 patients who require mechanical ventilation,

resulting in a shortage of intravenous fentanyl. The com-

bined use of intravenous and transdermal fentanyl may be an

option [17, 18]. However, intravenous fentanyl administra-

tion can disrupt brainstem respiratory systems, trigger

respiratory depression, and impair the microcirculatory

compensatory response to hemorrhage in the brainstem

and lungs. Therefore, COVID-19 patients who use fentanyl

should be closely monitored to avoid the exacerbation of

clinical outcomes [19–21].

The present review introduces the receptor pharmacol-

ogy and behavioral effects of fentanyl and elucidates the

potential neural mechanisms that underlie fentanyl abuse

from different perspectives, including neural circuit dys-

function and neuroinflammation. We also discuss the

progress in the development of pharmacological interven-

tions and active immunopharmacotherapies to attenuate

fentanyl abuse and its side-effects.

Abuse Potential of Fentanyl

Despite its widespread use for chronic pain and severe

cancer pain in the clinical setting, fentanyl and its analogs

have been shown to produce hyperlocomotion and strong

rewarding and reinforcing effects and have abuse potential.

Fentanyl Abuse and Withdrawal

Fentanyl induces a strong rewarding and reinforcing effects,

which is the main contributor to its abuse and overdose

deaths [22, 23]. Similar to morphine, fentanyl and its

analogs, including isobutyrylfentanyl, crotonylfentanyl,

para-fluorobutyrylfentanyl, b-methylfentanyl, param-

ethoxyfentanyl, fentanyl carbamate, and 3-furanylfentanyl,

have MOR agonist-like hyperlocomotor effects in mice

[24–26]. Self-administration models are commonly used to

evaluate the reinforcing effects of drugs. Both male and

female rats exhibit stable fentanyl self-administration, drug-

primed reinstatement, and yohimbine (stress)- and cue-

induced reinstatement [27]. When rats self-administer

fentanyl with short access (ShA; 1 h are trained to duration

daily) or long access (LgA; 6 h duration daily), both ShA and

LgA rats exhibit an increase in craving during fentanyl-,

yohimbine-, and cue-induced reinstatement [27], indicating

strong fentanyl abuse potential. Monroe and Radke estab-

lished an aversion-resistant fentanyl self-administration

model in mice, and found that when quinine is added to the

fentanyl solution, mice still robustly respond and consume

the solution in both a home-cage two-bottle choice task and

operant response task [28]. In addition, a fentanyl vapor self-

administration model has been successfully established in

mice. This model recapitulates key features of opioid

addiction, including the escalation of fentanyl intake,

somatic signs of withdrawal, punishment-resistant fentanyl

intake, and relapse [29]. A study that combined fentanyl

vapor self-administration and a behavioral economics

approach found more inelastic demand for fentanyl and an

increase in maximal response output in LgA (12 h) rats

compared with ShA (1 h) rats [30]. These studies indicate

that fentanyl is a powerful addictive drug with high abuse

potential, which partially explain the sharp rise in fentanyl

abuse in recent years.

Although chronic high-dose fentanyl administration

reduces anxiety-like behavior, lowers sensitivity to painful

stimuli, and decreases sensitivity to cocaine, fentanyl

withdrawal increases anxiety-like behavior [31]. Sponta-

neous and naloxone-precipitated withdrawal from 2 weeks

of intermittent fentanyl exposure also causes weight loss and

increases signs of distress in both mice and rats [32]. States of

opioid dependence and withdrawal can profoundly influence

fentanyl reinforcement and the efficacy of therapeutic

medications. The reinforcing effects of fentanyl increase in

morphine-withdrawn rats, reflected by a rightward shift of

the fentanyl dose-response curve with an increase in

maximal effectiveness, whereas the reinforcing effects of

fentanyl decrease in opioid-dependent rats [33]. However,

no antinociceptive cross-tolerance occurs with repeated

microinjections of morphine and fentanyl into the ventro-

lateral periaqueductal gray, which may be attributable to the

different signaling mechanisms that mediate morphine- and

fentanyl-induced antinociception [34, 35].

Influential Factors

The behavioral effects of fentanyl administration are

influenced by sex, animal strain, and genetic and environ-

mental factors. Fentanyl potently induces an acute
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locomotor response and behavioral sensitization in female

rats but more potently induces contextual reward in a

conditioned place preference paradigm in male rats [36].

Under a fixed-ratio 5 schedule of reinforcement and multi-

day progressive-ratio schedule in a behavioral economics

analysis, female rats exhibit greater reinforcing efficacy of

fentanyl than male rats. In a fentanyl versus. food choice

procedure, male rats are more sensitive to fentanyl than

females [37]. Remifentanil self-administration-induced

neuroadaptations have been shown to differ between males

and females, indicating that sex-specific interventions that

target opioid-induced adaptations should be developed

[38]. Species differences have been found in the expression

of fentanyl withdrawal-associated pain. Spontaneous and

ongoing pain is preferentially expressed in rats, whereas

withdrawal-associated thermal hyperalgesia is found only

in mice [32]. Genetic and environmental factors influence

the risk of opioid use disorder. Hnrnph1 mutant mice

exhibit lower behavioral sensitivity to fentanyl, suggesting

that the expression of this gene may be a biomarker that

reflects addictive properties [39].

Unique Pharmacology of Fentanyl Treatment

Fentanyl is known to be a strong MOR agonist, similar to

other opioids, such as morphine. The structural assessment

of agonist efficacy at MORs has revealed different patterns

between fentanyl and morphine [40, 41]. Principal com-

ponent analysis and computational functional analysis have

identified differences in ligand binding, intracellular sig-

naling events, and receptor conformational changes

between fentanyl and morphine, which may contribute to

the greater efficacy of fentanyl over morphine [40–42].

Chevalier et al. exploited the X-ray structure of the MOR

in complex with fentanyl and elucidated detailed fentanyl-

MOR interaction profiles, thus providing a structural basis

for the binding affinity, ligand recognition, and abuse

potential of fentanyl and its analogs [43]. Using molecular

dynamics techniques to identify binding events of the

MOR with fentanyl and its analogs carfentanil and

lofentanil, a previous study found that fentanyl induces

the unique rotameric conformation of M153, which is

required for inducing b-arrestin coupling [44]. These

studies provide structural and molecular insights into the

detailed mechanisms by which fentanyl binds to MORs,

which is helpful for the further optimization of fentanyl-

based analgesics with fewer side-effects and improved

safety and efficacy.

Fentanyl and its analogs can have serious side-effects,

such as increases in brain and kidney levels of malondi-

aldehyde, neuroadaptive changes in the brain, and accel-

eration of the onset of acute postoperative pain [45, 46].

After exposure to fentanyl and its analogs in rats, the

metabolite norfentanyl has been detected at high concen-

trations in urine and remains detectable for 3 days [47].

Fentanyl and its analogs have weak binding affinity for j-

opioid receptors, d-opioid receptors, and the r1 receptor,

which could contribute to the pharmacological actions and

side-effects of these drugs [22, 48]. Fentanyl also interacts

with non-opioid recombinant human neurotransmitter

receptors and transporters, such as the a1A and a1B

adrenoceptor subtypes and the dopamine D1 and D4

receptor subtypes [49]. Human ether-a-go-go-related gene

channels have been associated with fentanyl-induced

sudden death, and this is exacerbated by hypoxia,

hypokalemia, or alkalosis [50, 51]. The complex receptor

pharmacology of fentanyl contributes to the different

clinical manifestations of fentanyl use, including respira-

tory and cardiothoracic side-effects and overdose deaths.

Recent studies have reported that fentanyl inhibites the

viability and invasion of non-small-cell lung cancer cells

by reversing the expression of microRNA-331-3p and

histone deacetylase 5 [52]. Fentanyl has been shown to

have anti-leukemia activity via suppression of the STAT5

and Ras pathways [53]. Fentanyl inhibits the progression,

invasion, and migration of gastric cancer cells by sup-

pressing activity of the phosphoinositide 3-kinase (PI3K)/

protein kinase B (Akt)/matrix metalloprotoneinase-9 sig-

naling pathway [54]. Fentanyl also stimulates tumor

angiogenesis and promotes the migration of some but not

all tested human lung cancer cells; this may be related to

the activation of multiple pro-angiogenic signaling path-

ways, including vascular endothelial growth factor receptor

2/focal adhesion kinase/PI3K/Akt and small guanosine

triphosphatases [55]. This study indicates that fentanyl use

in cancer patients may have potential adverse effects and

should be administered with caution. The b-arrestin 2

pathway plays an important role in recovery from opioid

overdose [56], and ketamine may help attenuate some of

the adverse physiological consequences of fentanyl use

[21]. Li et al. found that ketamine combined with fentanyl

and dexmedetomidine induces safer and more efficient

anesthesia than ketamine alone [57]. These studies provide

insights into the molecular basis and signaling pathways

that mediate the multiple pharmacological effects of

fentanyl and its analogs.

Neural Circuit Dysfunction and Neuroinflamma-
tion Underlying Fentanyl Misuse and Abuse

Perinatal fentanyl exposure in newborn male and female

mice leads to signs of spontaneous somatic withdrawal-

related behavior, an increase in anxiety-like behavior, and

impaired sensory function that lasts at least to adolescence
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[58, 59]. Moreover, this exposure impaires synaptic

transmission in the somatosensory cortex (SC) and anterior

cingulate cortex (ACC), reduces ketamine-evoked cortical

oscillations, and reduces the morphology of basal dendrites

of pyramidal neurons in the SC [59]. Fentanyl binds to

MORs in molecular-layer interneurons to reduce c-

aminobutyric acid (GABA)ergic neurotransmission to

Purkinje cells, thus inhibiting sensory information process-

ing [60]. In addition, fentanyl and morphine exposure

during therapeutic hypothermia does not impair neurode-

velopment and does not significantly affect cognition,

language, or motor function in infants, but the long-term

effects need further investigation [61]. Here, we describe

the potential neural mechanisms that are involved in the

pathophysiology of fentanyl abuse and fentanyl-related

side-effects (Fig. 1).

Reward and Stress Circuits

Drug addiction is viewed as a disorder of dopamine

neurotransmission and the reward system in the brain,

especially dopamine-releasing neurons in the ventral

tegmental area (VTA) and its extensive projections

[62, 63]. Previous studies have shown that fentanyl vapor

self-administration causes long-lasting neuroadaptations of

GABAB receptor-mediated currents in VTA dopamine

neurons [29]. Both subcutaneous and intravenous fentanyl

administration significantly increase dopamine release in

the nucleus accumbens (NAc) and have reinforcing effects

[64]. RNA sequencing has revealed that repeated fentanyl

withdrawal elicits distinct transcriptional activity in the

VTA and NAc in male and female rats [65]. In addition,

fentanyl exhibits an affinity for, and effects on, recombi-

nant human neurotransmitter transporters, including dopa-

mine receptor subtypes [49]. These studies indicate that the

dopamine system mediates the rewarding and reinforcing

effects of fentanyl abuse.

The orexin system is involved in the pathophysiology of

opioid addiction, and orexin receptor antagonism attenu-

ates drug-seeking behavior and relapse [66, 67]. Intermit-

tent fentanyl self-administration induces a multifaceted

addiction-like state and increases the number of orexin

neurons in both the dorsomedial/perifornical hypothalamus

and lateral hypothalamus [68]. The orexin receptor 1

antagonist SB-334867 decreases fentanyl intake, decreases

motivation for fentanyl, and attenuates the cue-induced

reinstatement of fentanyl-seeking [68, 69]. Intravenous

fentanyl also decreases glutamate release and increases

GABA release in the anterior hypothalamus, measured by

the push-pull superfusion technique, and this is reversed by

intrahypothalamic administration of the opioid receptor

antagonist naloxone [70]. In addition, corticotropin-releas-

ing factor (CRF) in the bed nucleus of the stria terminalis

(BNST) is a critical driver of stress-induced relapse to

drug-seeking. Intra-BNST microinjections of the CRF1

receptor antagonist R121919 decreases cue-induced fen-

tanyl-seeking and fentanyl-associated conditioned rein-

forcement in rats [71].

The SC and dorsal raphe nucleus (DRN) are critical

regions involved in nociception and may also play a critical

role in the process of fentanyl misuse. Fentanyl adminis-

tration alteres the firing activity of neurons and serotonin

(5-hydroxytryptamine, 5-HT) efflux in the DRN, which

may involve both opioid and 5-HT1A receptors [72, 73].

Autoradiographic mapping has shown that sufentanil

tolerance is associated with the large-scale downregulation

of MOR binding sites in various brain regions, including

the DRN and SC [74]. Fentanyl decreases synaptic

excitation and inhibits nociceptive stimulus-induced corti-

cal activity in both the ACC and SC [59, 75]. Synchro-

nization between the right SC and right hippocampus is

Fig. 1 Schematic of potential

neural mechanisms of fentanyl

abuse. Specific types of neurons

and neural circuits that are

involved in fentanyl taking and

seeking are shown in a sagittal

cross-section of the brain. SC,

somatosensory cortex; ACC,

anterior cingulate cortex; VTA,

ventral tegmental area; NAc,

nucleus accumbens; Hypo,

hypothalamus; BNST, bed

nucleus of the stria terminalis;

PrL, prelimbic cortex; OFC,

orbitofrontal cortex; Pir, piri-

form cortex; DRN, dorsal raphe

nucleus.
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also impaired postoperatively after anesthesia with fentanyl

and droperidol [76].

Chronic drug use is often accompanied by the loss of

cognitive control, which is closely linked to the dysfunc-

tion of frontal cortex regions. Remifentanil self-adminis-

tration causes a long-lasting hypoactive basal state of

pyramidal neurons in the prelimbic cortex (PrL) in females,

and this is driven by a reduction of a-amino-3-hydroxy-5-

methyl-4-isoxazolepropionic acid receptor-mediated exci-

tatory synaptic transmission [38]. In addition, remifentanil

self-administration has bidirectional effects on PrL layer

5/6 pyramidal neuron GABAB–G protein-coupled inwardly

rectifying K? channel signaling in males [38]. Moreover,

the chemogenetic activation of PrL pyramidal neurons

reverses the deficits in cognitive flexibility, the basal

hypoactive state, and remifentanil-induced plasticity [38].

Reiner et al. developed a rat model of relapse to drug-

seeking after food choice-induced voluntary abstinence and

found that relapse to fentanyl-seeking is associated with an

increase in activation in the orbitofrontal cortex (OFC) and

its projection from the piriform cortex (Pir) but not in

projections from the basolateral amygdala or thalamus.

Using pharmacological inactivation and the anatomical

disconnection of projections between the Pir and OFC,

previous studies found that Pir–OFC projections play a

critical role in relapse to fentanyl-seeking after voluntary

abstinence [77, 78]. Future studies that use neural circuit-

defined imaging and manipulation techniques may shed

further light on the neurobiology of fentanyl relapse.

Neuroinflammation

Opioid misuse, tolerance, and withdrawal have been

reported to induce innate and adaptive neuroimmune

dysfunction, affect neuronal function, and modulate the

activation and phenotyping of microglial cells, thus

producing proinflammatory effects in the brain [79].

Fentanyl self-administration profoundly alters innate

immune proteins in the NAc and hippocampus. Fentanyl

administration increases the expression of cytokines (e.g.,

tumor necrosis factor a [TNFa], interleukin-1b [IL-1b],

and IL5), chemokines (e.g., C-C motif chemokine 20), and

interferon (IFN) proteins (e.g., IFNb and IFNc) in the NAc,

decreases several interleukins (e.g., IL-4 and IL-7),

chemokines (e.g., granulocyte-macrophage colony-stimu-

lating factor, monocyte chemoattractant protein 1, and

chemokine ligand 5), and interferons (e.g., IFNb and

IFNc), and stimulates IFN gene protein expression in the

hippocampus, which may initiate fentanyl misuse and

perhaps the development of opioid use disorder [80, 81].

Fentanyl administration increases mechanical and thermal

hyperalgesia, increases the expression of proinflammatory

cytokines (e.g., IL-1b, IL-6, and TNF-a) in the spinal cord

and dorsal root ganglia, and activates microglia in the

spinal cord in rats [82]. Repeated fentanyl administration

activates the NLRP3 inflammasome in astrocytes and

serotonergic neurons and promotes NLRP3-dependent

pyroptosis in the DRN. Furthermore, the antiinflammatory

agent minocycline and the NLRP3 inhibitor MCC950

prevent fentanyl-induced antinociception and hyperalgesia

[83]. Fentanyl has also been shown to reverse the

lipopolysaccharide-induced release of TNF-a, IL-1b, and

IL-10 by inhibiting Toll-like receptor-4 (TLR4) expression

and glycogen synthase kinase-3b activation [84]. These

studies indicate that neuroinflammation plays an important

role in opioid-induced analgesia and fentanyl-induced

hyperalgesia.

Gut microbiota and gut-brain communication also play a

critical role in opioid use and opioid tolerance [85, 86].

Chronic opioid use alters fecal microbial diversity and

composition and induces gut microbial dysbiosis in both

rodents and humans, accompanied by increases in periph-

eral and central inflammation [87–89]. Moreover, micro-

bial metabolites, such as short-chain fatty acids, are

reduced, and intestinal and blood-brain barrier integrity is

disrupted after opioid use, which could modulate the

development, maturation, and function of microglia and

exacerbate the neuroimmune responses [87, 89, 90]. Neu-

roinflammation that is induced by alterations of the

microbiota can ultimately contribute to behaviors that are

associated with opioid dependence [91, 92]. However, the

effects of fentanyl use on the gut microbiota remain

unknown. Future studies are needed to investigate the

influence of alterations of the microbiota on brain immu-

nity and function.

Pharmacological Interventions to Prevent Fen-
tanyl Abuse and Side-effects

Pharmacotherapies that target brain opioid receptors,

including agonists (e.g., methadone and buprenorphine)

and antagonists (e.g., naltrexone and naloxone), have been

approved by the Food and Drug Administration (FDA) for

the treatment of opioid use disorder. A meta-analysis has

shown that these treatments can reduce mortality among

opioid users [93]. A long-acting injection of extended-

release buprenorphine has been shown to be feasible for

users of heroin-containing fentanyl in an open-label trial

[94]. However, these pharmacotherapies are limited by

high relapse rates, a high risk of precipitating withdrawal in

individuals who are exposed to fentanyl, and weak efficacy

in preventing fentanyl overdose [95]. Thus, new

approaches and novel medications are still needed for the

treatment of opioid use disorder.
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Pharmacological Interventions to Prevent Fen-
tanyl-Seeking

Here, we summarize the currently available pharmacological

interventions to attenuate fentanyl taking and seeking in

rodents and nonhuman primates (Table 1). These interven-

tions mainly target opioid receptors and neurotransmitter and

neuropeptide systems. Intravenous and subcutaneous admin-

istration of the long-lasting MOR antagonist methocinnamox

reverses and prevents fentanyl-induced antinociception and

respiratory depression in rats [96]. Methocinnamox attenuats

heroin self-administration in rhesus monkeys, which contin-

ues to display efficacy even at very low plasma levels [97].

Contingent administration of the j-opioid receptor agonists

U50488 and nalfurafine decrease fentanyl choice, which is

blocked by the selective j-opioid receptor antagonist nor-

binaltorphimine [98]. Levo-tetrahydropalmatine is an antag-

onist of dopamine receptors that suppresses the rewarding

effects of fentanyl in the conditioned place preference

paradigm by inhibiting the phosphorylation of extracellular

signal-regulated kinase (ERK) and cyclic adenosine

monophosphate response element binding protein (CREB)

in the hippocampus, NAc, and prefrontal cortex in mice [99].

The acute stimulation of 5-HT2A receptors with the

psychedelic 2,5-dimethoxy-4-iodoamphetamine decreases

the economic demand for fentanyl and food after intermittent

and continuous-access self-administration [100]. In a rat

model of relapse, the glucagon-like peptide-1 receptor (GLP-

1R) agonist exendin-4 reduces fentanyl self-administration in

rats but causes malaise-like behavior. A novel dual agonist of

GLP-1Rs and neuropeptide Y2 receptors, GEP44, reduces

fentanyl self-administration with fewer adverse effects com-

pared with exendin-4 [101, 102]. The growth hormone

secretagogue receptor antagonist JMV2959 reduces fen-

tanyl-induced conditioned place preference and fentanyl

self-administration [64]. The glucocorticoid receptor antag-

onist PT150 reduces footshock-induced fentanyl-seeking

[103]. Intra-BNST injections of the CRF1 receptor antagonist

R121919 deceases cue-induced responding to fentanyl in both

opioid-dependent and nondependent rats [71]. Compared with

ShA and LgA to fentanyl, intermittent access increases the

motivation for fentanyl and total intake, which is reversed by

the orexin receptor-1 antagonist SB334867 [68].

Pharmacological Interventions to Attenuate Fen-
tanyl-Induced Respiratory Depression

Fentanyl overdose fatalities and the opioid crisis are mainly

attributable to drug-induced respiratory depression. Fen-

tanyl overdose induces hippocampal ischemia, accompa-

nied by delayed leukoencephalopathy [104]. Fentanyl but

not morphine alters mitochondrial morphology, depending

on the dosage and cell type, and this may be associated

with neuronal apoptosis [105, 106]. Fentanyl-induced

respiratory depression is associated with electrocortical

changes, underscoring the importance of considering the

activity of cortical and subcortical areas when evaluating

fentanyl-induced respiratory depression [107]. Fentanyl

and its analogs can rapidly produce airway closure and

rigidity in the upper airway and diaphragm chest wall,

which may involve a-adrenergic and cholinergic receptor-

mediated mechanical failure of the respiratory and cardio-

vascular systems [49, 108].

We summarize currently available pharmacological

interventions to prevent fentanyl-induced respiratory

depression in Table 2. D-amphetamine hastens the recovery

of arterial pH and partial pressure of CO2, O2, and sO2 in rats,

promotes the alleviation of respiratory depression, and

escalates the return of consciousness following high-dose

fentanyl [109]. The G protein-biased cannabinoid CB2

receptor agonist LY2828360 decreases fentanyl-induced

respiratory depression in wildtype mice but not in G protein-

biased CB2 receptor knockout mice [110]. The acyclic

cucurbit[n]uril molecular container calabadion 1 reverses

fentanyl-induced respiratory depression in rats [111]. The

selective a4b2 nicotinic receptor agonist A85380 confers

robust and rapid reversal of fentanyl-induced respiratory

depression, without any obvious side effects. A85380 also

significantly decreases respiratory depression and apnea

when co-administered with fentanyl and remifentanil [112].

Brackley et al. found that the peptide oxytocin receptor

agonist oxytocin acetate and the non-peptide oxytocin

receptor agonist WAY-267464 without vasopressin-1A

receptor cross-activation rescues fentanyl-induced respira-

tory depression [113]. The clinically approved superoxide

dismutase mimetic 4-hydroxy-2,2,6,6-tetram-

ethylpiperidine-N-oxyl (Tempol) has also been reported to

attenuate the cardiorespiratory depressant effects of fentanyl

without affecting its analgesic effects [114].

Altogether, mounting preclinical data provide proof-of-

concept of the efficacy of potential pharmacological

interventions to attenuate fentanyl-seeking and prevent

fentanyl-induced respiratory depression, demonstrating

their potential for the treatment of fentanyl abuse and

overdose. However, translational studies and clinical trials

still need to be conducted.

Progress in the Development of Anti-Fentanyl
Conjugate Vaccines as Candidate Medications

The management and prevention of fentanyl-related over-

doses are notable challenges. Anti-opioid vaccines may be

a promising therapeutic approach to prevent opioid over-

dose and reduce opioid-induced behavior, including drug
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Table 1 Summary of recent findings on pharmacological interventions to attenuate fentanyl taking and seeking.

Drug Route of

administration

Pharmacological

target

Subjects Paradigm (fen-

tanyl dose,

model)

Main findings References

SB-334867 IP Orexin-1 receptor

antagonist

Male

Sprague-

Dawley

rats

Self-administra-

tion and behav-

ioral economics

procedure

SB-334867 decreases motiva-

tion for fentanyl without

affecting drug consumption

at null cost

Fragale et al.
[69]

R121919 Intra-BNST

injections

Corticotropin-re-

leasing factor-1

receptor

antagonist

Male

Sprague-

Dawley

rats

2.5 mg/kg, infu-

sion, self-

administration

These patterns of responding

with R121919 treatment

result in less fentanyl-associ-

ated conditioned reinforce-

ment during test

Gyawali

et al. [71]

JMV2959 IP Growth hormone

secretagogue

receptor

antagonist

Male adult

Wistar

rats

20 or 30 lg/kg,

SC; 10 lg/kg,

IV

Pretreatment with JMV2959

significantly reduces the

number of active lever

presses and reduces fentanyl

seeking/relapse-like behavior

in rats on day 12 of forced

abstinence

Sustkova-

Fiserova

et al. [64]

Methocinnamox SC l-Opioid receptor

antagonist

Male and

female

rhesus

monkeys

0.00032 mg/kg,

infusion, self-

administration

Methocinnamox selectively

reduces opioid self-adminis-

tration and remains effective

at times when its plasma

levels are very low

Maguire

et al. [97]

U50488 and

nalfurafine

IV j-Opioid receptor

agonists

Male and

female

Sprague-

Dawley

rats

0, 0.32–10 lg/kg,

infusion, self-

administration

Both U50488 and nalfurafine

decrease fentanyl choice

when administered

contingently

Townsend

[98]

PT150 IP Glucocorticoid

receptor

antagonist

Male and

female

Sprague-

Dawley

rats

2.5 lg/kg, infu-

sion, self-

administration

Both footshock and yohimbine

reinstate fentanyl-seeking;

only footshock-induced rein-

statement is decreased by

PT150 (50 and 100 mg/kg)

Hammerslag

et al. [103]

Levo-

tetrahydropalmatine

IV Dopamine receptor

antagonist

Male

C57BL/

6 mice

0.05 mg/kg, con-

ditioned place

preference

Levo-tetrahydropalmatine sup-

presses the rewarding prop-

erties of fentanyl-induced

conditioned place preference;

the inhibitory effect may be

related to the suppression of

ERK and CREB phosphory-

lation in the hippocampus,

nucleus accumbens, and pre-

frontal cortex in mice

Du et al. [99]

GEP44 SC Novel dual agonist

of glucagon-like

peptide-1 recep-

tors and neu-

ropeptide Y Y2

receptors

Male

Sprague-

Dawley

rats

2.5 lg/kg, self-

administration

GEP44 attenuates opioid taking

and seeking at a dose that

does not suppress food intake

or produce adverse malaise-

like effects in fentanyl-expe-

rienced rats

Zhang et al.
[101]

2,5-Dimethoxy-4-

iodoamphetamine

(DOI)

IP Psychedelic

5-HT2A receptor

agonist

Male

Sprague-

Dawley

rats

2.5 lg/kg, injec-

tion, self-ad-

ministration,

intermittent and

continuous

schedules

DOI acts through 5-HT2A

receptors to alter economic

demand for fentanyl; in eco-

nomic food demand experi-

ments, DOI (0.4 mg/kg)

increases demand elasticity

and reduces food

consumption

Martin et al.
[100]
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self-administration in mice, rats, and nonhuman primates

[14, 115]. Vaccines produce fentanyl-specific antibodies

and sequester large amounts of these drugs in blood, thus

reducing biodistribution in the brain and preventing

binding to targeted receptors in the brain [116, 117].

Compared with FDA-approved small-molecule pharma-

cotherapies (e.g., methadone, buprenorphine, and naltrex-

one), fentanyl vaccines offer several potential clinical

benefits, including prolonged protection because of the

relatively long serum half-life, fewer side-effects by

directly binding and sequestering drugs in the periphery,

high selectivity, and no abuse liability. Vaccines that target

opioids (e.g., heroin, morphine, oxycodone, and hydro-

codone) and psychostimulants (e.g., cocaine and metham-

phetamine) have shown promising results in animal models

and are currently in various stages of preclinical develop-

ment [118–121]. Anti-fentanyl vaccines are still in the

early stages of development. Currently, several fentanyl

Table 1 continued

Drug Route of

administration

Pharmacological

target

Subjects Paradigm (fen-

tanyl dose,

model)

Main findings References

SB334867 IP Orexin-1 receptor

antagonist

Male

Sprague-

Dawley

male

rats

Intermittent self-

administration

Addiction-like behaviors

induced by intermittent

access to fentanyl are

reversed by SB-334867

Fragale et al.
[68]

IP, intraperitoneal; SC, subcutaneous; IV, intravenous; BNST, bed nucleus of the stria terminalis.

Table 2 Summary of recent findings on pharmacological interventions to prevent fentanyl-induced respiratory depression.

Drug Route of

administration

Pharmacological

target

Subjects Paradigm

(fentanyl

dose, model)

Main findings References

A85380 SC a4b2 nicotinic

acetylcholine

receptor

Male and

female

Sprague-

Dawley

rats

20 lg/kg, IV Co-administration of A85380 (0.06 mg/

kg) and fentanyl or remifentanil mark-

edly reduces respiratory depression and

apnea and enhances fentanyl-induced

analgesia

Ren et al.
[112]

D-amphetamine IV Dopamine D1

receptor

Male and

female

Sprague-

Dawley

rats

55 lg/kg, IV D-amphetamine attenuates respiratory

acidosis, increases arterial oxygenation,

and accelerates the return of con-

sciousness in the setting of fentanyl

intoxication

Moody et al.
[109]

LY2828360 IP G protein-biased

cannabinoid

CB2 receptor

Wildtype

and CB2

knockout

mice

0.2 mg/kg, IP Combination of CB2 agonist and fentanyl

may represent a safer adjunctive ther-

apeutic strategy compared with a nar-

cotic analgesic alone by attenuating the

development of opioid-induced respi-

ratory depression

Zavala et al.
[110]

Calabadion 1 IV Acyclic cucur-

bit[n]uril

molecular

container

Male Spra-

gue-Daw-

ley rats

12.5 or 25 lg/

kg, IV

Calabadion 1 selectively and dose-de-

pendently reverses the respiratory and

central nervous system side-effects of

fentanyl

Thevathasan

et al. [111]

Oxytocin and

WAY-267464

IP Oxytocin

receptor

Male Spra-

gue-Daw-

ley rats

60 nmol/kg,

IV

Without vasopressin 1A receptor cross-

activation, peptide and non-peptide

agonist activation of oxytocin receptors

(oxytocin and WAY-267464) rescue

fentanyl-induced respiratory depression

Brackley

et al. [113]

Methocinnamox IV and SC l-Opioid

receptor

Male Spra-

gue-Daw-

ley rats

0.0032–0.178

mg/kg, IV

Methocinnamox reverses and prevents

fentanyl-induced antinociception and

respiratory depression

Jimenez

et al. [96]

IP, intraperitoneal; IV, intravenous; SC, subcutaneous.
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and fentanyl/heroin vaccines have been developed with

different designs (Fig. 2), including the optimization of

fentanyl-based haptens and linker chemistry, the choice of

carrier proteins and adjuvants, delivery strategies, and the

development of novel carriers and delivery platforms

(Table 3).

Fentanyl Vaccines in Mice and Rats

Considering the devastating opioid crisis worldwide,

different carrier proteins, adjuvants, delivery strategies,

and fentanyl-based haptens are being developed to improve

fentanyl vaccine efficacy, shelf life, and safety. A vaccine

that consists of a fentanyl-based hapten that is conjugated

to the keyhole limpet hemocyanin (KLH) carrier protein or

GMP-grade subunit KLH reduces fentanyl distribution in

the brain and reduces fentanyl-induced antinociception and

respiratory depression in mice and rats [122]. Fentanyl-

tetanus toxoid (TT) conjugate vaccines elicit high anti-

fentanyl antibody titers and ablate lethal doses of fentanyl

and its analogs, including 3-methylfentanyl and a-

methylfentanyl [123]. A fentanyl-TT conjugate vaccine

has also beenreported to decrease fentanyl reinforcement,

increase food reinforcement in a fentanyl versus. food

choice procedure, and prevent the expression of opioid

withdrawal-associated increases in fentanyl choice in male

and female rats [124, 125]. Carfentanil is *100-fold more

potent than fentanyl and can be lethal at extremely low

doses. Pretreatment with the opioid receptor antagonist

naltrexone decreases the seeking of fentanyl and heroin but

not carfentanil [126]. Recently, two synthetic vaccines,

Carfen-ester-TT and Carfen-p-phenyl-TT, have been

shown to reduce carfentanil biodistribution in the brain

and blunt carfentanil-induced antinociception and respira-

tory depression [127].

A recent study found that a fentanyl vaccine that is

adjuvanted with a heat-labile toxin of E. coli, including

dmLT and LTA1, elicits higher levels of anti-fentanyl

antibodies than the traditional adjuvant alum. Vaccination

with sublingual dmLT or intranasal LTA1 confers the

robust blockade of fentanyl-induced analgesia and strong

central nervous system penetration of anti-fentanyl anti-

bodies [128]. This study also found that dmLT and LTA1

adjuvants and mucosal delivery enhance the immunogenic-

ity and efficacy of fentanyl conjugate vaccines. A novel

fentanyl vaccine, composed of a novel fentanyl hapten

(para-AmFenHap), a safe and immunogenic carrier protein

TT, and a potent liposomal adjuvant (ALF43A) that

contains monophosphoryl lipid A, has also been synthe-

sized and shown to prevent the side-effects of fentanyl

[129]. The stimulation of TLR5 may also be an option to

improve antibody production and enhance innate and

adaptive immunity during active vaccination against

Fig. 2 Design and production of fentanyl and fentanyl/heroin

conjugate vaccines. Using synthetic chemistry, a specific linker is

added to the fentanyl or fentanyl/heroin without affecting biological

functionality to create a hapten. Linkage of the fentanyl or fentanyl/

heroin hapten to the carrier protein occurs through bioconjugate

chemistry, and subsequent adjuvating of the immunologic stimulant

generates complete vaccines. These vaccines have been tested in

mice, rats, and nonhuman primates, where they have been shown to

enhance innate and adaptive immunity, produce fentanyl-specific

antibodies, sequester opioid drugs in the periphery, and prevent them

from entering the brain, thus attenuating the reinforcing effects of

fentanyl or fentanyl-contaminated heroin. IV, intravenous; IM,

intramuscular; SC, subcutaneous; IP, intraperitoneal.
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fentanyl and its analogs [130]. Robinson et al. developed

prophylactic vaccination and therapeutic vaccination that

consists of novel fentanyl-based haptens that are conju-

gated to carrier proteins. Prophylactic vaccination reduces

fentanyl- and sufentanil-induced respiratory depression,

antinociception, and bradycardia in mice and rats, and

therapeutic vaccination reduces fentanyl self-administra-

tion in rats [131]. Wang et al. developed a new fentanyl

conjugate vaccine that is conjugated to the Gala1-3Gal

epitope, which is based on preformed antibody-assisted

antigen presentation, and this vaccine reduces fentanyl-

associated side-effects [132].

Fentanyl Vaccines in Nonhuman Primates
and Monoclonal Antibodies against Fentanyl

In non-opioid-dependent rats and rhesus monkeys, fentanyl

vaccine administration blunts fentanyl reinforcement and

increases food reinforcement for a prolonged period

[124, 133]. A fentanyl-CRM197 conjugate vaccine produces

anti-fentanyl antibodies and attenuates fentanyl versus. food

choice in male and female rhesus monkeys [133]. A fentanyl-

TT conjugate vaccine increases plasma fentanyl levels *6-

fold and shifts fentanyl potency at least 10-fold in both

schedule-controlled responding and thermal nociception

assays in male rhesus monkeys [134]. Monoclonal antibodies

(mAbs), especially 6A4, have been generated in hybridomas

derived from mice vaccinated with a fentanyl conjugate

vaccine. These mAbs have been reported to sequester large

amounts of these drugs in blood, reverse fentanyl/carfentanil-

induced antinociception, and prevent fentanyl-induced lethal-

ity, which could be a promising approach to treat opioid

overdose and opioid use disorder [135]. a-Fentanyl mAbs

have been generated from mice immunized with a fentanyl-

sKLH conjugate vaccine. Pretreatment with these mAbs

reduces fentanyl-induced antinociception, respiratory depres-

sion, and bradycardia in mice and rats [136]. These studies

indicate that mAbs against fentanyl and its analogs have

potential applications for the treatment of opioid use disorder

and the prevention of overdose and toxicity.

Fentanyl/Heroin Vaccines

Overdose deaths caused by opioids have increased substan-

tially in recent years, attributable to the adulteration of these

drugs with fentanyl. Many immunopharmacotherapeutic

studies have focused on developing new vaccines that can

effectively target dual haptens to produce antibodies that are

able to sequester fentanyl and contaminated opioids in the

periphery. Blake et al. developed a heroin/fentanyl combi-

nation vaccine that consists of inulin-based formulations

(Advax) that contain a CpG oligodeoxynucleotide and act as

effective adjuvants when combined with a heroin conjugate.

This vaccine produces high-opioid-affinity serum antibodies

and reduces antinociception in both mice and cynomolgus

monkeys [137]. By implementing an optimized dual hapten,

a vaccine has been developed to produce antibodies that are

able to bind fentanyl-contaminated heroin in the periphery,

thus effectively blocking their analgesic effects [138]. A dual

fentanyl/heroin vaccine generates high-affinity anti-fentanyl

and anti-heroin antibodies and decreases the antinociceptive

potency of a fentanyl/heroin mixture but does not attenuate

combined fentanyl/heroin self-administration [139]. By

combining TT-6-AmHap (a heroin monovalent vaccine)

and TT-para-AmFenHap (a fentanyl monovalent vaccine) to

formulate a bivalent vaccine that is adjuvanted with lipo-

somes that contain monophosphoryl lipid A adsorbed on

aluminum hydroxide, a study found that this bivalent

conjugate vaccine induces dual immunogenic responses that

ablate the effects of both heroin and fentanyl in mice [140]. A

chemically contiguous heroin-fentanyl vaccine that uses a

hapten with one epitope that has domains for both fentanyl

and heroin has also been developed. This vaccine confers

protection against heroin and fentanyl in an antinociception

analysis [141]. Admixture vaccination strategies have also

been applied to target two different drug species and combat

fentanyl-adulterated heroin [142, 143]. These new fentanyl/

heroin vaccines appear promising but need further testing for

possible translation to clinical use.

Conclusions and Perspectives

In conclusion, fentanyl and its analogs have complex

receptor pharmacology and produce multifaceted behav-

ioral effects and clinical characteristics, including analge-

sia, anesthesia, sedation, and respiratory and cardiothoracic

side-effects. Fentanyl transdermal microneedles have a

rapid onset of antinociceptive action, providing an effec-

tive mode of opioid delivery for immediate pain relief with

limited side-effects [144]. Microneedles that are loaded

with low doses of fentanyl may reduce the risk of overdose

fatalities. Developing novel technologies to reduce the

clinical dose of fentanyl may be useful for mitigating the

opioid crisis. Mechanistically, the behavioral effects of

fentanyl likely result from a combination of its chemistry,

receptor pharmacology, receptor signaling, rapid distribu-

tion to the central nervous system, neural circuit dysfunc-

tion, and neuroinflammation. However, the detailed

neurobiological mechanisms that contribute to fentanyl

abuse and overdose remain largely unknown. Novel

effective pharmacological and psychosocial treatments

and vaccines are urgently needed.
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Drug self-administration procedures and investigations of

the choice between opioids and non-drug reinforcers are

recommended to evaluate the effectiveness of candidate

interventions in preclinical studies. States of opioid depen-

dence and withdrawal should also be considered because

such states can profoundly influence the results. The

currently available small-molecule pharmacotherapies that

mainly target MORs have limited efficacy to combat

fentanyl abuse and overdose. Further elucidation of the

molecular and structural bases of biased signaling and

interactions between fentanyl and MORs is promising for

optimizing fentanyl-based analgesics with fewer side-ef-

fects, a better safety profile, and higher efficacy. Future

studies are needed to improve the effectiveness of opioid

medications, such as G-protein biased MOR agonists, and

develop novel non-opioid medications that target other

systems, such as neurotransmitter and neuropeptide systems.

Traditional Chinese medicine, including herbal therapy and

acupuncture, has few side-effects and could also be consid-

ered for the treatment of fentanyl addition [145–147].

Anti-fentanyl vaccines produce antibodies that sequester

opioid drugs in the periphery and prevent them from

entering the brain and activating reward circuits. They have

high selectivity and long-lasting efficacy and do not

interfere with endogenous opioids, thus providing safe

and cost-effective interventions for the management of

fentanyl abuse and overdose. However, although several

fentanyl and fentanyl/heroin vaccines have been shown to

be effective in rodents and nonhuman primates, these

vaccines are still in preclinical stages and need to be

translated to the clinical treatment of opioid use disorder

and fentanyl overdose. To facilitate preclinical-to-clinical

translation and increase the success of drug discovery, it is

critical to develop clinically viable formulations and

optimize rational vaccine designs to maximize efficacy,

understand the immunological mechanisms that underlie

drug-motivated behavior and vaccine-evoked immune

responses, and identify biomarkers that are predictive of

individual variability and support patient stratification.
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74. Dı́az A, Pazos A, Flórez J, Hurlé MA. Autoradiographic

mapping of l-opioid receptors during opiate tolerance and

supersensitivity in the rat central nervous system. Naunyn

Schmiedeberg’s Arch Pharmacol 2000, 362: 101–109.

75. Peng YZ, Li XX, Wang YW. Effects of parecoxib and fentanyl

on nociception-induced cortical activity. Mol Pain 2010, 6: 3.

76. Xie P, Yu T, Fu XY, Tu Y, Zou Y, Lui S, et al. Altered

functional connectivity in an aged rat model of postoperative

cognitive dysfunction: A study using resting-state functional

MRI. PLoS One 2013, 8: e64820.

77. Reiner DJ, Lofaro OM, Applebey SV, Korah H, Venniro M,

Cifani C, et al. Role of projections between piriform cortex and

orbitofrontal cortex in relapse to fentanyl seeking after palat-

able food choice-induced voluntary abstinence. J Neurosci 2020,

40: 2485–2497.

78. Everett NA, Baracz SJ. A piriform-orbitofrontal cortex pathway

drives relapse to fentanyl-seeking after voluntary abstinence.

J Neurosci 2020, 40: 8208–8210.

79. Dominguini D, Steckert AV, Michels M, Spies MB, Ritter C,

Barichello T, et al. The effects of anaesthetics and sedatives on

brain inflammation. Neurosci Biobehav Rev 2021, 127:

504–513.

80. Cisneros IE, Cunningham KA. Self-administered fentanyl

profoundly impacts rat brain innate immune targets. Neuropsy-

chopharmacology 2021, 46: 247.

81. Ezeomah C, Cunningham KA, Stutz SJ, Fox RG, Bukreyeva N,

Dineley KT, et al. Fentanyl self-administration impacts brain

immune responses in male Sprague-Dawley rats. Brain Behav

Immun 2020, 87: 725–738.

82. Chang L, Ye F, Luo QH, Tao YX, Shu HH. Increased

hyperalgesia and proinflammatory cytokines in the spinal cord

and dorsal root ganglion after surgery and/or fentanyl admin-

istration in rats. Anesth Analg 2018, 126: 289–297.

83. Carranza-Aguilar CJ, Hernández-Mendoza A, Mejias-Aponte C,
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Abstract Neurons are highly interwoven to form intricate

neural circuits that underlie the diverse functions of the

brain. Dissecting the anatomical organization of neural

circuits is key to deciphering how the brain processes

information, produces thoughts, and instructs behaviors.

Over the past decades, recombinant viral vectors have

become the most commonly used tracing tools to define

circuit architecture. In this review, we introduce the current

categories of viral tools and their proper application in

circuit tracing. We further discuss some advances in viral

tracing strategy and prospective innovations of viral tools

for future study.

Keywords Viral tracing � Neural circuit � Anterograde �
Retrograde � Transsynaptic

Introduction

The human brain, consisting of nearly 86 billion highly

interwoven neurons, is the most complex and sophisticated

organ that instructs versatile physiological functions and

behaviors. Each neuron contacts or is contacted by tens of

thousands of other neurons via synapses, by which neurons

transmit information from one to another. These neurons

connect with each other to constitute intricate functional

networks, namely neural circuits, to precisely transmit and

process information in the brain. Unraveling the complex

organization of these circuits is crucial to decipher how

information is processed and how instructions are executed

to generate thoughts and guide versatile behaviors.

A number of techniques have been developed to define

the architecture of neural circuits. Fifty years have passed

since the first use of horseradish peroxidase as a retrograde

tracer in 1971 [1, 2]. Over the past half century, many new

chemical tracers have been developed, for example, the

anterograde tracer Phaseolus vulgaris-leucoagglutinin [3]

and dextran-amine [4], and the retrograde tracers Fluoro-

Gold [5] and cholera toxin B subunit [6], which did help to

characterize the overall architecture of neural circuits.

However, labeling strategies using these chemical tracers

are usually transient with no cell-type-specificity. In recent

years, the development of viral tracers has rapidly moved

forward the dissection of the neural circuit. Since the first

use of Herpes simplex virus (HSV) in neuroanatomical

tracing in 1974 [7], engineered viral vectors have become

the most commonly-used tools in neural circuit mapping,

due to reduced cytotoxicity, long-term expression of

reporter genes, efficient axonal transport or transsynaptic

transport, cell-type-specific access and spatiotemporal

transduction in a genetically modified background. Com-

bined with the Cre/Flp-mediated recombination strategy,

viruses containing fluorescent protein expression cassettes

can selectively trace neuronal somas, their projections, and

their synaptically connected neurons, thus lighting up the

neural circuits in the brain.

Viruses that are routinely used in neural tracing differ in

tropism, axonal or transsynaptic transport, and transgene

expression (Table 1). Therefore, it is important to
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understand the characteristics of different viruses in order

to choose the right tools for different purposes. In this

review, we introduce the key features of commonly used

viral vectors and their appropriate application for different

experimental needs, along with recent progress and

prospects in the development of advanced viral tracers to

meet more needs and resolve complicated problems.

Viral Tools in Neural Tracing

A century ago, people suffered from a disease character-

ized by blisters in the oral and genital regions. The arch-

criminal of this disease was unknown until the identifica-

tion of HSVs in 1923 [8]. HSVs infect skin epithelial cells,

spread through the sensory nerves, and finally reach the

neuronal perikarya in the central nervous system [9]. These

discoveries inspired scientists to test the possibility of

applying HSVs to circuit tracing in the 1980s [10, 11].

Since then, more types of viruses have been identified and

their genomes further genetically modified in the lab to

generate recombinant viruses. These viruses have been

widely used in neural tracing and promoted the dissection

of neural circuits.

Several types of viral tracer are routinely used, including

the HSV, adeno-associated virus (AAV) [12], canine

adenovirus-2 (CAV-2) [13], rabies virus (RV) [14], pseu-

dorabies virus (PRV) [15]. In general, based on their ability

to cross the synapses, viral tracers can be categorized into

two classes: non-transsynaptic and transsynaptic. The non-

transsynaptic viruses are unable to span synapses to other

neurons and are restricted to infected neurons, whereas the

latter can cross synapses and spread to other synaptically-

connected neurons. Both classes contain viruses that are

transported in the anterograde or retrograde direction along

axons. Detailed information regarding the different prop-

erties and applications of viruses has been extensively

reviewed [16–20]. Here, we summarize the features of

widely-used viruses in neural tracing (Fig. 1).

Non-transsynaptic Tracing Virus

As noted above, non-transsynaptic viruses are unable to

cross synapses and are restricted to locally infected

neurons. Based on the directionality of viral transport

along axons, non-transsynaptic viruses are further divided

into anterograde and retrograde viruses. Anterograde

viruses generally infect neuronal somas and viral transgene

products such as fluorescent proteins are transported from

neuronal somas to the axonal terminals, whereas retrograde

viruses usually infect nerve terminals and are transported

from the terminals to the somas.

Anterograde Viral Tracers

Non-transsynaptic anterograde tracing requires viruses to

infect neuronal somas and fully label their axonal terminals

either by the anterograde transport of viral particles or their

passive diffusion along axonal processes. With the expres-

sion of reporter genes from the virus and subsequent filling

throughout the neuronal soma and processes with

Table 1 Key characteristics of viruses commonly used in viral tracing.

Virus Genome type and

size

Payload capacity

(kb)

Spread

direction

Transsynaptic Integration into

genome

Onset and duration of

expression

HSV dsDNA

* 152 kb

30–40 Anterograde

Retrograde

Yes No Onset: hours

Duration: 5–7 days

AAV# ssDNA

* 4.7 kb

* 4.7 Anterograde

(except

AAVrg)

No

(except AAV1 and

AAV9)

No Onset: *1 week

Duration: months

CAV-

2

dsDNA

32 kb

* 30 Retrograde No No Onset: days to weeks

Duration: months

RV (-) ssRNA

* 12 kb

3.7–4 Retrograde Yes No Onset: *2 days

Duration: months

PRV dsDNA

* 142 kb

30–40 Retrograde Yes No Onset: hours

Duration: variable

dsDNA, double-stranded DNA; ssDNA, single-stranded DNA; ssRNA, single-stranded RNA; (-), negative sense; HSV, Herpes simplex virus;

AAV, adeno-associated virus; AAVrg, rAAV2-retro; CAV-2, canine adenovirus 2; RV, rabies virus; PRV, pseudorabies virus; kb, kilobase.
#AAV has many serotypes including AAV1, AAV2, AAV5, AAV8, and AAV9. All AAV types are anterogradely transported except AAVrg,

which is retrogradely transported. Only AAV1 and AAV9 can spread transsynaptically, whereas the other AAVs cannot
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Fig. 1 Schematic of different viral-tracing strategies. Viral-tracing

strategies can be divided into three classes based on their ability to

cross synapses: non-transsynaptic (upper), monosynaptic (middle),

and polysynaptic (lower). Each class contains both anterograde (left

panels) and retrograde (right panels) approaches based on the

transport direction of viruses. In anterograde tracing, viruses are

often injected into the somal region (injection area), infecting the

somas and fully labeling the axonal terminals by expression of

fluorescent proteins, thus tracing the terminal regions (projection

area). The non-transsynaptic viruses are unable to cross synapses

(upper left), whereas the monosynaptic or polysynaptic viruses can

transfer to the downstream neurons spanning one (middle left) or

multiple synapses (lower left). In non-transsynaptic retrograde

tracing, viruses are usually injected into the terminal region, in which

they infect the axon terminals and spread retrogradely to the somas

(upper right). In monosynaptic or polysynaptic retrograde tracing,

viruses are injected into the postsynaptic neuronal areas, are

transferred to the presynaptic terminals, and spread retrogradely to

the somas (middle right) or to further upstream synaptically-

connected neurons (lower right). The neurons that are in both green

and red indicate the co-expression of GFP and mCherry, while blue

neurons are not infected by viruses (the same convention is used in

the following figures). The black arrows indicate the spread direction

of viral particles. AAV, adeno-associated virus; AAV1, one subtype

of AAV; AAVrg, a retrograde-tracing variant of AAV; CAV, canine

adenovirus; hSyn, human Synapsin I; TK, thymidine kinase; HSV,

Herpes simplex virus; H129-DTK, a TK-deleted anterograde-tracing

recombinant of HSV; G, rabies glycoprotein; RVDG, G-deleted rabies

virus; EnvA, avian ASLV type A envelope protein; TVA, avian

receptor for EnvA; PRV152, a retrograde-tracing recombinant of the

pseudorabies virus.
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fluorescent proteins, anterograde tracing is able to deter-

mine the output of a certain neural pathway and delineate

neuronal morphology. While many types of viruses meet

this need, AAVs are the most extensively used anterograde

tracing tools [21]. AAVs are non-enveloped single-

stranded DNA viruses with a gene payload capacity limited

to * 4.7 kb. Several advantages make AAVs the most

popular tools in neural tracing. First, AAVs cannot self-

replicate without a helper, therefore their expression is

generally restricted to the injected neurons. Second, AAVs

are rarely integrated into the host genome and their

immunogenicity is low, with rare immune responses or

toxicity [22]. Third, transgenes in AAVs are persistently

and stably expressed for several months [23].

AAVs have multitudes of serotypes, defined as viral

capsids with diverse antigenicity. Different AAV serotypes

bind to different receptors expressed by different cell

populations, resulting in species-, tissue- and cell-specific

tropisms [24]. The most commonly used recombinant AAV

serotypes include AAV1, AAV2, AAV5, AAV8, and

AAV9 [25]. Since the diffusion of AAV2 is limited and

it is highly selective for neurons [26], recombinant AAV

(rAAV) vectors currently in use are based on the frame-

work of AAV2. rAAVs are constructed by packaging the

genes of interest flanked by two inverted terminal repeat

sequences of AAV2 with the capsids of other serotypes

[27] such as AAV8 or AAV9 to make a hybrid AAV2/8 or

AAV2/9. These engineered rAAVs combine the advan-

tages of different serotypes and meet different needs in

studies that require different degrees of viral diffusion.

Different AAV serotypes have different cell tropisms.

For example, AAV5 appears to exhibit a glial tropism in

primary cultures of rat cortical cells [28], while others are

more selective for neurons. However, the serotype is not

the main determinant of cell type-specific infection in vivo,

because the brain regions and how the virus is administered

also affect the tropism. Therefore, specific promoters are

required for AAVs to express transgenes in particular cell

types. For example, hSyn (human Synapsin I) is commonly

used as a pan-neuronal promoter and gfaABC1D as an

astrocyte-specific promoter [29]. The most common way to

selectively target certain cell types is via the Cre-LoxP

(locus of x-over P1 site) and the Flp-FRT (Flp recombi-

nation target site) system-based genetic approaches, by

which transgene expression is allowed in the presence of

Cre or Flp recombinases [30, 31].

Retrograde Viral Tracers

When studying the function of a certain brain region in

neural circuits, it is indispensable to identify the source of

upstream inputs, and this can be achieved by retrograde

tracing. Retrograde tracing is based on viral entry from the

axonal terminals and retrograde transport of the viral

particles to the neuronal somas. In contrast to anterograde

tracing, retrograde tracing requires viral binding with

surface receptors expressed at the axonal terminals. Several

types of virus exhibit the properties of terminal entry and

retrograde spread, including CAV-2, RV, PRV, and some

specific strains of HSV. Among these viruses, only CAV-2

cannot be transmitted across synapses while the last three

can (see below). CAV-2 is a double-stranded DNA

adenovirus with many advantages such as little immuno-

genicity, a relatively large gene payload of up to 30 kb,

high selectivity for neurons, enduring gene expression, and

efficient retrograde transport [13, 32, 33]. However, the

drawback that limits its application is cell tropism. The

binding and endocytosis of CAV-2 require the coxsackie

adenovirus receptor (CAR), which is predominantly local-

ized at presynaptic terminals and mediates viral entry and

retrograde transport [34, 35]. In other words, CAV-2

exclusively infects axon terminals that express CAR.

Therefore, retrograde tracing using CAV-2 may fail to

label neurons with low or no CAR expression.

Although RV naturally exhibits the property of transsy-

naptic transport and is most commonly used in retrograde

monosynaptic tracing (see below), a newly-engineered RV

with glycoprotein (G)-deleted (SADDG-EGFP) is also an

excellent tool for non-transsynaptic retrograde tracing

(Fig. 2A). In this RV, the gene encoding the glycoprotein

is substituted by the gene encoding the enhanced green

fluorescent protein (EGFP) [36]. As the envelope glyco-

protein is essential for the RV to cross synapses, the

recombinant RV loses the ability to spread to other

synaptically-connected neurons and is confined to the

initially infected cells (Fig. 2B). However, since the

recombinant virus retains the ability to replicate, the

amplified virus contributes to enhanced fluorescent signals,

making it suitable for delineating the morphology of

retrogradely-labeled neurons.

Another powerful tool for non-transsynaptic retrograde

tracing is rAAV2-retro, a recently developed AAV variant

that exhibits a much higher efficacy of retrograde transport

than other AAV serotypes and CAV-2 [37]. This variant

contains a mutant capsid generated by error-prone PCR

that demonstrates the highest potency of retrograde trans-

port after several rounds of selection. The rAAV2-retro has

highly-efficient retrograde transportability with stable trans-

gene expression and has become the most commonly used

retrograde viral tracer in dissecting projection-specific

neural pathways. Recently, by injecting this powerful viral

tracer into the posterior pituitary (PPi), we successfully

labeled the neuroendocrine cell ensemble projecting to the

PPi and reconstructed the three-dimensional architecture of

the hypothalamo-neurohypophysial system [38]. Other than

rAAV2-retro, additional engineered AAVs with high
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Fig. 2 Pseudotyped rabies virus for retrograde tracing. A Engineering

rabies virus (RV) by glycoprotein deletion and EnvA pseudotyping.

Normal RV (left) contains a negative-strand RNA genome consisting

of five genes and an envelope that is coated with the glycoprotein (G),

which is coded by one of the five genes. RV can be engineered by

replacing the G gene with an enhanced green fluorescent protein

(EGFP) and pseudotyping this G-deleted RV with EnvA, the envelope

protein of an avian virus (middle and right). B Non-transsynaptic

retrograde tracing using SADDG-EGFP. The recombinant RV

SADDG-EGFP, in which the G-coding gene is deleted, has been

coated with G but loses the ability to produce G. This virus can infect

axon terminals (shown by the black arrows without red crosses) and

retrogradely spread to the somas. It retains the ability to replicate and

produce a large amount of virus, thereby enhancing the EGFP

fluorescent signal. Unable to synthesize G, however, the newly

produced offspring fail to spread to synaptically-connected neurons

(shown by the green arrows with red crosses). C Monosynaptic

retrograde tracing using EnvA-pseudotyped RV. Due to the absence

of endogenous receptors for EnvA, EnvA-RVDG is unable to infect

neurons in the mammalian brain (shown by the black arrows with red

crosses). When the EnvA receptor, TVA, is exogenously expressed in

the Cre? neurons via Cre-dependent (DIO) AAV helper vectors,

EnvA-RVDG can selectively infect the TVA-harboring cells (neurons

in green plus red), which is shown by the black arrows without red

crosses. With the complementation of G in the same cells, the newly

generated virus, RVDG?G regains the ability to transsynaptically

spread (shown by the green arrows) to presynaptic neurons (green).

Due to the absence of G expression in these presynaptic neurons,

however, the virus is unable to further spread out of these cells (blue).

The red cross means inability. ns, negative strand; N, nucleoprotein,

P, phosphoprotein; M, matrix protein; G, glycoprotein; L, the

polymerase of rabies virus; DIO, double-floxed inverse open reading

frame; SADDG, a G-deleted RV strain.
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efficiency of retrograde transport, including AAV

MNM008 [39], AAV2 R585/R588 [40], and AAV-TT

[41], have been developed. Among these viruses, AAV

MNM008 appears to exhibit improved retrograde infectiv-

ity of dopaminergic neurons [39]. The ability to carry

fluorescent protein expression cassettes, along with the

properties of efficient retrograde transport and low toxicity

make rAAV2-retro an ideal tool for retrograde tracing in

modern neuroscience research.

Transsynaptic Tracing Virus

Transsynaptic tracing viruses cross synapses and spread to

other neurons in neural circuits mostly owing to their self-

replication. Based on their spreading direction between

pre- and post-synaptic neurons, transsynaptic viruses are

also divided into anterograde (from pre- to post-synaptic

neurons) and retrograde (from post- to pre-synaptic neu-

rons) viruses.

Anterograde Transsynaptic Viral Tracers

Neurons are intricately connected with each other via

synapses, constituting a complex hierarchical network. To

fully understand the architecture of the neural circuits, it is

necessary to dissect the anatomical organization of synap-

tic pathways. Although AAVs are wonderful tools for

delineating neuronal morphology and projection areas, they

do not reveal synaptic connections between neurons in

different regions. Neither do they provide information

regarding the molecular identity of the downstream inner-

vated neurons. Therefore, anterograde transsynaptic viral

tracers are required to resolve these problems.

Several types of the virus naturally exhibit transsynaptic

transduction, due to their self-replication in the initially

infected neurons and spread to the downstream neurons.

One of them is HSV, an enveloped double-stranded DNA

virus with a quite large capacity for transgene packages

compared with other viruses, with a gene payload * 30–40

kb. HSV has many strains that exhibit different properties

of anterograde and retrograde transsynaptic transport with

distinct cytotoxicity [42, 43]. H129, one strain of HSV type

1, has been widely used in anterograde multisynaptic

neural tracing [44], especially in studies that define the

peripheral afferent or efferent pathways of some brain

regions [45]. However, since H129 is a replication-

competent virus, it is able to continuously spread across

multiple levels of synapses. This leads to uncontrollable

infection in the brain, which may exacerbate cytotoxicity

and eventually lead to the death of the animal. Moreover, it

is difficult to distinguish the neurons with monosynaptic

and polysynaptic connections. Another limitation is that

native HSV cannot selectively label specific neuronal

populations, but this has recently been resolved by

engineering the HSV genome. In the engineered virus,

the thymidine kinase (TK) gene, required for viral repli-

cation, is replaced by a cassette including loxP-STOP-loxP

with downstream tdTomato and a codon-modified TK gene

[46]. This recombinant HSV, namely H129DTK-TT, is

unable to express the TK gene and loses the ability of

replication and transsynaptic spread in the absence of Cre

recombinase. The virus restores the replication competence

and drives the expression of the reporter gene only in the

Cre-containing neurons and their postsynaptic neurons,

thereby making it a good tool for anterograde tracing in

combination with Cre-based genetic animal strains.

Another recombinant H129 (H129-DTK-tdT) has been

generated by replacing the viral TK gene with the

cytomegalovirus (CMV) promoter-driven tdTomato gene,

to allow reporter gene expression but disrupt the ability to

replicate and spread across synapses [47]. When an AAV

helper vector carrying the TK cassette is present in H129-

DTK-tdT infected cells, H129-DTK-tdT restores the ability

to replicate and transduce the postsynaptic neurons.

However, H129-DTK-tdT cannot continue to spread into

downstream neurons due to the lack of TK expression in

the second-order neurons, making the anterograde tracing

strictly monosynaptic. In combination with Cre-dependent

AAV helpers, this H129-DTK virus has been successfully

used to identify a population of neurons in the Edinger-

Westphal nucleus that is directly innervated by Htr2c

neurons in the ventral CA1 [48].

Although HSV1 is a powerful tool in anterograde

transsynaptic tracing, its high toxicity limits its applicabil-

ity in the functional dissection of specific neuronal

connections for prolonged periods. In addition, HSV is

also taken up by axon terminals and exhibits delayed

retrograde transport [46]. Recently, a live attenuated

vaccine for yellow fever (YFV), YFV-17D, has been

engineered for anterograde transsynaptic tracing with low

cytotoxicity [49]. This YFV-17D contains three structural

protein-encoding genes (C, prM, and E) and five genes

(NS1–NS5) that are crucial for viral replication. By

deleting the NS1 gene, YFVDNS1 loses the ability to

replicate. After complementing NS1 in the starter neurons

and postsynaptic neurons, YFVDNS1 recovers the ability to

spread transsynaptically and label the postsynaptic neu-

rons. Similar to HSV, however, the YFV virus also exhibits

delayed retrograde transport. To limit its retrograde

transport, the authors used the inducible Tet-ON strategy

to temporally restrict the complementation of NS1 by

intermittent doxycycline induction to minimize viral repli-

cation, thereby reducing the retrograde transport and
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cytotoxicity. Moreover, by deleting the structural protein-

encoding genes (C, prM, and E), the new variant,

YFVDCME, is unable to package itself, thus losing the

ability to infect neurons. YFVDCME viruses recover the

packaging ability in the starter cells when the structural

proteins are provided and possess the ability to spread to

postsynaptic neurons. However, due to the absence of the

structural proteins in the downstream neurons, the viruses

fail to transfer further, thereby achieving monosynaptic

anterograde tracing. Also, since the YFVDCME variant

contains the complete NS1 gene, there is no need to

supplement NS1 in downstream areas. This YFVDCME

variant can be used to map the whole monosynaptic

projections (projectome) of a specific neuronal cell type

[49].

Another effective monosynaptic anterograde tracer is

the AAV1 vector, which was recently found to exhibit

anterograde transneuronal spread at high titers [50]. AAV9

also exhibits similar properties, though at an even higher

titer than AAV1. Other AAV serotypes, such as AAV5,

AAV6, and AAV8, have not shown such properties. It is

worth noting that the efficiency of AAV1-mediated

transsynaptic tracing is relatively low compared to HSV.

Therefore, this strategy requires the application of Cre or

Flp recombinase to amplify the expression of downstream

reporter genes, allowing a clearer identification and more

efficient manipulation of postsynaptic neural pathways.

Another caveat is that AAV1 can also retrogradely label

presynaptic neurons (albeit at low efficiency) [50–52],

which may confound the identification of postsynaptic

neurons.

Retrograde Transsynaptic Viral Tracers

Retrograde transsynaptic tracing is well-established and

widely used in modern neuroscience research, benefiting

from the development of the PRV and pseudotyped RV. It

should be noted that PRV is not a rabies virus. Instead,

similar to HSV, it belongs to the herpesviridae. It is an

enveloped double-stranded DNA virus with a large payload

for gene packages. The direction of PRV transport differs

between distinct strains. The wild-type virulent strain,

namely PRV-Becker, spreads bidirectionally (both antero-

gradely and retrogradely) between connected neurons,

whereas another attenuated strain, PRV-Bartha, exhibits

selective retrograde transport [53]. PRV-152, an engi-

neered strain of PRV-Bartha by adding the CMV-EGFP

cassette to the viral genome to allow GFP expression, is

widely used for retrograde polysynaptic tracing [54, 55]. It

should be cautioned that PRV is highly virulent and lethal

to animals, usually leading to death in 3–4 days after

intracerebral injection [56]. Even though PRV-Bartha is an

attenuated strain, it only prolongs the life of the animals for

several days [54]. Therefore, investigators should be

careful and take security precautions when using PRV.

Due to the nature of polysynaptic transport, PRV is an

excellent tool for short-term retrograde tracing of multi-

level neural circuits that terminate at the periphery.

Similar to HSV, however, it is difficult to differentiate

the monosynaptic or polysynaptic connections of PRV-

labeled neurons, owing to its uncontrollable transsynaptic

spread. Another powerful vector, the engineered RV, came

on stage to circumvent this limitation [57]. RV is an

enveloped virus with a negative-sense single-stranded

RNA genome that consists of only five genes [14]. Among

the five genes, one encodes rabies glycoprotein (RG), the

envelope protein that mediates the entry of RV into cells.

Actually, wild-type RV spreads across multiple levels of

synapses [58]; however, different from HSV, it naturally

exhibits exclusively retrograde transport without inducing

cytopathy or leakage to local glia [58, 59]. Retrograde

monosynaptic tracing has been achieved by replacing the

native G gene of RV with fluorescent reporter genes and

pseudotyping this G-deleted RV with EnvA (EnvA-

RVDG), an avian virus envelope protein (Fig. 2). This

pseudotyped EnvA-RVDG loses the ability to infect

mammalian cells and transfer to synaptically-connected

neurons. When mammalian cells express exogenous tumor

virus receptor A (TVA), a cognate avian receptor of EnvA,

EnvA-RVDG is able to selectively enter the neurons.

However, it is unable to synaptically transfer unless the

glycoprotein is exogenously complemented. Therefore,

with helper AAVs expressing TVA and G in selected cell

subpopulation in a Cre-dependent manner, EnvA-pseudo-

typed RVDG is able to infect TVA-harboring cells, also

known as starter cells. Moreover, with the complementa-

tion of G in these cells, RVDG recovers the ability to

transsynaptically spread to the upstream neurons that

directly innervate the starter cells. Once the virus reaches

the upstream (presynaptic) neurons, it fails to further

spread to the second-order presynaptic neurons due to the

absence of G, thus achieving monosynaptic retrograde

tracing [60].

Advances and Prospects in Viral Tracing

Recombinant neurotropic viruses have become the most

potent and common tools in modern neuroscience research,

regardless of neuronal morphology delineation and neural-

circuit tracing. Since their initial discovery and application,

each type of virus has been developed rapidly with much

amazing progress during the past decades. In the following,

we introduce some cutting-edge applications of the current

recombinant viruses in neural-circuit tracing.
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Among so many types of viruses, AAV is the most

commonly used tool for transgene delivery into the host. It

enables the labeling of local somas and distant axon

terminals, which is indicative of the downstream projec-

tions of certain neuron populations. In addition, with the

expression of the fluorescent reporter gene, AAVs delin-

eate the neuronal morphology including soma, dendrites,

and axon terminals. However, some neurons project

distally to downstream regions to form long axonal tracts.

The routinely used AAVs, due to the low intensity and non-

uniformity of the fluorescence signals along long axons, are

unable to provide a full view of the axon projection routes.

Moreover, due to the high efficiency of AAV infection at

the local injection site, it is difficult to differentiate

individual neuronal morphology. A recently-developed

dual-AAV system overcomes this limitation and achieves

sparse and bright labeling of single neurons in a cell-type-

specific manner [61]. This system includes a ‘‘controller’’

AAV vector which contains a tetracycline response ele-

ment (TRE) promoter-driven, Cre-dependent, Flp expres-

sion cassette; and an ‘‘amplifier’’ vector, which contains a

TRE promoter followed by an Flp-dependent GFP-IRES-

tTA cassette. Since TRE is a bit leaky [62], it is able to

drive low-level expression of downstream gene cassettes in

the absence of the tetracycline trans-activator (tTA). When

the ‘‘controller’’ and ‘‘amplifier’’ vectors are co-injected

into the brain in a Cre-expressing mouse line, TRE-driven

weak Flp expression (from the controller) only occurs

stochastically in a few Cre-expressing neurons. It is in

these neurons that Flp drives the recombination of the gene

cassette in the amplifier, leading to minimal expression of

the tTA protein due to the leakage of TRE. tTA subse-

quently binds to the TRE promoter and further potentiates

the expression of Flp and tTA. This cascade reaction forms

a positive feedback loop to enhance the GFP expression in

only a few neurons, thereby resulting in sparse but bright

labeling of single neurons (Fig. 3). The degree of labeling

efficiency is tunable by adjusting the titer of the controller

vector. Combined with fluorescent micro-optical sectioning

tomography, a whole-brain reconstruction technology [63],

this sparse labeling enables the complete exhibition of the

morphology of cell-type-specific single neurons including

their long axonal arborizations.

The retrograde tracer CAV-2 is usually used in combi-

nation with other vectors to achieve projection-specific

tracing. For example, an AAV vector containing Cre-

dependent gene cassettes, e.g., a fluorescent reporter gene,

is injected into the candidate source region, while the

CAV-2 carrying a Cre recombinase is injected into the

putative downstream area. When the retrogradely trans-

ported CAV-2 reaches the neuronal soma, Cre recombinase

drives the expression of the reporter gene, thereby

selectively labeling neurons projecting to the downstream

area [64]. However, the applicability of CAV-2 is limited

by the restricted expression of CAR in the nervous system.

A recent study overcame this limit using a receptor-

complementation strategy by expressing CAR in the

candidate projection neurons [65]. This leads to a substan-

tially increased retrograde-labeling efficiency of CAV-2.

Moreover, by designing Cre-dependent CAR deletion (Cre-

OFF) along with simultaneous expression of fluorescent

reporters or channelrhodopsin (Cre-ON), this strategy not

only removes CAR from retrogradely-labeled neurons to

avoid potential interference with normal neuron function,

but also provides a way to structurally and functionally

characterize the neural circuits.

The EnvA-coated RVDG system is widely used, not

only to trace the monosynaptic inputs to specific neuronal

populations [66, 67], but also to manipulate the neural

circuits in combination with other viral tools expressing

elements such as channelrhodopsin and designer receptors

exclusively activated by designer drugs (DREADDs) [68].

Recently, ingenious tracing strategies combining the appli-

cation of CAV-2 and RVDG, called TRIO (tracing the

relationship between input and output) and cTRIO (cell-

type-specific TRIO), which are able to achieve three-node

(e.g. A–B–C) circuit tracing, have been developed [69]

(Fig. 4). In TRIO, AAV helpers carrying Cre-dependent

TVA receptors and RG are delivered into region B, while

CAV-2 expressing Cre recombinase is injected into the

downstream region C. CAV2-Cre virus retrogradely

spreads to region B and drives the expression of TVA

and RG only in the neurons projecting to region C. EnvA-

pseudotyped RVDG is then allowed to infect these

projection-specific neurons and is transsynaptically trans-

ported to the presynaptic neurons in upstream region A. In

cTRIO, this three-node tracing approach has been applied

in transgenic mice and enables the identification of the

inputs and outputs of specific cell types in region B.

Specifically, AAV helpers injected into region B are

replaced by Flp-dependent TVA and RG, while CAV-2

expressing Flp recombinase in a Cre-dependent manner is

delivered into the downstream region C. In this way, in

region B, only neurons that contain Cre and innervate

region C can express TVA and RG, allowing the subse-

quent RVDG-mediated transsynaptic labeling of neurons in

region A.

Although this intersectional strategy is now commonly

used for circuit mapping between multilevel neurons, it

still has some limitations [70]. First, the widely used RV

strain SAD-B19 is an attenuated strain with relatively low

efficiency of synaptic transfer [71]. Second, despite

reduced cytotoxicity of the attenuated strain, RV infection

leads to cell death within 1–2 weeks, thereby hindering its
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use in the long-term functional manipulation of neural

networks. Fortunately, recent studies have generated a new

G-deleted RV strain (CVS-N2CDG) with enhanced

transsynaptic transfer and reduced cytotoxicity, which

partly overcome these two limitations [72, 73]. Another

study has also developed a self-inactivating RVDG (SiR),

which switches off in primary infected cells via proteaso-

mal degradation that disrupts the viral transcription-repli-

cation cycle. Since SiR also carries a Cre element, it allows

permanent genetic access to the traced cells but prevents

neuronal toxicity [74].

While current viral tools still have limitations in

different aspects, the combinatorial use of viruses with

diverse genetic strategies would expand their application.

As described above, engineered viruses can label the neural

circuits of interest in a cell type-specific and projection-

specific manner, in combination with different recombinase

systems. However, it is insufficient to define and get access

to a function-specific neuronal subset based on one marker

gene, as neurons are diverse with hundreds of subcate-

gories. Intersectional strategies using multiplex recombi-

nase systems allow viruses to get genetic and functional

access to a more specific cell subtype [75]. In a recent

study, a Cre- and Flp-dependent virus was delivered to a

double transgenic mouse, in which Tac1-positive neurons

expressed Cre and GABAergic neurons expressed Flp,

thereby specifically labeling and manipulating the Vgat and

Tac1 double-positive neurons [76]. Another study used

viruses expressing recombinases driven by cell subclass-

specific enhancers in new three-color reporter mice, Ai213,

allowing specific and simultaneous labeling of three

distinct cell subsets in the mouse cortex [77]. In the future,

by virtue of versatile recombinases and viral systems, we

may be able to label even more specific subsets of neurons

(Region B in Fig. 5) based on input- and projection-tagging

strategies (Fig. 5). For example, there are two different cell

populations (Cre? and Cre-) in region B. By injecting

CAV2-DIO-Flp in B’s putative downstream area (Region

C), Cre? cells projecting to C express Flp recombinase.

However, this particular population of cells is usually

innervated by multiple upstream inputs. After injecting the

anterograde transsynaptic AAV1 vector carrying GAL4

into a presynaptic region (A), neurons (in B) innervated by

region A express GAL4. By further injecting the UAS

(upstream activating sequence)-driven AAV vector

expressing Flp-dependent GFP into the local region (B),

we are able to specifically label Cre? cells (shown in

green) innervated by region A but projecting to C. By this

means, a more specific subset of neurons, characterized by

their specific input, output, and molecular identity, can be

genetically accessed (Fig. 5).

Currently, viral tracers are mostly delivered through an

invasive craniotomy or injection into peripheral tissue. For

intersectional labeling strategies, several different types of

viruses are injected into different target regions, which

unavoidably leads to damage or trauma. Systemic delivery,

Fig. 4 Viral strategies of TRIO and cTRIO. TRIO combines the

application of CAV-2 and RV, thus allowing projection-specific

retrograde tracing within three-node neural circuits (from regions A to

C via B). cTRIO further combines genetic approaches to allow

mapping cell type- and projection-specific neural circuits (from

regions A to C via Cre? cells in B). TRIO, tracing the relationship

between input and output; cTRIO, cell-type-specific TRIO; DIO,

double-floxed inverse open reading frame; fDIO, Flp-controlled DIO.
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mostly via intravenous injection, provides a simpler and

non-invasive alternative for virus delivery to the central

and peripheral nervous systems [78, 79]. The newly-

developed AAV variant AAV.CAP-B10 exhibits high

specificity and efficiency to target neurons in the brain

after intravenous delivery, with rare accumulation in the

liver [80]. Although intravenous injection is more com-

monly used for gene therapy, it is plausible to suppose that

systemic delivery could also be used in viral tracing to

access specific cell types. For example, by locally applying

focused ultrasound to open the blood-brain barrier, sys-

temically-delivered viruses are able to enter this target

region [81]. Moreover, adding cell-type-specific promoters

into the viral genome, using the recombinase systems, or

engineering the viral capsids according to the cell and

tissue tropism, also helps to achieve the cell-type-specific

entry of systemically-delivered viruses.

Conclusions

Engineered viruses have become the most powerful tools in

the technical arsenal of modern neuroscience. The ideal

viral tools would be avirulent with a larger capacity for

transgene packaging, easier and non-invasive delivery, and

greater specificity to target cells but wider applicability

across species [82]. In addition to the traditional modifi-

cation of the viral genome and capsid/envelope, new

methods, including M-CREATE (multiplexed Cre recom-

bination-based AAV targeted evolution) [83] and machine

learning-guided design [84], have been developed to screen

and engineer new recombinant viruses with wider appli-

cability. As the unknown mechanisms of the virus are

gradually unveiled, we believe that more suitable viral

tools will be developed in the near future and accelerate the

advances of neuroscience.
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Abstract Huntington’s disease (HD) is an autosomal

dominantly-inherited neurodegenerative disease, which is

caused by CAG trinucleotide expansion in exon 1 of the

Huntingtin (HTT) gene. Although HD is a rare disease, its

monogenic nature makes it an ideal model in which to

understand pathogenic mechanisms and to develop thera-

peutic strategies for neurodegenerative diseases. Clustered

regularly-interspaced short palindromic repeats (CRISPR)

is the latest technology for genome editing. Being simple to

use and highly efficient, CRISPR-based genome-editing

tools are rapidly gaining popularity in biomedical research

and opening up new avenues for disease treatment. Here,

we review the development of CRISPR-based genome-

editing tools and their applications in HD research to offer

a translational perspective on advancing the genome-

editing technology to HD treatment.

Keywords Huntington’s disease � CRISPR � Animal

models

Introduction

Huntington’s disease (HD) is an autosomal dominant

neurodegenerative disease caused by a mutation in the

Huntingtin (HTT) gene, which is localized on the short arm

of chromosome 4 (4p16.3). The mutation is caused by the

expansion of CAG trinucleotide repeats in exon 1 of HTT.

In unaffected individuals, the number of CAG trinucleotide

repeats in HTT varies from 6 to 35, whereas HD patients

typically carry 40 or more CAG repeats [1–4]. The

expanded CAG trinucleotide repeats are translated into a

polyglutamine (polyQ) tract near the N-terminal region of

the HTT protein, which renders the protein prone to

misfold and aggregate. The mutant HTT protein confers

gains of function that are neurotoxic, and the medium spiny

neurons in the striatum are particularly vulnerable to such

insults [5]. Therefore, the striatum is the most affected

brain region in HD, but other regions, such as the cerebral

cortex, globus pallidus, thalamus, subthalamic nucleus,

substantia nigra, hypothalamus, and cerebellum can also be

affected as the disease progresses. HD is a devastating

disease, as most patients display characteristic symptoms

such as chorea, motor dysfunction, psychiatric disturbance,

and cognitive decline during middle age, which eventually

leads to death in 15 to 20 years after the onset of symptoms

[6]. Currently there is no effective treatment to halt or

reverse the course of HD.

Since the HTT gene was identified as the causative gene

for HD in 1993 [7], extensive efforts have been devoted to

understanding HD pathogenesis, with the hope to eventu-

ally develop effective treatment options. Despite being a

rare neurodegenerative disease, the monogenic background

of HD makes it an ideal fit for such a challenging task: it is

relatively easy to manipulate a single mutant gene to

establish cellular and animal models; it is also quite

straightforward that lowering HTT products should be able

to alleviate neurotoxicity. Therefore, genome-editing tech-

nologies that can effectively manipulate individual genes,

such as zinc finger nuclease (ZFN) and transcription

activator-like effector nuclease (TALEN) [8–10], greatly

facilitate HD-related research. This effect is much greater

with the emergence of the latest technology, clustered
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regularly-interspaced short palindromic repeats (CRISPR)

[11]. Here, we briefly review the development of CRISPR-

based genome-editing technology. We also summarize the

use of CRISPR in HD research from three aspects:

generating animal models, studying disease mechanisms,

and developing HD treatment strategies. Finally, we list the

major innovations in CRISPR technology, and preview

how to take advantage of such innovations in future HD

research and treatment.

The Development of CRISPR Technology

The nucleotide sequence of the CRISPR system was first

discovered by Ishino et al. in Escherichia coli in 1987 [12].

Since then, many similar sequences have been identified

and given different names [13]. To avoid confusion related

to the different nomenclatures, the acronym CRISPR was

proposed in 2002 [14]. Although abundant CRISPR

sequences have been identified, their biological function

remained elusive. Subsequently, many studies have

explored the potential function of CRISPR in cells. Most

of the work has centered around adaptive immunity, as

multiple research groups have independently reported that

the spacers in CRISPR elements have high sequence

homology with extrachromosomal elements [15–18].

These results triggered speculation that CRISPR may

function as a protective mechanism against foreign genetic

substances, such as phages and plasmids [19]. Indeed, most

bacteria and archaea can incorporate the short invading

DNA sequences into their own genome as CRISPRs

[20–22], which helps them to acquire adaptive immunity

to defend against the invading viruses [20]. In 2010,

Garneau et al. revealed that the CRISPR-associated (Cas)

protein, guided by short CRISPR RNAs, can specifically

cleave bacteriophage and plasmid DNAs in a sequence-

specific manner in vivo [23], thereby showing the great

potential of the CRISPR/Cas system in genome editing.

Two years later, the milestone study by Jinek et al. showed

for the first time that the CRISPR/Cas9 system can be

programmed to cut specific DNA sequences to generate

double-stranded DNA breaks [24]. Since then, CRISPR-

based genome-editing technology has begun to take off.

To date, more than 30 Cas proteins have been identified

from different bacterial strains, and the number is rapidly

expanding [25, 26], while CRISPR/Cas9 remains the major

workhorse for genome editing in today’s research commu-

nity. CRISPR/Cas9 consists of two parts, the Cas9

endonuclease and a synthetic single guide RNA (sgRNA).

The sgRNA contains an *20-nucleotide protospacer that

pairs with the target DNA sequence, and a 3 to 6-nu-

cleotide protospacer adjacent motif (PAM), which is

indispensable for sgRNA-DNA hybridization [11]. In

theory, CRISPR/Cas9 can edit any target DNA sequence

by designing a proper protospacer sequence. Once the

sgRNA recognizes the complementary sequences of the

target gene, Cas9 binds to the sgRNA-DNA complex and

cuts the DNA 3–4 nucleotides upstream of the correct

PAM sequence. In eukaryotic cells, the cutting leads to a

double-strand DNA break (DSB), which can be repaired by

either homology-directed repair (HDR) or non-homologous

end-joining (NHEJ). In most cases, the DSB is repaired by

NHEJ, as it is a highly efficient but error-prone process.

The random insertions or deletions caused by NHEJ can

lead to frame-shift mutations or premature stop codons, so

that a specific gene can be knocked out via this approach.

Alternatively, HDR can precisely repair the DSB with a

homologous DNA template. As a result, specific mutations

can be introduced by providing a designed template to

achieve gene knock-in (Fig. 1). Nonetheless, HDR effi-

ciency is very low, especially in postmitotic cells, such as

neurons [27, 28].

Using CRISPR Technology in HD Research

In the most common neurodegenerative diseases, such as

Alzheimer’s disease (AD) and Parkinson’s disease (PD),

*90% of the cases are sporadic [29, 30], making it

difficult to use genetic tools to model them. In contrast, HD

is purely genetic, and is caused by a monogenic mutation.

Early generations of genome-editing tools, such as ZFN

and TALEN, have been successfully used in HD research

[31–33]. Nonetheless, designing such tools requires special

techniques, and is time-consuming and expensive. After

the seminal work showing that CRISPR works in mam-

malian cells [34], CRISPR rapidly replaced ZFN and

TALEN and became the favorite genome-editing tool in

HD research. The major applications of CRISPR technol-

ogy in HD research can be categorized into three aspects

(Fig. 2).

Establishing Cellular and Animal Models

Disease models are essential for studying HD. Since HTT is

a large gene spanning 180 kilobases and consisting of 67

exons, the conventional transgenic approach can only

express DNA fragments that correspond to the neurotoxic

N-terminal HTT proteins, which does not faithfully

recapitulate HD conditions. In addition, overexpression of

mutant proteins associated with the transgenic approach

can lead to artificial or exaggerated pathological effects.

Therefore, it is preferable to use a gene knock-in approach,

so that mutant HTT toxicity can be studied under

physiologically relevant conditions. CRISPR/Cas9, as a
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highly efficient genome-editing tool, greatly facilitates this

process.

In 2014, CRISPR/Cas9 was first used to generate

isogenic HD cellular models. By using CRISPR/Cas9 to

Fig. 1 Schematic showing the genome-editing mechanism of

CRISPR/Cas9. The designed single guide RNA (sgRNA) binds to

its complementary sequence in the genome and recruits the Cas9

protein to that region. Cas9 utilizes its two distinct active motifs,

RuvC and HNH, to generate site-specific nicks (3–4 nucleotides

upstream of the PAM sequence) on the opposite DNA strands,

causing a double-strand break (DSB). This DSB is repaired by two

cellular mechanisms. The first is non-homologous end joining

(NHEJ), which is efficient but error-prone. During the repair process,

random nucleotide insertions or deletions are introduced near the

DSB site, causing frame-shift mutations and gene knock-out. The

other mechanism is homology directed repair (HDR), in which a

donor DNA is used as a template to precisely repair the DSB. The

donor DNA is specifically designed to achieve gene knock-in.

Fig. 2 Summary of the major

applications of CRISPR-based

genome editing in Huntington’s

disease (HD) research.

CRISPR-base genome-editing

technology is currently used in

three areas of HD research: (1)

establishing HD models,

including isogenic cell lines,

knock-in mouse models, and

large animal models; (2) study-

ing disease mechanisms, such as

large-scale genetic screening

and gene knock-out; (3) devel-

oping mutant HTT-lowering

strategies.
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induce DNA cutting in the region of exon 1 HTT and

supplying a donor construct containing 97 CAG repeats,

the researchers established human induced pluripotent stem

cells (iPSCs) harboring 21, 72, or 97 CAG repeats in HTT

[35]. Since then, several groups have used similar

approaches to generate isogenic HD human iPSCs, and

reported phenotypic abnormalities in such cells, including

impaired neuronal differentiation, increased sensitivity to

growth factor withdrawal, mitochondrial defects, and gene

expression changes [36, 37]. These results suggest that

isogenic HD cellular models are promising resources for

mechanistic studies and drug screening.

Mouse models remain the primary platforms for HD-

related research. Multiple lines of HD knock-in mice have

already been established by different research groups

[38–41]. Nonetheless, CRISPR/Cas9 offers more versatil-

ity in creating novel knock-in mouse models to test

hypotheses related to HD pathogenesis. For example, a

prevailing theory in HD research is the toxic fragment

hypothesis, which means that full-length mutant HTT

protein is proteolytically cleaved to generate N-terminal

HTT fragments of different lengths that are neurotoxic

[42, 43]. However, which N-terminal fragment(s) confers

the most toxicity remains unknown. By using CRISPR/

Cas9 to edit the HTT gene in the embryos of HD140Q

knock-in mice, two knock-in mouse lines expressing

different N-terminal HTT fragments (the first 96 or 571

amino-acids) have been established. Compared with full-

length HD140Q mice, these two lines show similar

neuropathology and disease progression, and they all

contain a stable N-terminal mutant HTT fragment equiv-

alent to exon 1 HTT, suggesting that exon 1 HTT is the key

pathological form [44]. Another provocative hypothesis is

that CAG repeat expansion in the HTT gene leads to repeat-

associated non-AUG (RAN) translation to produce toxic

peptides [45]. Via CRISPR/Cas9-mediated genome editing,

a knock-in mouse model that expresses mutant HTT mRNA

but not mutant HTT protein was established. RAN-

translated products were not detected in this mouse model,

nor were HD-related pathological changes, indicating that

RAN translation does not play a major role in HD

pathogenesis [46].

Knock-in mouse models are valuable resources for HD

research, but they lack the overt neurodegeneration in the

striatum, which is a typical hallmark in HD patients

[47, 48]. In 2018, an HD knock-in pig model was

established. By using CRISPR/Cas9 and a donor vector

carrying human exon1 HTT with 150 CAG repeats, the

researchers successfully knocked in mutant HTT in fetal

pig fibroblasts. Somatic cell nuclear transfer was later

applied to generate newborn HD knock-in pigs. This pig

model displayed striking HD-like phenotypes and selective

neurodegeneration in the striatum [49], supporting the

rationale of using large animals to investigate HD patho-

genesis and to explore potential therapeutics. Compared

with the conventional method of homologous recombina-

tion, genome editing using CRISPR/Cas9 makes generat-

ing knock-in or knock-out animals much easier and faster,

thereby turning the above research ideas into actual work.

Studying Disease Mechanisms

The plethora of disease models enabled extensive research

on the pathogenic mechanisms of HD. A great number of

biological pathways and individual genes have been linked

to HD pathogenesis. In addition, as a large protein

consisting of more than 3000 amino-acids, HTT is believed

to interact with numerous proteins. Studies using different

methods have identified hundreds of potential HTT-inter-

acting proteins [50–52]. However, there are two major

challenges to clarify HD pathogenic mechanisms: first,

how to efficiently and reliably perform screening and

second, how to find the key targets that are most relevant to

HD pathogenesis. Because CRISPR/Cas9 can easily and

efficiently knock out genes of interest, it has been rapidly

adopted to address these issues.

Large-scale genetic screening is a powerful way to

identify essential genes for HD toxicity. In 2020, an

unbiased genome-wide genetic screening was performed in

the mouse central nervous system, using CRISPR and

shRNA lentivirus [53]. In wild-type mice, the researchers

found that neurons are vulnerable to perturbations of

synaptic function, autophagy, proteostasis, mRNA pro-

cessing, and mitochondrial function. The same approach

was later used to identify genes that are essential for

neuronal viability in the presence of mutant HTT. Screen-

ing results using one HD transgenic mouse model and one

HD knock-in mouse model revealed that genes involved in

methylation-dependent chromatin silencing, dopamine sig-

naling, and members of the Nme gene family are genetic

modifiers of mutant HTT toxicity, suggesting these genes

could be new targets for therapeutic interventions.

Manipulating the expression level of an individual gene

and examining its influence on the neuropathology in HD

models remain the gold standard to verify the large

screening results. For example, several genes, including

FAN1, RRM2B, and MLH1, have been identified as genetic

modifiers through genome-wide association studies

[54, 55]. CRISPR/Cas9 was used to generate knock-out

mice for each gene. These knock-out mice were then

crossed with HD knock-in mice so that the genetic

modifying effect of an individual gene could be tested

in vivo [56]. HAP1 was the first discovered protein that

interacts with HTT [57]. Deletion of HAP1 via CRISRP/

Cas9 in adult HD knock-in mice leads to selective neuronal
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loss in the striatum, and the neurotoxicity is mediated by

Rhes, another HTT binding protein [58]. HspBP1 is an

inhibitor of the carboxyl terminus of Hsp70-interacting

protein, and functions as a regulator of protein quality

control. Adeno-associated virus (AAV) carrying CRISPR/

Cas9 was delivered to the striatum of HD knock-in mice to

silence the expression of the HspBP1 gene, which reduced

mutant HTT aggregates and attenuated neuropathology

[59]. These are just a few examples of how CRISPR/Cas9

is enabling in-depth investigations of HD pathogenic

mechanisms.

Developing Mutant HTT-lowering Strategies

Through more than 20 years of research, it is apparent that

HD pathogenesis is quite complex. Mutant HTT causes

abnormalities in a myriad of cellular functions [2],

including dysregulation of transcription, impairment of

protein homeostasis, mitochondrial dysfunction, defective

vesicle transport, disrupted Ca2? signaling, epigenetic-

chromatin deregulation, and excitotoxicity (Fig. 3). It

would be very challenging to rely on traditional chemical

approaches to rectify most of these abnormalities. How-

ever, as a monogenic disease, eliminating mutant HTT

products serves as the most straightforward therapeutic

option. Substantial efforts have been devoted to developing

mutant HTT-lowering therapies. Methods targeting mutant

HTT mRNA, such as antisense oligonucleotide (ASO) and

RNA interference (RNAi), are being actively pursued in

both preclinical and clinical studies [60, 61]. Another

promising approach is to use small-molecule compounds

that specifically tether mutant HTT protein to the

autophagosome for clearance [62]. By targeting mRNA

or protein, these methods have successfully reduced mutant

HTT production in an allele-specific or non-allele-specific

manner, and have achieved therapeutic benefits in animal

models of HD. Compared with these methods, CRISPR/

Cas9 has one unique advantage: it targets the genome, so

that one treatment should permanently inactivate mutant

HTT expression.

Multiple groups have already tested CRISPR/Cas9

genome editing in HD models (Table 1). Mutant HTT

allele-specific deletion has been achieved by designing

gRNAs targeting single nucleotide polymorphisms (SNPs)

that only exist in the promoter region of the mutant allele

[63, 64]. Because HD patients carry different SNPs in their

genome, an array of sgRNAs needs to be designed, but they

still cannot cover 100% of HD cases. Alternatively, sgRNAs

spanning the CAG repeat were designed to remove the HTT

protein in a non-allele-specific manner (Fig. 4). This strategy

is backed by the findings that permanent removal of wild-

type Htt in the mouse brain and temporary reduction of wild-

type HTT in the non-human primate brain are well tolerated

[65–67]. Indeed, non-allele-specific reduction of HTT by

CRISPR/Cas9 AAV injection ameliorates neurotoxicity and

behavioral deficits in an HD knock-in mouse model [68].

These studies provide proof-of-concept that CRISPR/Cas9

could be a potential therapy for HD. In addition, several

groups have further optimized this process. For example, a

smaller version of Cas9 (SaCas9) has been used in the R6/2

mouse model of HD and prolonged its lifespan [69]. Virus-

mediated expression of the bacterial Cas9 protein alters the

transcription of genes involved in neuronal functions.

Tagging Cas9 with a fragment of the cell-cycle protein

Geminin reduces Cas9 protein stability in neurons, and

significantly alleviates the neurotoxicity of Cas9 [70]. A self-

destructive version of Cas9 (KamiCas9) has also been

designed to limit the duration of expression of Cas9 protein,

which reduces off-target effects [71]. CRISPR/Cas9 has also

been used to reduce mutant HTT expression in HD patient

iPSCs and differentiated neural stem cells, and this approach

ameliorated mitochondrial and redox modifications [72].

Nonetheless, major concerns need to be addressed

before CRISPR can be used as a therapeutic approach for

HD. It remains technically challenging to effectively

deliver CRISPR to the HD patient’s brain, so that better

delivery vehicles that can cross the blood-brain barrier and

diffuse to a broad brain region are highly desirable. The

off-target effects of CRISPR, which means that CRISPR

induces DNA-cutting in unwanted chromosomal locations,

need to be carefully examined using more stringent

sequencing methods. Moreover, the long-term cellular

reactions to HTT removal and the abnormal responses

caused by the exogenous Cas9 protein, such as immune

activation [73, 74], need to be tested, preferably in non-

human primates. It is noteworthy that recently two highly-

anticipated HTT-lowering candidates based on ASO failed

in late-stage clinical trials. What is more confounding is

that one of the candidates even worsened patient outcome

measures compared with the placebo [61]. Such failure

highlights the importance of correct dosage and timing for

using ASOs to treat HD. Considering the effect of CRISPR

is permanent, there would be less concern about timing, as

CRISPR could be delivered to pre-symptomatic patients.

Nonetheless, dosage remains a major issue. Given that

HTT-lowering caused by CRISPR is irreversible, extra

precautions need to be exercised in advancing CRISPR-

based therapeutic methods for HD.

Innovations of CRISPR Technology

In recent years, CRISPR technology has evolved so fast

that novel innovations are published almost daily. Many of

these innovations have yet been tested in HD research but
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hold great promise (Table 2). For instance, Cpf1 or Cas12a

was identified from Francisella novicida U112, and

belongs to the Class 2, type V CRISPR system [75].

Compared with the commonly-used Cas9 (SpCas9), Cpf1

possesses some unique features. First, it is smaller, making

it easier to package into viral vectors. Second, Cpf1

recognizes the TTN or TTTN PAM sequence, which is

different from the NGG PAM sequence of Cas9, thereby

offering more flexibility in targeting different genetic loci.

Third, Cpf1 cleaves DNA and introduces a staggered DSB

with 4- to 5-nucleotide overhangs, allowing for the

incorporation of designed sequences, whereas Cas9 gener-

ates a blunt-ended DSB. Last, Cpf1 allows for multiplexed

genome editing, as a single crispr RNA (crRNA) array can

target multiple loci in the genome [76]. These features

make Cpf1 an ideal alternative to Cas9 to satisfy specific

research needs.

SpCas9 and SaCas9 are large proteins consisting of

1368 and 1053 amino-acids, respectively. A constant

endeavor is to find smaller Cas9 orthologues that offer

more flexibility in viral packaging. For example, CjCas9,

derived from Campylobacter jejuni, is composed of 984

amino-acid residues [77]; Cas12f (also known as Cas14),

identified from uncultivated archaea, is a family of

nucleases that are composed of 400–700 amino-acids

[78–80]. These variants have been tested in human cells or

Fig. 3 Summary of the major pathogenic mechanisms of Hunting-

ton’s disease (HD) currently identified. Multiple cellular functions are

believed to be affected by the presence of mutant Huntingtin (HTT):

(1) the N-terminal fragments of mutant HTT enter the nucleus,

interact with selected transcription factors, such as specificity protein

1 (Sp1) and tumor protein P53, and disrupt their transcriptional

activity; (2) mutant HTT causes epigenetic abnormalities and

chromatin structural changes, possibly by directly binding to

methyl-CpG binding protein 2 (MeCP2); (3) mutant HTT impairs

the function of the proteasome ubiquitin system (UPS), which is the

major mechanism for degrading misfolded proteins; (4) mutant HTT

disrupts Ca2? homeostasis and causes cytosolic Ca2? overload; (5)

mutant huntingtin triggers mitochondrial fragmentation and alters the

mitochondrial proteome; (6) wild-type HTT is essential for axonal

transport, whereas mutant HTT causes axonal transport defects; (7)

mutant HTT inhibits glutamate uptake in glia, which leads to

excitotoxicity; (8) mutant HTT has abnormal protein-protein interac-

tions and affects the functions of individual proteins.
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mouse models, with editing efficiency and specificity

similar to SpCas9 [81–84], thereby paving the way to test

their uses in the central nervous system.

CRISPR/Cas9 does not have to cleave DNA. Instead,

nuclease-null Cas9 (dCas9) has been engineered to fuse

with various elements to further expand its applications. In

2016, RNA-targeting Cas9 (RCas9) was created by fusing

dCas9 with GFP, together with a modified sgRNA scaffold

that preferentially targets RNA but not the encoding DNA.

RCas9 does not affect mRNA abundance or protein

translation, but enables the tracking of endogenous mRNAs

of interest in living cells [85]. In 2017, the same group

further modified RCas9 by fusing dCas9 with the PIN RNA

endonuclease domain from SMG6 (PIN-dCas9). PIN-

Table 1 Mutant HTT-lowering studies using CRISPR/Cas9-based genome-editing tools

Allele

specificity

Model system Delivery

vehicle

Major findings References

Allele

specific

HD patient fibroblasts and neural precursors from

an HD patient induced pluripotent stem cell line

Lentivirus Identified 1003 NGG PAM-altering SNPs that

collectively account for *90% of disease

chromosomes in HD patients of European

ancestry

[63]

A dual sgRNA approach with PAM-altering SNPs

completely inactivated the mutant allele without

impacting the normal allele

Allele

specific

HEK293 cells, HD patient fibroblast, and an HD

transgenic (BacHD) mouse model

Adeno asso-

ciated

virus

Designed sgRNAs targeting 6 prevalent SNP-

dependent PAMs upstream of HTT exon1 and

two common PAMs within HTT intron1

[64]

Achieved mutant allele-specific cleavage of HTT
in cultured cells and in mouse brain

Identified SNPs located within the specific PAM

positions that are suitable for other CRISPR

systems, including SaCas9 and Cpf1

Non-

allele

specific

Mesenchymal stem cells from the bone marrow of

an HD transgenic (YAC128) mouse model

Lentivirus Designed sgRNAs targeting the 5’ untranslated

region (UTR) and the exon1-intron boundary of

the HTT gene

[100]

Targeting 5’UTR or the exon1-intron boundary

resulted in 79% or 58% reduction in mutant

HTT mRNA levels

Non-

allele

specific

HEK293 cells and the HD140Q knock-in mouse

model

Adeno asso-

ciated

virus

Designed sgRNAs targeting the flanking

sequences of the CAG repeats in exon 1 of the

human HTT gene

[68]

Reducing HTT expression in the striatum was

sufficient to ameliorate behavioral deficits in the

HD140Q knock-in mouse model

Non-

allele

specific

HEK293 cells and an HD transgenic (R6/2) mouse

model

Adeno asso-

ciated

virus

Used SaCas9 and one sgRNA targeting exon 1 of

the human HTT gene

[69]

Reducing HTT expression in the striatum ame-

liorated neuronal death and prolonged lifespan

of R6/2 mice

Non-

allele

specific

HEK293 cells, mouse primary cortical neurons

and astrocytes, neurons from an HD patient

induced pluripotent stem cell line, an HD mouse

model by lentivirus transduction in the striatum,

and the HD140Q knock-in mouse model

Lentivirus Designed an sgRNA targeting the region close to

the translation start site of the human HTT gene

[71]

CRISPR/Cas9 successfully edited the HTT gene

in different cellular and murine models

The off-target effect of CRISPR/Cas9 is low, and

the self-inactivating KamiCas9 system has an

even lower off-target effect

Non-

allele

specific

HD patient induced pluripotent stem cells and

differentiated neural stem cells

Transfection Designed sgRNAs targeting the flanking

sequences of the CAG repeats in exon 1 of the

human HTT gene

[72]

Successfully reduced mutant HTT expression and

ameliorated mitochondrial defects
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dCas9 was directed to target mRNAs containing repeat

expansions, including CUG, CCUG, CAG, and GGGGCC;

it successfully cleaved and eliminated all the repeat

expansion mRNAs [86]. Because CUG, CCUG, CAG,

and GGGGCC repeat expansions are responsible for

myotonic dystrophy type 1, myotonic dystrophy type 2,

polyglutamine diseases, and frontotemporal dementia/amy-

otrophic lateral sclerosis (c9FTD/ALS) respectively, PIN-

dCas9 has the potential to treat many genetic diseases

caused by microsatellite expansions in different genomic

loci. Nonetheless, it remains to be tested whether PIN-

dCas9 can effectively work in vivo, and how long the

effects last, considering PIN-dCas9 targets RNA, not DNA.

Gene expression can also be controlled by modulating

transcriptional activity. To this end, a myriad of transcrip-

tion regulators have been fused with dCas9 to achieve

transcriptional activation or repression [87]. For example,

the VP64 transcriptional activation domain has been used

to activate the transcription of endogenous human genes,

whereas fusion of the KRAB transcriptional repression

domain from human KOX1 to dCas9 has been shown to

silence transcription [88, 89]. Epigenetic editors such as

DNA methyltransferase 3 alpha has been fused to dCas9 to

achieve site-specific DNA methylation and transcriptional

repression at several human promoters [90]. Likewise,

fusion of ten-eleven translocation methylcytosine dioxy-

genase 1 leads to DNA demethylation and targeted

upregulation of gene transcription [91]. In addition, many

histone modifiers, including histone acetyltransferase p300

and histone deacetylase HDAC3, have been used to change

the histone landscape at selected genomic loci, and resulted

in gene activation or repression, respectively [92, 93].

These efforts created a full CRISPR arsenal to alter gene

expression, which can be readily tested in HD to lower

mutant HTT transcription. Indeed, a zinc finger-KRAB

fusion protein (ZFP-TF) has already been created to

specifically repress mutant HTT transcription. Treatment

with ZFP-TF successfully ameliorates the neuropathology

and behavioral deficits in multiple lines of HD mice [94]. It

is possible that a similar approach using CRISPR technol-

ogy could achieve comparable or even better outcomes.

The CRISPR system has also been designed to precisely

edit the genome through the invention of base editors,

which are chimeric dCas9 proteins fused with DNA

deaminase enzymes. To date, two types of base editor

have been widely used: one is cytosine base editors

(CBEs), which use the rat APOBEC1 cytidine deaminase

domain to catalyze the conversion of C�G base-pairs to T�A
base-pairs; the other one is adenine base editors, which use

the TadA adenine deaminase to convert A�T base-pairs to

G�C base-pairs [95, 96]. The base editors rely on base

excision and DNA mismatch repair to achieve genome

editing. More importantly, these repair mechanisms are

active in post-mitotic cells such as neurons [97], thereby

making these editors suitable for applications in the brain.

By substituting single nucleotides, the base editors can

create stop codons to terminate protein translation [98]. In

2020, this approach was tested in a mouse model of ALS.

Intrathecal injection of AAVs encoding CBE significantly

reduced the expression of mutant SOD1, a causative gene

for ALS, leading to protection of motor neurons and

reduction of muscle atrophy [99].

The above innovations could potentially push CRISPR-

based therapies further into clinical applications. First, the

large size of SpCas9 has always been a headache for viral

packaging, and is known to elicit a myriad of cellular

responses in mammalian cells. These more compact variants

of nucleases could easily fit into the small AAV genome and

potentially cause fewer host responses after delivery. Second,

the permanent inactivation of gene expression by genome

editing is a major safety concern. In contrast, transcriptional

repressors or epigenetic modulators can silence gene expres-

sion without cutting chromosomes. Third, another drawback

of CRISPR/Cas9 is the random mutations introduced by DNA

DSB and NHEJ. Base editors that precisely change the genetic

sequence enable genome editing in a controllable fashion.

Fig. 4 Schematic showing sgRNAs targeting the HTT gene used in

previous studies. Different sgRNA designs have been adopted in

previous studies. To allele-specifically silence mutant HTT, sgRNAs

covering HD patient-specific SNPs are located either in the 5’UTR

[64] or in intron 3 [63] (red). In the non-allele-specific approach, dual

sgRNAs are designed to target sequences spanning the CAG repeats

in exon 1 HTT [68, 69, 72] (green), or a single sgRNA upstream of

exon 1 HTT is used [71] (purple).
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Concluding Remarks

Technological advancement has always been essential to

biological and biomedical research. Former technological

breakthroughs, such as molecular biology techniques and

large-scale sequencing, have profoundly changed the ways

of conducting scientific research. CRISPR-based genome

editing has the potential to play a similar role. The rapid

development of CRISPR technology has particularly

benefited HD research. Being a rare, monogenic

Table 2 CRISPR innovations that can potentially be used in HD research

CRISPR

system

PAM

sequence

Origin Application References

Cpf1 TTN or

TTTN

Identified from Francisella novicida U112 Smaller than SpCas9. [75]

Complements SpCas9 due to PAM sequence

differences.

Introduces a staggered double-strand break

with- 4 to 5-nucleotide overhangs, rather than

blunt ends

Suitable for multiplexed genome editing.

CjCas9 NNNVRYM Identified from Campylobacter jejuni A smaller variant of Cas9. [77]

Shows comparable editing efficiency, but better

specificity than SpCas9.

Cas12f Varies Identified from uncultivated archaea Smallest variants of Cas9 identified to date

(400–700 amino-acids). Similar editing effi-

ciency and specificity to SpCas9.

[78]

PIN-dCas9 Not required A chimeric protein by fusing nuclease-null

dCas9 to the PIN RNA endonuclease domain

from SMG6

Specifically targets RNA but not DNA. [86]

Efficiently eliminates microsatellite repeat

expansion RNAs (CUG, CCUG, CAG,

GGGGCC) when exogenously expressed and

in patient cells

dCas9-VP64 NGG A chimeric protein by fusing nuclease-null

dCas9 to the VP64 transcriptional activation

domain

Increases transcription of selected human genes

(VEGFA and NTF3) by targeting the promoter

sequences.

[88]

dCas9-KRAB NGG A chimeric protein by fusing nuclease-null

dCas9 to the KRAB domain of Kox1

Stably suppresses the expression of endogenous

eukaryotic genes by targeting the promoter

sequences.

[89]

dCas9-

DNMT3A

NGG Chimeric proteins by fusing nuclease-null

dCas9 to DNA methyltransferase 3 alpha or

DNA methyltransferase 3 like

Transiently expressed in combinations to

achieve long-term gene-silencing by modu-

lating DNA methylation.

[90]

dCas9-

DNMT3L

dCas9-Tet1 NGG A chimeric protein by fusing nuclease-null

dCas9 to the Tet1 enzymatic domain.

Activates transcription of selected genes (BDNF
and MyoD) by targeted DNA demethylation.

[91]

dCas9p300 Core NGG A chimeric protein by fusing nuclease-null

dCas9 to the catalytic histone acetyltrans-

ferase core domain of the human E1A-asso-

ciated protein p300.

Activates transcription of endogenous genes

from promoters and enhancers by catalyzing

acetylation of histone.

[92]

dCas9-

HDAC3

NGG A chimeric protein by fusing nuclease-null

dCas9 to full-length human HDAC3.

Modulates histone deacetylation and gene

expression, which is critically dependent on

the location of endogenous histone

acetylation.

[93]

Adenine base

editor

(ABE)

NGG A chimeric protein by fusing nuclease-null

dCas9 to the TadA adenine deaminase.

Converts A�T base-pairs to G�C base-pairs,

without causing DNA double-strand breaks.

[95]

Cytosine base

editor

(CBE)

NGG A chimeric protein by fusing nuclease-null

dCas9 to the rat APOBEC1 cytidine deami-

nase domain.

Converts C�G base-pairs to T�A base-pairs,

without causing DNA double-strand breaks.

[96]

N, any nucleotide base; V, either A, G, or C; R, either A or G; Y, either T or C; M, either A or C.
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neurodegenerative disease, HD can serve as a vanguard in

testing these innovative technologies, and such experiences

can bring valuable insights to understand or even treat

other diseases as well. We are hopeful that CRISPR,

together with other technological advances, will bring a

cure for the devastating HD in the near future.
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cells and the morphogenesis of the whole neural plate play 

key roles. Among them, the selective localization of polar 

proteins and the establishment of polarity are the internal 

driving forces. Cell polarity protein guides the positioning 

of the spindle axis and centrosome, thereby aff ecting the 

polarization from mesenchymal cells into neuroepithelial 

cells [ 3 ,  4 ]. In the process of NT closure, the polar pro-

tein complex acts as a bridge between cells, extracellular 

matrix, and cytoskeletal organization signals. This complex 

controls both the formation of the NT and the expansion of 

the coelom. Meanwhile, polarity-related proteins are clearly 

involved in the planar cell polarity (PCP) pathway during 

early neural development [ 5 ,  6 ]. The PCP pathway regulates 

the localization of polarity-related proteins (such as ZO-1, 

N-CAD, F-actin, and Shroom3) in the apical and basal 

regions, resulting in the morphology of neuroepithelial cells 

becoming spindle-shaped. On this basis, convergent exten-

sion occurs in the neural plate. The tissue folds and then 

bends at the dorsolateral hinge point, and neuroepithelial 

cells gradually fuse to form the NT by building a “zipper”-

like structure in the dorsal mid-line. Later, the development 

of the nervous system is completed (Fig.  1 ).         

 During NT development, the PCP pathway has substan-

tial eff ects on regulating the occurrence of cell polarity, in 

addition to the polarity-related proteins [ 7 ,  8 ]. Cell-to-cell 

interactions are also a crucial link. After polarized mesen-

chymal cells become neuroepithelial cells, they are tightly 

packed. This tight arrangement produces cell-to-cell interac-

tions. The mechanism of NT development is a complex and 

delicate regulatory network. The interactions between these 

neuroepithelial cells often include information exchange and 

material transfer. For example, the physical force between 

the neuroepithelial cells aff ects their tight arrangement [ 9 ]. 

The infl ow and outfl ow of ions across the cell membrane 

impact the transmission of action potentials, which in turn 

                       Abstract     It is clear that organoids are useful for studying 

the structure as well as the functions of organs and tissues; 

they are able to simulate cell-to-cell interactions, symmetri-

cal and asymmetric division, proliferation, and migration of 

diff erent cell groups. Some progress has been made using 

brain organoids to elucidate the genetic basis of certain 

neurodevelopmental disorders. Such as Parkinson’s disease 

and Alzheimer’s disease. However, research on organoids in 

early neural development has received insuffi  cient attention, 

especially that focusing on neural tube precursors. In this 

review, we focus on the recent research progress on neural 

tube organoids and discuss both their challenges and poten-

tial solutions. 

   Keywords     Neural tube    ·  Organoid    ·  Neural tube defect  

      Introduction 

 The nervous system regulates the functions of tissues and 

organs of the whole body so that humans are able to cope 

with environmental stress and pressure. The development 

of the nervous system determines whether it can perform 

such functions [ 1 ]. This system originates from the neu-

roectoderm which further forms the neural tube (NT) [ 2 ]. 

During this complex process, the morphological changes of 
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infl uences the information exchange between neuroepithelial 

cells [ 10 ]. Therefore, the normal development of the NT is 

inseparable from the regulation of cell-to-cell interactions. 

However, there have been few studies on cellular interactions 

during early neural development, mainly due to the limita-

tions of imaging techniques and the diffi  culty in performing 

 in-vivo  studies of early neural development. Based on the 

comprehensive study of NT development in experiment ani-

mals, this research still needs to overcome the bottleneck of 

technical limitations. Then the dynamic development of the 

NT in rodents and non-human primates will also be studied, 

which will provide the researcher with a better understand-

ing of early neurodevelopment. 

    Wide Use of Organoids in Biomedical Research 

 The concept of organoids can be traced back to the research 

on the self-assembly phenomenon of the sponge [ 11 ], but 

their application has to meet numerous conditions. The 

emerging technologies of artifi cially-established embryonic 

stem cells and  in vitro -induced pluripotent stem cells off er 

the possibility of such application [ 12 ]. Based on the broad 

adoption of stem cells with the developmental characteristics 

of various organs, the research on organoids has advanced 

(Table  1 ). Therefore, we also summarize the research pro-

gress that has had a signifi cant infl uence in the fi eld (Fig.  2 ). 

As a result, current organoid research is mainly focused on 

organ diseases, neurodevelopment, and cancers [ 13 – 15 ]. 

The basis of all these studies depends on the functions of 

organoids, which can better simulate the three-dimensional 

status of the human body and facilitate designing personal-

ized models of diseases. Simultaneously, it can also partially 

replace the breeding of experimental animals and overcome 

some limitations of human research and material acquisition 

[ 16 ]. These advantages of organoids will facilitate research 

in both fundamental medicine and the application of preci-

sion medicine.          

 The development of the nervous system is finely regu-

lated by multiple factors, among which the endogenous 

regulation of genes plays a leading role. Under the co-

regulation of signaling pathways such as bone morpho-

genic protein (BMP), transforming growth factor-beta 

(TGF-β), and Wnt, the ectoderm begins to transform 

into the neural plate. This process virtually turns on a 

developmental switch of the nervous system. The neural 

plate bends and closes to form the NT and finalizes this 

development process [ 2 ]. However, due to unfavorable 

hereditary and environmental factors, the normal devel-

opmental routine of the nervous system can already be 

interrupted, causing serious problems in nervous system 

development and certain diseases. Among these are the 

NT defects (NTDs) of closure at an incidence rate of 0.1% 

[ 17 ]. In clinical reports, these defects are most likely to 

cause malformation of the spinal cord and anencephaly. 

Although the phenotype is evident, the pathogenesis 

of NTDs and their effective treatment remain elusive. 

Although folic acid has been widely applied to prevent 

  Fig. 1       Schematic diagrams of neural tube closure.  A  The neural plate.  B  The neural groove and neural crest.  C  The dorsal-ventral distribution of 

the neural tube and the localization of polarity-related proteins.  D  The neural tube eventually develops into the brain and spinal cord  
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NTDs, there are still numerous cases in which this dis-

ease cannot be effectively inhibited [ 18 ,  19 ]. As far as 

the research methods are concerned, the current method 

mainly uses mouse models. However, the huge differences 

among species, the limited effectiveness of drugs, and 

the difficulty of  in-vivo  manipulation lead to the consid-

eration of whether there are better solutions. With the 

continual breakthroughs in the recent research on diverse 

new organoids, the studies related to NT organoids has 

also developed quite rapidly. 

  Table 1       Basic elements and examples of organoid formation  

  1.  Activation or inhibition of key signaling pathways   
  The development of diff erent organs is regulated by complex signaling pathways. Only by activating or inhibiting the development-related path-

ways at specifi c times can embryoid bodies develop into specifi c organoids. This is extremely important in their cultivation.  

  2 . Medium confi guration suitable for organoid culture   
  The organoid media vary according to the cultures. Among them, small chemicals, and small protein molecules both play key roles. They pro-

duce various diff erentiation results due to diff erences in the added amounts or concentrations. The development and regulation of organoids is 

a complex and delicate process, making it necessary to accurately quantify the confi guration of media.  

  3.  Set up a culture environment other than the culture medium   
  The transition from a 2D to a 3D culture system has resulted in more complex culture media for organoids. In a 3D culture system, biological 

Matrigel polymerizes to form a 3D matrix with biological activity simulating the structure, composition, physical properties, and functions 

of the cell basement membrane  in vivo . Then, the 3D structure of neural tube organoids (NTOs) is fi xed and various factors such as laminin, 

nestin, and collagen are provided, so that the environment of NTOs is closer to that in the body. This environment is very important for the 

cultivation of NTOs.  

  4.  Examples   
  Before NTOs are cultured, human stem cells are fi rst cultured in suspension to form spherical embryoid bodies, and then Matrigel is used to 

wrap the embryoid bodies and provide a suitable growth environment. We use Neurobasal medium (N2B27) in combination with factors such 

as CHIR, RA, SB, and LDN (refer to Table  2  and Fig.  3 ). The average culture period of human NTOs is ~ 10 days. After that, the status of 

NTOs can be confi rmed by verifying their transcript levels and analyzing their immunohistochemistry.  

  Fig. 2       Schematic of major progress in organoid research  
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    Research Progress on Neural Tube Organoids 
(NTOs) 

   The Transition from Two-dimensional 
to Three-dimensional Culture Improves the Maturity 
of NTOs 

 Before organoids were widely applied in neuroscience 

research, neural tissue from experimental animals were com-

monly used to reveal the morphology of the nervous system. 

Although this method greatly promoted the development of 

early neuroscience, its limitations were also noteworthy, 

such as the diffi  culty in accurately obtaining material and 

the inability to observe dynamic developmental processes. 

The emergence of embryonic stem cells and induced pluri-

potent stem cells just off set these shortcomings and off ered 

researchers the capability to explore the diff erentiation of 

specifi c cells and tissues  in vitro  [ 12 ], eff ectively facilitat-

ing the study of NT development. Both NTOs and brain 

organoids are derived from stem cells, but NTOs develop 

relatively early and mimic earlier neurodevelopmental events 

as closely as possible. Compared with NTOs, the develop-

ment of brain organoids is later and the development time is 

longer, but the maturity is better. This developmental routine 

is also consistent with the neurodevelopmental pattern  in 
vivo  (the NT closes and further develops into the brain and 

spinal cord). During the development from the neural plate 

to the NT, the polar proteins migrate to specifi c locations. 

The  in vitro  neural rosette mimics this process in terms of 

polarity [ 20 ]. In the two-dimensional (2D) neural rosette, the 

morphology of neuroepithelial cells has changed, and inside 

it, the polar proteins form a dense luminal structure. These 

phenomena have provided an illustrative model for study-

ing the occurrence of polarity that aff ects NT development. 

With its simple operation and mature cultivation methods, 

the 2D system became very popular in the initial studies of 

NT development. However, to further study the development 

of diff erent parts of the NT, the 2D culture system does not 

suffi  ce. Therefore, the concept of three-dimensional (3D) 

training naturally arose. This novel system focuses on the 3D 

structure of NT development. Compared to 2D, this enables 

the researcher to reproduce the invisible dynamic processes 

of NT development. But the cultivation is also quite com-

plicated. Biological Matrigel and synthetic hydrogel have 

both been used as support materials in 3D NT culture. Kei-

suke  et al.  used Matrigel to culture 3D mouse NTOs, and 

further developed a new type of extracellular matrix hydro-

gel. This series of attempts has led to the development of 

new materials for embedding organoids. Coupled with the 

oriented diff erentiation of culture components, NT-related 

structures with dorsal or ventral sides can be obtained, show-

ing that the 3D systems are more feasible for revealing both 

developmental phenomena and defects [ 21 ,  22 ]. The current 

experimental materials commonly used to study early neural 

development are mouse stem cells and human embryonic 

stem cells. Both the 2D and 3D culture systems of these 

cells have been reported [ 23 ]. NTOs must form spherical 

embryoid bodies before being cultured, and Matrigel wraps 

the embryoid bodies to provide a suitable growth environ-

ment for them. Neurobasal medium is then used in coordi-

nation with small-molecule factors that regulate signaling 

pathways to promote the formation of NTOs. In particular, 

the presence of key features such as the transformation of 

cells from round to spindle-shaped, the directed migration 

of polar proteins, the formation of luminal structures, and 

the strong expression of neuroepithelial marker genes are 

helpful to clarify the formation of NTOs. Although the cul-

ture methods for NTOs of diff erent species are similar, there 

remain diff erences in their development durations. The NT 

closure time in humans is ~ 4 weeks, while the NT clo-

sure cycles in non-human primates and rodents are shorter, 

which is refl ected in the culture duration of NTOs (the dif-

ferentiation time of human NTOs is ~ 10 days, while the 

diff erentiation cycles in non-human primates and mice are 

7 days). This is also a common phenomenon in the cultiva-

tion of NTOs (Fig.  3 ). In summary, it is important to choose 

the appropriate diff erentiation system corresponding to the 

type of problem to be studied. Only in this way can they be 

eff ectively applied.         

    The Emergence of Various Technologies Promoting 
Research on NTOs 

 To culture NTOs, the  in vivo  developmental environment 

must fi rst be simulated within high precision. The construc-

tion of a suitable growth environment for a complex orga-

noid requires the support of new technologies and methods. 

The application of biological materials such as Matrigel 

and other extracellular matrix materials can facilitate the 

embedding of organoids and eff ectively support the culture 

environment [ 24 ,  25 ], assisting the organoids in forming a 

3D structure. However, the extracellular matrix alone far 

from satisfi es the directed cultivation of organoids. The 

composition of the medium is another crucial element that 

determines the direction of organoid development. There-

fore, it is essential to simulate the microenvironment of the 

internal development in NTO cultures. We here summarize 

the signifi cant progress in research on NTOs and the specifi c 

culture systems during the past decade (Table  2 ). In addi-

tion, the diff erentiation of various parts of organoids also 

needs to be further stimulated. The NT presents both a dor-

sal and a ventral side, which requires precise regulation by 

microfl uidic technology during the directed diff erentiation 

of organoids [ 26 ,  27 ]. Quake  et al.  made a breakthrough in 

the large-scale integration of microfl uidic chips, which play 

an important role in biomedical research [ 28 ,  29 ]. Since the 
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development of the NT is regulated by PCP, TGF-β signal-

ing pathways, and Sonic hedgehog (SHH), bone morphoge-

netic protein (BMP), Activin receptor-like kinase 5 inhibitor 

(SB), and Morphogenetic protein type I receptor inhibitor 

(LDN), multiple factors must be fully considered when con-

structing the  in vitro  microenvironment.  

 Not only does NTO cultivation need the support of 

advanced technology and methods, but also requires relevant 

data analysis afterward. For example, because the dynamic 

process of NT development cannot be directly observed 

by the naked eye,  in vivo  imaging technology is needed. In 

1999, Weissleder  et al.  of Harvard University proposed the 

concept of molecular imaging—the application of imaging 

methods to quantitatively study biological processes at the 

cellular and molecular levels  in vivo  [ 40 ,  41 ]. Nowadays, 

this technology can be implemented in both qualitative and 

quantitative studies of the developmental process without 

damaging the organoids [ 42 ]. Therefore, the NT develop-

ment, cell proliferation, migration and morphogenesis can 

all be observed by means of fl uorescence or biolumines-

cence [ 43 ]. Therefore, NT development, cell proliferation, 

migration, and morphogenesis can all be recorded by means 

of fl uorescence or bioluminescence [ 44 ], providing a clearer 

and deeper understanding of the dynamic processes during 

NT development. Super-resolution technology further facili-

tates exploring the developmental mechanisms of the NT. 

In 2006, Hess  et al.  made signifi cant progress in Fluores-

cence Photoactivation Localization Microscopy (FPALM). 

And they further demonstrated that FPALM can eff ectively 

distinguish protein clusters on cell membrane lipid rafts 

[ 45 ], which laid a solid foundation for the development and 

application of organoids. Super-resolution technology ena-

bles the researcher to view the distribution and localization 

of intracellular proteins more clearly [ 46 ,  47 ]. In the research 

on pathogenic mechanisms, this technology is more helpful 

for studying specifi c features of pathogenesis. To summa-

rize, studying the development of NTOs requires the inte-

gration of diverse disciplines and technologies. Only in this 

way can the application value of organoids be fully tapped. 

     Potential Application Directions for NTOs 

   NTOs Can Be Used to Study Early Neuropathogenesis 
and Drug Screening 

 Organoids have also been put to good use to study the 

pathogenesis of NTDs. Studies have shown that multiple 

mutations of a single gene can cause NTDs. At present, the 

mutant genes that have received much attention include 

Vangl2, Wnt5a, Shroom3, serine hydroxy methyltrans-

ferase 1 (SHMT1), and thymidylate synthetase (TYMS) 

[ 48 ]. However, the pathogenic mechanism of NTDs caused 

by these mutations is still unclear. Using animal models to 

study the pathogenic mechanism of these mutations have 

encountered many problems like high costs and complicated 

operations, while organoids present outstanding advantages 

in this aspect of research. Mutant stem cells can be obtained 

  Fig. 3       Schematic of the diff erentiation of NTOs in diff erent species. Both experimental rodents and primates play important roles in NTO 

research. Their stem cells are used to form embryoid bodies and diff erentiate in diff erent culture systems  
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by gene knockout and this is followed by directed culture 

and  in-vitro  diff erentiation. These can be further combined 

with analyses of phenotypic diff erences and gene-expression 

diff erences to explore pathogenesis. This is an important 

application scenario of NTOs. 

 The NT grows in the early stage of neural development, 

and the dynamic processes in this period are diffi  cult to cap-

ture. New drugs for preventing certain types of NTD still 

need to be further researched and developed. Fortunately, 

NTOs can be applied as a valid platform for the high-

throughput screening of drugs. Disease-causing genes can be 

knocked out using a mature gene-editing system (CRISPR/

Cas9, a single-base editing system), and then stem cell lines 

with specifi ed mutations can be obtained. Mutant somatic 

cells can also be acquired directly from patients, and then 

the transcription factors Oct4, Sox2, Klf4, and c-Myc can 

be introduce into them through viral or plasmid vectors to 

reprogram the somatic cell nucleus to induce developmen-

tal pluripotency [ 12 ]. In this way, patient-derived-induced 

pluripotent stem cells have been obtained and then combined 

with the diff erentiation system of NTOs for  in vitro  studies. 

This is also the usual means of personalizing treatment. In 

early neurodevelopment, NTOs can be used to compare vari-

ous eff ects of mutated genes on NT development (polarity 

phenomena, changes in cell morphology, type of cell diff er-

entiation, and cell size) and identify pathogenic mechanisms. 

On this basis, eff ective drugs for patients can be screened. 

NTOs [ 49 ,  50 ], compared with animal models, provide more 

experimental samples at a lower cost. This plays a signifi cant 

role in the early testing of drug toxicity and eff ectiveness. In 

NT development, closure disorders caused by genetic muta-

tions can have serious consequences. Screening platforms 

built by organoids are expected to identify eff ective drugs 

for completely preventing NTDs. Therefore, NTOs continue 

to be promising for drug screening. 

    NTOs are More Maneuverable 

 Most of the early neurodevelopmental research data were 

obtained by animal dissection and further analysis. It can 

be said that this approach has greatly promoted the devel-

opment of neuroscience. However, it is sometimes diffi  cult 

to identify the precise sampling site and the specifi c devel-

opment time, which causes the research to be quite com-

plex. While NTOs are manipulated and analyzed  in vitro , 
this approach can eff ectively assist  in vivo  research methods 

to assess the phenomena of interest more rapidly and more 

intuitively (e.g., polarity and cell morphology changes dur-

ing NT closure). This is an eff ective strategy to help us better 

understand neural development. In general, the research on 

organoids in the life sciences is full of prospects. Its unique 

advantages have made organoid research quite popular in 

recent years. Not only does it play a role in neuroscience 

but is also prominent in cancer research and immunology 

research. Equipped with such a useful research tool, inves-

tigators will further off set research shortcomings and tap its 

potential value, improving it to serve the life sciences and 

human health more effi  ciently. 

     Major Challenges 

 After organoids have been applied to study neurodevelop-

ment, the resulting progress in studying many diseases has 

demonstrated their eff ectiveness for such fundamental scien-

tifi c studies. At present, organoids are already being widely 

applied in early neurodevelopmental research on NTDs and 

a variety of neurodegenerative diseases, such as Parkinson’s 

and Alzheimer’s diseases. This provides the researcher with 

more references for further analyses of neurodevelopment 

and pathogenic mechanisms. Even so, the challenges within 

the organoid fi eld are still worthy of in-depth consideration 

[ 51 ,  52 ]. 

   The Complexity of NTO Development 

 NTOs are derived from the diff erentiation of stem cells. 

For example, neural rosettes can be induced by inhibiting 

the dual SMAD pathway [ 33 ,  53 ]. The NTOs obtained 

through the artifi cial regulation of such small molecules 

are diff erent from the tissues naturally developed in the 

microenvironment inside the human body. In terms of neu-

rodevelopment, early neuroectoderm and mesoderm are 

closely interconnected. However, the developmental stage 

from ectoderm to an NT is the joint result of multi-organi-

zation and multi-factor regulation. As for this stage, many 

developmental mechanisms have not yet been studied, 

while the organoids are just a single product that mimics 

the occurrence of one single factor of the neuroepithelium. 

This is not comprehensive enough to study all the fac-

tors and mechanisms aff ecting NT development. In recent 

years, researchers have applied Matrigel to embed embry-

oid bodies and provide NTOs with a three-dimensional 

developmental environment that is closer to the microen-

vironment inside the human body. However, the microen-

vironment established by Matrigel is sometimes far from 

satisfying the requirements of development. This has a 

major impact on the maturity of NTO development. Fur-

thermore, the dorsal and ventral development of the NT 

is regulated by diff erent combinations of various factors, 

which are extremely diffi  cult simulate  in vitro . Although 

the emergence of microfl uidic technology has improved 

the simulation of the natural microenvironment, it remains 

far from ideal. This complexity of organoid development 

occurs not only in neurodevelopment but also in can-

cer and other organoid studies. Certainly, this is also a 
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technical limitation, while the development of technol-

ogy needs to be promoted by the challenges of scientifi c 

problems. Therefore, the complexity of organoid develop-

ment determines the direction of organoid cultivation. This 

is also one of the problems faced by the NTO research 

organizations. If we want to solve these problems, we need 

to elaborately analyze the physiological environment in 

which early neurodevelopment occurs (such as the partial 

pressures of gases, the types and specifi c concentrations 

of nutritional factors, and the pressure and temperature of 

the surrounding environment), before accurately simulat-

ing the physiological environment of neural development 

 in vivo , so that organoids can develop better. 

    Accurately Modelling the Developmental Timeline 
of NTOs 

 The developmental timeline and links of mammals are rela-

tively fi xed. This may be the result of long-term evolution. 

Therefore, the timeline of neurodevelopment is also rela-

tively fi xed. The period of complete closure of the NT in the 

body is ~ 4 weeks, during which neurons are also created. 

However, within current NTO cultures, the developmental 

cycle is far from the time required for  in vivo  development. 

This is worth consideration in terms of organ developmental 

maturity. The timeline of NTO development does not com-

pletely match that of bodily development, causing organoids 

to be insuffi  cient to simulate the real organic development of 

the body. Whether this diff erence in duration of development 

aff ects the research on developmental mechanisms is worthy 

of further discussion. This is not only a question for NTOs in 

the nervous system, but also applies to other research fi elds 

using organoids. Because the specifi c duration of organ 

development is more like a constant, this fi xed pattern may 

aff ect the number of cells contained in the organ and the 

interactions between the cells. This is extremely important 

for organ development, and therefore is another major chal-

lenge. In the study of NTOs, the occurrence of polarity and 

the formation of a cavity structure can be investigated [ 20 , 

 54 ]. But in terms of NT developmental maturity, this is not 

enough. Is this diff erence in maturity caused by insuffi  cient 

cultivation time or insuffi  cient cultivation environment? 

This problem still requires resolution. Meanwhile, neural 

tube closure is a continuous and dynamic process. It is also 

diffi  cult to accurately capture this process  in vitro . If the 

developmental timeline of NTOs is closer to the develop-

mental process  in vivo , perhaps further studies of neural tube 

development and related diseases will be more convincing. 

In other words, a thorough analysis of the developmental 

timelines of diff erent species is needed, and meanwhile, the 

developmental environment  in vivo  can be simulated as real-

istically as possible, which may solve the above challenges. 

    Construction of Vascularized NTOs 

 As is well known, blood vessels also play a key role in 

transporting nutrients and removing metabolites [ 55 ]. More 

importantly, various organs form a unifi ed organism by con-

necting blood vessels, thereby ensuring the normal demand 

for oxygen and nutrients inside cells. In the study of NTOs, 

there is no mature method yet for simulating blood vessels. 

The avascular NTOs have low levels of internal nutrients 

and oxygen, which limits their normal growths and develop-

ment. Therefore,  Shi  and colleagues ran some exploratory 

experiments to solve the blood vessel construction problem 

of organoids. They co-cultured human embryonic stem cells 

and human umbilical vein endothelial cells, and constructed 

blood vessels by regulating the related signal pathways [ 56 ]. 

Their results showed that, in the constructed vascularization 

system, the number of cell deaths was signifi cantly reduced, 

therefore the organoids developed more steadily. Cakir  et 
al.  also subcutaneously transplanted vascularized human 

cortical organoids into mice [ 57 ]. The outcome showed that 

the transplanted organoids in the hindlimbs of immunode-

fi cient mice could form a locally functioning system. Their 

work has inspired further exploration of the construction 

of vascularized organoids. However, few studies yet have 

reported on the vascularized construction of neural orga-

noids [ 25 ,  58 ]. The development of an NT is inseparable 

from nutrients and oxygen, and the cultivation methods of 

NTOs currently applied are mainly embedded culture and 

suspension culture. This  in vitro  nutrient delivery method is 

completely diff erent from the vascular delivery of nutrients. 

Furthermore, the development of diff erent parts of the NT 

are subject to complex and precise regulation. And this dif-

ference in the means of nutrient delivery may aff ect the nor-

mal development of the NT, which also needs to be further 

verifi ed. Therefore, the successful construction of a mature 

vascular system could determine that researchers can further 

study more organoids at maturity. In summary, blood vessels 

signifi cantly aff ect the normal growth and development of 

organs. In the study of NTOs, this type of problem is worthy 

of further research. 

     Conclusions and Future Perspectives 

 The application of tissue engineering technology is also one 

of the developmental directions for organoids. The micro-

environment constructed by this technology makes orga-

noid culture more feasible. This will enable the organoids 

to further stabilize in diff erentiation and assist in solving 

the problems of organoid maturity. It is also of competitive 

advantage in organoid hypoxia treatment and volume simu-

lation. Specifi cally, the vascularization system constructed 

by tissue engineering technology enables the organoid center 
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to supply suffi  cient nutrients to address both the problems of 

hypoxia and volume. In the latest research on NT organs, the 

value of tissue engineering has proven signifi cant [ 54 ]. Stem 

cells could be applied to eff ectively simulate the dynamic 

development of the NT. Simultaneously, the application 

prospects of organoids also depend to a certain extent on 

the development and application of novel technologies. In 

the current research on organoids, many challenges are due 

to the limitations of technology. Therefore, there remains a 

need to develop advanced technologies essential for further 

organoid research. 

 Secondly, studies of the co-cultivation and interaction of 

organoids is also a direction of future research. Organoid 

co-culture can be applied to study the interactions between 

diff erent tissues. However, the eff ect of interactions between 

organs remains unknown. Inside the body, the major event 

of NT closure is the physical squeezing of the tissues around 

the nerve plate and the morphological variations of the indi-

vidual cells. This is a complex process aff ected by multiple 

factors. Compared with the development of the NT inside 

the body, NTOs develop from the proliferation and diff er-

entiation of stem cells, without the intervention of other tis-

sues. Thus, NTO simulation cannot fully imitate the actual 

situation inside the body. Therefore, the study of organoids 

should also approach multiple tissue co-cultivation, and 

simulate neural development in more detail. The advance-

ment of these studies will surely provide more informa-

tion and references for research on diseases related to NT 

development. 

 In conclusion, breakthroughs in neurobiological research 

have usually been led by innovative techniques and methods. 

From the discovery of the self-organization phenomenon of 

sponge cells, organoid research has experienced decades of 

development from concept to application. Gradually matur-

ing culture systems and advancing analysis technologies 

have strengthened the application of organoids in bio-med-

icine. Moreover, the emergence of single-cell sequencing 

technology has facilitated the organoid researcher to better 

understand the pathogenesis of various diseases. In addi-

tion, the construction of NTO disease models for specifi c 

gene mutations through gene-editing technology has allowed 

the researcher to intuitively understand the progression of 

diseases, and simultaneously enabled investigators to rede-

fi ne their understanding of the diseases with new research 

ideas. Although problems in organoid research still need 

to be solved (see Table  3 ), their potential value for future 

research is undeniable. We should also take a positive atti-

tude to evaluating organoid research for its eff ective applica-

tion in the fi eld of neuroscience.  
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Dear Editor,

Mosquitoes, as important arthropod disease vectors, effi-

ciently transmit pathogens such as dengue virus, Zika

virus, yellow fever virus, and malaria. To find their host,

female mosquitoes use multiple sensory systems to detect

host-associated cues such as CO2, volatile odorants, visual

signals, and temperature. Recent genetic studies have

identified several sensory molecules that are required for

detecting those host-associated cues. Gustatory receptor

(Gr3) is required for Aedes aegypti to sense CO2 produced

by the host and to activate flight [1]. Olfactory receptor

(Or4) is responsible for sensing sulcatone from the human

body and might be required for the host preference of Ae.

aegypti [2]. Female mosquitoes are also attracted to host

body heat, and recent studies have found that the cooling

receptor ionotropic receptor (Ir21a) is required for heat-

seeking [3]. Mosquitoes are attracted to high-contrast

visual cues after sensing CO2, which indicates that visual

signals also play an important role in host localization [4].

A recent study demonstrated that vision-guided target

attraction requires opsin1 (Op1)and opsin2 (Op2) in Ae.

aegypti [5].

Mosquitoes are distributed worldwide, and their vecto-

rial capacity is dramatically affected by different environ-

mental conditions. Despite that many studies have revealed

the importance of host-associated cues during mosquito

host-seeking, fewer investigations have investigated other

environmental factors such as light, humidity, and temper-

ature in regulating host-seeking. Light modulates a wide

range of mosquito behaviors such as flight activity, mating,

oviposition, and biting time [6]. Light also serves as a

strong zeitgeber to entrain the circadian clock, and

mosquito light preference and blood-sucking behaviors

have been reported to be under circadian control [7]. A

recent study in Anopheles gambiae showed that brief light

exposure during night-time decreases the biting activity

[8]. These studies strongly suggest that ambient light

signals play important roles in regulating mosquito host-

seeking behavior and might impact their vectorial capacity.

Thus, examining how light regulates mosquito host-seek-

ing behavior might lead to new measures to control

mosquito-borne diseases.

In this study, we designed experiments to explore the

effects of ambient light on Ae. aegypti host-seeking

behavior as well as the underlying molecular mechanisms.

Heat-seeking behavior serves as an excellent model to

study mosquito host-seeking in the laboratory [1]. We

established a heat-seeking behavior assay (Figs 1A, S1, and

Supplementary Methods) and asked whether heat-seeking

behavior is modulated by different ambient light condi-

tions. Female mosquito heat-seeking activity was recorded

under either ambient infrared light or ambient high-
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intensity white light conditions (*650 lux). Since Ae.

aegypti is a diurnal species that might display changing

heat-seeking activity with the time of day, we measured the

heat-seeking activity in both day-time (zeitgeber time ZT3

and ZT9) and night-time (ZT15 and ZT21). We found that

heat-seeking activity under the white light condition was

significantly weaker than that under the infrared light

condition, suggesting that light acutely suppresses Ae.

aegypti heat-seeking (Fig. 1B). On the other hand,

consistent with previous studies on Ae. aegypti biting [9],

mosquitoes displayed significantly stronger heat-seeking

during the day (Fig. 1B). Since Ae. aegypti displays strong

host-seeking during dawn and dusk, we hypothesized that

mosquito heat-seeking might only be suppressed by strong

light. Therefore, we further studied the heat-seeking

behavior under different light conditions: infrared, red,

and white light at different intensities from 100 lux to 650

lux. We found that the heat-seeking was greatly suppressed

when the light intensity was stronger than 300 lux

(Fig. 1C). To investigate whether the decrease in heat-

seeking is attributable to the suppression of locomotion by

light, the CO2 activation rate and locomotor behavior at

ZT9 under 650 lux white or infrared light were measured,

and no difference was found (Fig. 1D, E), indicating that

the heat-seeking behavior suppression by light is not

caused by a decrease of locomotion or the CO2 activation

rate.

Meanwhile, together with previous studies [5, 10], our

finding that Ae. aegypti mosquitoes showed much stronger

heat-seeking during the day (Fig. 1B) strongly suggested

that light might regulate mosquito heat-seeking behavior

through light entrainment of the biological clock. So, we

switched the light condition 1 h ahead of the behavioral test

to investigate whether prior light experience could entrain

mosquito behavior (Fig. 1F, G). We found that turning on

the light for 1 h during the night significantly facilitated

heat-seeking, while turning off the light during the day for

1 h significantly decreased heat-seeking (Fig. 1G), indi-

cating that light might also act as an entraining signal for

heat-seeking behavior in Ae. aegypti. Thus, these results

suggested that light plays dual roles in heat-seeking

behavior: while light serves as an entraining signal to

promote heat-seeking during the day, strong light also

inhibits heat-seeking in Ae. aegypti.

Fig. 1 Dual effects of light on mosquito heat-seeking. A Schematic

of the behavioral assay for heat-seeking. Each chamber has 20 female

mosquitoes. B Heat-seeking is stronger during the day and is

suppressed by strong ambient light. ‘‘% on Peltier’’ means the the

number of mosquitoes that land on zone 37�C minus the number of

mosquitoes on zone 25�C then divided by the total number of

mosquitoes (mean ± SD, n = 16–28 trials per experiment; letters

denote distinct categories; between a and b, P\0.05, between b and c,

P \0.0001; Kruskal-Wallis and post hoc Mann-Whitney U tests).

C Heat-seeking is suppressed by white light[300 lux (mean ± SD,

n = 7–15 trials for each experiment; letters denote distinct categories;

P\0.05; Kruskal-Wallis and post hoc Mann-Whitney U tests). D, E

Light does not decrease locomotion and CO2 activation rate. The

locomotion of wild-type mosquitoes was activated by CO2 under 650

lux white light or infrared light. The number of mosquitoes that took

off in response to the CO2 and the speed at which they flew was

recorded (mean ± SD, n = 21–23 trials for each experiment; n.s., no

significant; Student’s t-test). F Schematic of ZT time and light-dark

switching. G Heat-seeking behavior at ZT9, ZT21, and the same

times after 1 h of dark or light treatment in the incubator. The index

increases after light treatment and decreases after dark treatment

under the ambient infrared light condition (mean ± SD, n = 10–14

trials for each experiment; **P \0.01, ****P \0.0001; Kruskal-

Wallis and post hoc Mann-Whitney U tests).
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Light is primarily detected through the visual system

[11], and histamine is an essential neurotransmitter for

visual signal transduction in Drosophila melanogaster [12].

To determine whether the visual system is required for

light to regulate mosquito heat-seeking behavior, we

generated blind mosquitoes by mutating histidine decar-

boxylase (Hdc) that is required for histamine synthesis.

Two Hdc (AAEL009593) mutant alleles of Ae. aegypti

were generated via the CRISPR/Cas9 (clustered regularly

interspaced short palindromic repeats/CRISPR-associated

protein 9) system (Fig. S2A). Electroretinogram (ERG)

recording showed that the depolarization voltages in the

Hdc mutant mosquitoes were significantly weaker than in

the wild-type, and this was be rescued by feeding Hdc

mutant mosquitoes with histamine (Fig. S2C–E). These

results demonstrated that histamine is required for a normal

ERG potential, suggesting that the Hdc mutant mosquitoes

were blind. To test if these mutants are truly blind, we

further performed a flight simulator experiment (Fig. S2B

and Supplementary Methods). The yaw of the mutant’s

flight indicated that they could not see moving objects. In

contrast, the yaw of the wild-type and mutant fed with

histamine was normal (Fig. S2F–K). These experiments

indicate that Hdc mutant mosquitoes are indeed blind.

Using these Hdc mutant mosquitoes, we investigated

whether white light suppresses mosquito heat-seeking

through the visual system. Compared to wild-type

mosquitoes whose heat-seeking was strongly suppressed

by white light (650 lux) (Fig. 2A), the Hdc mutant

mosquitoes showed no light-induced suppression such that

they performed similar heat-seeking behavior under both

white and red light conditions (Figs 2B, S3). The light-

suppression defect of Hdc mutant mosquitoes was rescued

by feeding 2% histamine (Figs 2C, S3). No locomotor

defect was found in Hdc mutant mosquitoes (Fig. S4). We

also used a pharmacological strategy to inhibit histamine

synthesis and found that the heat-seeking of mosquitoes fed

with histamine inhibitors was no longer suppressed by

strong light, which is consistent with the findings in Hdc

mutant mosquitoes (Fig. S5). These results demonstrated

that Hdc-dependent visual transduction is required for light

to suppress Ae. aegypti heat-seeking behavior.

We further investigated whether light suppresses host-

seeking using human hands as targets (Fig. 2E). We found

that, similar to heat-seeking behavior, bright light (650 lux)

strongly suppressed host-seeking behavior in wild-type

mosquitoes but not in Hdc mutant mosquitoes, and feeding

the Hdc mutants with 2% histamine rescued the light-

suppression effect (Figs 2F–H, S3). Thus, light suppresses

both heat-seeking and host-seeking behaviors through Hdc-

dependent visual transduction in Ae. aegypti.

Animals synchronize their behavior to light/dark cycles

through photoentrainment of the circadian clock [13, 14].

The visual system has been reported to mediate the

photoentrainment in D. melanogaster, and we asked

whether the mosquito visual system also contributes to

the light/dark cycle of heat-seeking activity in Ae. aegypti.

Using Hdc mutant mosquitoes in heat-seeking experiments,

we found that these mutants still showed stronger heat-

seeking during the day than they did during the night,

which is similar to wild-type mosquitoes (Fig. 2I). When

we turned off the light for 1 h during the day, the heat-

seeking of Hdc mutant mosquitoes decreased significantly,

which is also similar to wild-type mosquitoes. However,

light treatment during the night was less effective in

facilitating heat-seeking in Hdc mutant mosquitoes (Figs

2J, S3H). These results suggested that Hdc-dependent

visual transduction only partially mediates the circadian-

dependent heat-seeking behavior (Fig. 2I, J), indicating that

other light transduction pathways might be involved.

Cryptochrome (Cry) is a blue light-sensitive protein that

mediates light-dependent degradation of the clock protein

Timeless and plays an important role in circadian light

entrainment in D. melanogaster [15]. We hypothesized that

exposure to light might lead to the degradation of Cry to

facilitate heat-seeking behavior in Ae. aegypti. So, we

knocked down the Cry gene (AAEL004146) using RNA

interference (RNAi) and conducted heat-seeking experi-

ments at different ZTs under infrared light conditions. The

expression of Cry significantly decreased after double-

stranded RNA (dsRNA) injection into Ae. aegypti

(Fig. S6). After Cry knockdown, mosquitoes showed

stronger heat-seeking at all ZTs tested, while still main-

taining the difference in heat-seeking activity between day

and night (Fig. 2K), suggesting that Cry functions as a

heat-seeking suppressor but does not significantly affect the

rhythm of heat-seeking behavior. The light switch exper-

iments also showed that mosquitoes were still able to

respond to the light switch after the knockdown of Cry

(Fig. 2L).

Taken together, our results revealed dual effects of light

on heat- and host-seeking in Ae. aegypti. On one hand,

strong light inhibits heat-seeking and host-seeking behav-

iors, which requires Hdc-dependent visual transduction. On

the other hand, light serves as an entraining signal to

promote heat-seeking during the day. The latter effect does

not only depend on the visual system or the light-dependent

circadian regulator CRY and possibly requires both or

additional pathways.

Our results also indicated that light is able to regulate

host-seeking behavior by mosquitos through CRY. In

Drosophila, Cry is expressed in a subset of clock neurons

[15], which might be similar in mosquitoes. Further study

of the Cry-expressing neural circuit in host-seeking behav-

ior might provide new insights to understand the central

neural mechanism of host-seeking behavior in mosquitoes.
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Ae. aegypti has been found to be a diurnal mosquito that

sucks blood almost exclusively during the day [9]. This

might be controlled by the circadian clock. Here, we found

that the heat-seeking of Ae. aegypti was stronger during the

day, and light exposure during the night could facilitate

heat-seeking, which might be a result of light entrainment

of the mosquito’s circadian clock. We studied the function

of Hdc and Cry in mediating the light entrainment effects

and found that loss-of-function of either pathway did not

disrupt the diurnal heat-seeking activity in Ae. aegypti,

suggesting the involvement of both pathways and poten-

tially other unidentified pathways. Studies in Drosophila

have also found that the light signal is transduced through

multiple pathways to entrain the circadian clock, and it

would be of great interest to identify those pathways in

both flies and mosquitoes, which might help to understand

the evolutionary mechanisms of how different mosquito

species adapted to be either diurnal or nocturnal and lead to

new measures for mosquito control as well.
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Fig. 2 Function of Hdc and Cry in mediating light effects on heat-

seeking and host-seeking. A–C Heat-seeking behavior under 650 lux

white light and red light. D Heat-seeking is no longer suppressed by

white light in Hdc mutants. Wild-type and Hdc mutant mosquitoes

fed histamine show reduced heat-seeking under white light (mean ±

SD, n = 12–39 trials for each experiment). E Schematic of host-

seeking behavior using human hands. F, G Host-seeking behavior

under red light and 650 lux white light conditions. H Host-seeking is

no longer suppressed by white light in Hdc mutants (mean ± SD, n =

17–22 trials for each experiment; n.s., not significant). I Similar to

wild-type (WT) mosquitoes, Hdc mutant mosquitoes show strong

heat-seeking during the day and weak heat-seeking at night under the

ambient infrared light condition (mean ± SD, n = 11–17 trials per

experiment; letters denote distinct categories; between a and b,

P\0.01, between b and c, P\0.001). J Heat-seeking of Hdc mutant

mosquitoes with light-dark switching (mean ± SD, n = 11–15 trials

per experiment). K Heat-seeking behavior of mosquitoes after

injection of Cry dsRNA is significantly enhanced (mean ± SD, n =

18–29 trials per experiment; letters denote distinct categories;

between a and b, P \0.01, between b and c, P \0.05). L Heat-

seeking of Cry knockdown mosquitoes with light-dark switching

(mean ± SD, n = 6–12 trials per experiment; **P \0.01,

***P\0.001, ****P\0.0001; Kruskal-Wallis and post hoc Mann-

Whitney U tests).
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 Brain-derived neurotrophic factor (BDNF), a neuro-

trophic factor family member, has prominent eff ects on 

synaptic development and function, neuronal survival and 

diff erentiation, and cognition. As a synaptogenic modula-

tor that improves synaptic function and plasticity, BDNF is 

suffi  cient to induce synapse formation and enhance synaptic 

transmission [ 4 ]. In patients with AD, the level of BDNF 

protein in the entorhinal cortex is reduced [ 5 ]. BDNF has an 

extensive protective action in AD animal models, aged rats, 

and adult primates. The TrkB (tropomyosin-related kinase 

B, BDNF receptor) agonist, AS86, reverses the cognitive 

function defi cit in the amyloid-β precursor protein/prese-

nilin 1 (APP/PS1) mouse model [ 6 ], implying that BDNF 

is a benefi cial therapy for AD [ 2 ]. However, the develop-

ment of BDNF-based drugs is still challenging. Due to its 

intrinsic biochemical properties, exogenous BDNF protein 

                          Dear Editor,  
 Alzheimer’s disease (AD) is one of the most devastating 

neurodegenerative disorders and the most common form of 

dementia. Synaptic loss is a hallmark of AD pathology and 

exacerbates cognitive impairment [ 1 ]. Synaptic loss, unlike 

neuronal loss, is reversible due to the highly dynamic prop-

erties of synapses. Thus, therapeutics targeting synaptic loss 

and dysfunction are practical and benefi cial for treating neu-

rodegenerative diseases. Most importantly, the window for 

the treatment of synapses is longer than that of clearing toxic 

proteins and preventing neuronal death. Treatment targeting 

synapses delivered at a relatively late stage still slows the 

progression of AD [ 2 ]. Evidence supporting a hypothesis 

for targeting the excitation-inhibition (EI) synaptic balance 

provides a therapeutic approach for preventing neurodegen-

eration in patients with AD [ 3 ]. 
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directly delivered into the blood or cerebrospinal fl uid is 

quickly metabolized, making it diffi  cult to reach the target 

region. Diff usion of exogenous BDNF protein in the brain 

parenchyma is diffi  cult due to the binding of BDNF to its 

high-affi  nity receptor TrkB. Previous fi ndings indicate that 

BDNF release is dependent on neuronal activity and high-

frequency stimulation is suffi  cient to induce BDNF release 

[ 7 ]. Therefore, it is urgent to develop novel therapies to 

increase endogenous BDNF levels in the target location by 

stimulating BDNF-secreting neurons. 

 Several studies have suggested that the entorhinal cortex 

(EC) is a key region in the pathophysiology of the early 

stages of AD [ 8 ,  9 ]. Metabolic dysfunction in the EC has 

been reported using cerebral blood volume-functional mag-

netic resonance imaging (CBV-fMRI) in patients and mice 

[ 10 ]. AD is characterized by a series of pathological sus-

ceptibilities, the most prominent of which are amyloid and 

tau protein abnormalities in the EC in the early stage, result-

ing in short-term memory impairment [ 11 ] .  A reduction in 

interneurons and inhibitory axon terminals has also been 

reported in the EC; this is consistent with synaptic dysfunc-

tion, and suggests that resolving synaptic imbalance in the 

EC may provide therapeutic benefi t in the early stages of AD 

[ 3 ]. EC also relays and processes social signals associated 

with social cognition in human and animal models. A study 

has shown that optogenetic stimulation of the lateral entorhi-

nal cortex (LEC) to the dentate gyrus (DG) facilitates social 

memory, providing insight into the improvement of social 

memory in brain diseases [ 12 ]. Thus, in the 5×FAD (familial 

Alzheimer’s disease) mouse model, the LEC could serve as 

a potential area for the treatment of social memory defi cits. 

 Based on the evidence above, we hypothesized that 

endogenous BDNF release into the LEC  via  stimulation 

of a source region could protect against AD-related patho-

logical changes and ameliorate cognitive impairments. To 

determine the regions upstream of the LEC, we injected 

retroAAV-syn-EYFP into the LEC of adult wild-type (WT) 

mice. Retrogradely-labeled cells were found in the paraven-

tricular thalamus (PVT) [ 13 ,  14 ], anteromedial thalamic 

nucleus (AM), piriform cortex (Pir), and amygdala (Fig.  1 A, 

 B ), suggesting that these regions send monosynaptic inputs 

to the LEC. Fluorescent  in situ  hybridization revealed the 

presence of BDNF messenger RNA (mRNA) in the PVT 

(Fig.  1 C), implying that it is a source of BDNF delivery into 

the LEC. We confi rmed this connection by using another ret-

rograde tracer CTB (cholera toxin subunit B)-488 and found 

that CTB-labeled neurons were distributed from anterior to 

posterior in the PVT. Careful examination revealed that the 

number of  CTB +  neurons in the anterior PVT was higher 

than that in the posterior PVT (Fig. S1A) and  CTB +  neu-

rons were co-localized with BDNF in the PVT (Fig. S1B). 

Therefore, we focused on the PVT-LEC circuit.         

 To characterize the synaptic connection between the PVT 

and the LEC, we injected AAV-CaMKII-ChR2-mCherry 

into the PVT and made patch-clamp recordings from LEC 

neurons in slices prepared 4 weeks later (Fig.  1 D). Dense 

mCherry fl uorescent signals were detected in layers III and 

V of the LEC (Fig.  1 E), suggesting that the PVT mainly 

innervates deep layers of the LEC. In acute LEC slices con-

taining ChR2-expressing terminals from the PVT (Fig.  1 F), 

brief blue light stimulation (1 ms) elicited reliable excitatory 

postsynaptic currents (EPSCs) and inhibitory postsynaptic 

currents (IPSCs) in LEC neurons (Fig.  1 G,  H ). The latency 

of the picrotoxin-sensitive IPSCs was signifi cantly longer 

than that of the EPSCs, and extended beyond the duration 

of monosynaptic transmission (F i g.  1 I,  L ). Because most 

PVT neurons are glutamatergic, we suspected that the light-

evoked IPSCs were mediated by multisynaptic feedforward 

inhibition. Indeed, both EPSCs and IPSCs were blocked by 

the α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid 

(AMPA) receptor antagonist CNQX (10 μmol/L) (Fig.  1 J, 

 K ), suggesting that PVT sends feedforward inhibition  via  
local LEC interneurons. To examine the LEC cell types 

that were directly innervated by PVT, we made targeted 

patch-clamp recordings from glutamatergic neurons in the 

LEC of vGluT1::Ai14 mice in which glutamatergic neu-

rons were labeled with the red fl uorescence protein tdTo-

mato. Brief light stimulation evoked robust EPSCs in 90% 

(9/10) of  tdTomato +  glutamatergic neurons in the LEC (Fig. 

S1C). To determine whether PVT terminals also synapse 

on gamma-aminobutyric acid-ergic (GABAergic) neurons 

in the LEC, we made targeted recordings from GABAer-

gic neurons in the LEC after labeling GABAergic neurons 

by injecting AAV2-dlx5/6-GFP into the LEC of WT mice 

[ 15 ]. We found that light-evoked EPSCs could be recorded 

from 40% (2/5) of GABAergic neurons (Fig. S1C). Overall, 

these results suggest that PVT neurons make synaptic con-

nections with both glutamatergic and GABAergic neurons 

in the LEC, and the connection probability is higher with 

glutamatergic neurons. 

 To determine the activity-dependent release of BDNF 

from the PVT neurons into the LEC, we optogenetically 

activated PVT neurons (Fig.  1 M,  N ) for 15 min (20 Hz, 

15 mW) and collected LEC tissue for Western blotting to 

measure the BDNF protein. The BDNF protein level in the 

LEC was signifi cantly higher in the ChR2 group than in the 

control group (Fig.  1 O,  P ), indicating that the activation of 

PVT neurons is suffi  cient to release BDNF into the LEC. 

 Massive synaptic loss is a hallmark of the early stages of 

AD. To determine whether endogenous BDNF could res-

cue synaptic loss in AD, we applied chemogenetic tools to 

chronically activate the PVT neurons in 5×FAD mice. The 

utility of the chemogenetic approach in activating PVT and 

LEC neurons were validated by c-fos immunostaining (Fig. 

S2A–D). We then transduced PVT neurons with Gq-coupled 
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human M3 muscarinic receptor (hM3Dq) in 5×FAD mice 

at 7 months old and chronically activated PVT neurons by 

daily injections of clozapine-N-oxide (CNO) (0.6 mg/kg) 

for 2 months (Fig.  2 A). The animals were sacrifi ced at 10 

months of age, and Golgi-Cox staining was used to evalu-

ate the density and morphology of spines in the LEC. We 

found that the reduction in the density of all spines and 

mushroom spines in the AD mice was largely rescued by 

the chemogenetic activation of PVT neurons (Fig.  2 B–D). 

Moreover, immunostaining of the presynaptic marker 

synaptophysin also showed a signifi cant increase in the 

number of  synaptophysin +  puncta in the hM3Dq group of 

AD mice compared to that of mCherry controls (Fig.  2 E, 

 F ). Nonetheless, we found no diff erence in the number of 

 NeuN +  cells in the LEC among the three groups, hinting 

that neuronal loss was not reversed by the activation of PVT 

neurons (Fig.  2 E,  G ). Overall, these results indicated that 

chronic activation of the PVT is suffi  cient to prevent synap-

tic loss in AD mice. Following that, amyloid β (Aβ) immu-

nostaining in the LEC showed that there was no signifi cant 

  Fig. 1       Excitatory neurons in the PVT release BDNF release into the 

LEC.  A  Schematic of retroAAV injection into the LEC.  B  Location 

of an injection site and fl uorescence images of EYFP-labeled neu-

rons in the PVT, AM, Pir, and BLA.  C  Fluorescent  in situ  hybridi-

zation for BDNF mRNA in the PVT.  D  Schematic of AAV-CaM-

KII-ChR2-mCherry injection to the PVT.  E  Fluorescence images 

of viral expression in the PVT and the distribution of axonal fi bers 

in the LEC.  F  Procedures for optogenetic manipulation and electro-

physiological recording.  G  Example traces of light-induced EPSCs 

and IPSCs (scale bars, 50 pA, 50 ms).  H  Amplitudes of EPSCs and 

IPSCs recorded in the LEC ( n  = 21 cells).  I  Latency of EPSCs and 

IPSCs recorded in the LEC ( n  = 21 cells; * P  <0.05, paired Student’s 

 t -test).  J  Amplitude of EPSCs recorded in the LEC after applica-

tion of CNQX (10 μmol/L;  n  = 8 cells; ** P  <0.01, paired Student’s 

 t -test).  K  Amplitude of IPSCs recorded in the LEC after applica-

tion of CNQX (10 μmol/L;  n  = 6 cells; * P  <0.05, paired Wilcoxon 

test).  L  Amplitude of IPSCs recorded in the LEC after application of 

picrotoxin (100 μmol/L;  n  = 5 cells; *** P  <0.001, paired Student’s 

 t -test).  M  Procedure for optogenetic manipulation.  N  Location of 

viral expression and optic fi ber placement.  O ,  P  Western blots and 

quantifi cation of BDNF protein levels in the LEC ( n  = 4/group; * P  
<0.05, unpaired Student’s  t -test). 3V, 3rd ventricle; ACSF, artifi cial 

cerebrospinal fl uid; AM, anteromedial thalamic nucleus; BDNF, 

brain-derived neurotrophic factor; BLA, basolateral amygdaloid 

nucleus, anterior part; BLP, basolateral amygdaloid nucleus, posterior 

part; BMP, basomedial amygdaloid nucleus, posterior part; CaMKII, 

calmodulin-dependent protein kinase II; DEn, dorsal endopiriform 

nucleus; EPSC, excitatory postsynaptic current; IPSC, inhibitory 

postsynaptic current; LEC, lateral entorhinal cortex; Pir, piriform cor-

tex; PTX, picrotoxin; PVT, paraventricular thalamus.  
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diff erence in the number of Aβ plaques between the hM3Dq 

and mCherry groups (Fig. S2K, L), which suggests that 

chronic activation of the PVT has no eff ect on clearing Aβ.         

 Next, we sought to determine whether chronic stimulation 

of the PVT is benefi cial for the social memory defi cits asso-

ciated with AD. We transduced PVT neurons with hM3Dq 

in 5×FAD mice at 7 months old and chronically activated 

PVT neurons by daily injection of CNO (0.6 mg/kg) for dif-

ferent time periods. Control AD mice spent an equal amount 

of time sniffi  ng the novel and familiar mice, which resulted 

in a low social discrimination index (SDI), indicating an 

impairment of social memory. Two months of CNO treat-

ment (Fig.  2 H,  I ) signifi cantly increased the time spent in 

investigating the novel mice, and the SDI (Fig.  2 J–L). To 

determine how long the CNO treatment is required for the 

improvement of social memory, we shortened the treatment 

duration to 1 month or 0.5 month. The one-month CNO 

treatment also signifi cantly increased the time spent in sniff -

ing novel mice and the SDI. The improvement eff ect was 

blocked by pretreatment with the TrkB antagonist K252a 

(1 μL and 1 μmol in 1% DMSO/artifi cial cerebrospinal 

fl uid), demonstrating a crucial role of the BDNF–TrkB 

signaling pathway in mediating the memory improvement 

(Fig. S2H–J). AD mice with 0.5-month CNO treatment 

also exhibited a trend of increase in SDI, but this did not 

reach the signifi cance level (Fig. S2E–G). These results sug-

gest that one month of CNO treatment is required for the 

improvement of social memory. 

 We further investigated whether the activation of PVT 

neurons alters the locomotor activity of AD mice using 

the open field test. There was no significant difference 

among the three groups in total distance traveled and speed 

(Fig.  2 M), suggesting that chronic PVT stimulation does not 

infl uence locomotion. 

 In summary, we demonstrated that activating PVT neu-

rons results in the endogenous release of BDNF into the 

LEC. In line with a previous study in which optogenetic 

stimulation of the LEC–DG restores social memory defi cits 

[ 12 ], chronic activation of PVT prevented synaptic loss, and 

was suffi  cient to attenuate social memory defi cits. Another 

study has demonstrated that in the early stages of AD, an 

excitatory–inhibitory imbalance occurs in the LEC, and 

allosteric modulators restore synaptic balance [ 3 ], implying 

that regulating synaptic function in the LEC is a promising 

target for treating AD. Furthermore, our results also showed 

that the endogenous release of BDNF by manipulating neu-

ral circuits, which prevented synaptic loss and attenuated 

social memory defi cits, could be a potentially important 

strategy in treating the symptoms of AD. Because of the 

longer window of treatment for synapses, this therapeutic 

strategy has a unique advantage over traditional treatments 

such as the clearance of toxic proteins. 
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 n  = 24, AD + hM3Dq:  n  = 24; ** P  <0.01, * P  <0.05, one-way analy-

sis of variance (ANOVA), Tukey’s  post hoc  test).  D  Chronic activa-

tion of PVT neurons prevents mushroom spine loss in the LEC (WT 

+ mCherry:  n  = 43, AD + mCherry:  n  = 24, AD + hM3Dq:  n  = 24; 

*** P  <0.001, * P  <0.05, one-way ANOVA, Tukey’s  post hoc  test). 

 E  Representative immunofl uorescence staining of synaptophysin and 

NeuN in the LEC.  F  Numbers of synaptophysin-positive puncta per 

 mm 2  in the LEC of the WT + mCherry ( n  = 6), AD + mCherry ( n  
= 6), and AD + hM3Dq groups ( n  = 8) (** P  <0.01, * P  <0.05, one-

way ANOVA, Dunn’s test).  G  Numbers of NeuN-positive cells per 

 mm 2  in the LEC of the WT + mCherry ( n  = 5), AD + mCherry ( n  = 

5), and AD + hM3Dq groups ( n  = 5) (n.s., no signifi cant diff erence, 

one-way ANOVA, Tukey’s  post hoc  test).  H  Experimental design for 

chemogenetic activation and behaviors.  I  Schematic of the injection 

of AAV-CaMKII-hM3Dq-mCherry into PVT (left) and the location 

of viral expression (right).  J  Protocol for the social discrimination 

test.  K  Total duration in the sniffi  ng region during the social discrimi-

nation test (SDT) in the WT + mCherry ( n  = 28), AD + mCherry ( n  
= 17), and AD + hM3Dq groups ( n  = 12) (*** P  <0.001, ** P  <0.01, 

n.s., no signifi cant diff erence, paired Student’s  t -test). FM, familiar 

mouse; NM, novel mouse.  L  Comparison of social discrimination 

index (SDI) for the WT + mCherry ( n  = 28), AD + mCherry ( n  = 

17), and AD + hM3Dq groups ( n  = 12) (*** P  <0.001, * P  <0.05, 

one-way ANOVA, Tukey’s  post hoc  test).  M  Total travel distance 

and speed in the open fi eld for the WT + mCherry ( n  = 23), AD + 

mCherry ( n  = 10), and AD + hM3Dq groups ( n  = 9) (n.s., no signifi -

cant diff erence, one-way ANOVA, Tukey’s  post hoc  test).  
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 The  UNC13A  gene has been identifi ed as a shared risk 

locus for ALS and FTD by genome-wide association studies, 

but the association between  UNC13A  and disease risk has 

not been elucidated. Recently, two striking studies [ 4 ,  5 ] in 

 Nature  concerning a functional link between the  UNC13A  
gene and the TDP-43 protein off er new thinking on the 

development of ALS disease-modifying treatment. Ma  et al.  
and Brown  et al.  found that TDP-43 depletion leads to a CE 

in  UNC13A  mRNA, resulting in nonsense-mediated decay 

(NMD) and decreased UNC13A protein. Single-nucleotide 

polymorphisms (SNPs) with ALS or FTD risk in  UNC13A  
exacerbate the CE inclusions when TDP-43 function is lost 

(Fig.  1 ).         

 These two groups started their work by identifying CEs 

upon TDP-43 depletion using RNA sequencing (RNA-

seq). Ma  et al.  obtained data from FTD and ALS (FTD-

ALS) patients’ brain tissue, while Brown  et al.  used human 

induced pluripotent stem cell (iPSC)-derived cortical neu-

rons. They both identifi ed the CE inclusion of  UNC13A  
mRNA between exons 20 and 21 that was associated with 

nuclear depletion of TDP-43. Next, in order to determine 

that TDP-43 directly repressed the splicing of CE, both 

groups downregulated the TDP-43 level and then confi rmed 

the  UNC13A  CE in diff erent cell models. Furthermore, the 

UNC13A protein was also decreased because of premature 

stop codons and NMD. Using patients’ samples, they both 

found the mRNA splicing variants containing  UNC13A  CE 

exclusively in neuronal nuclei from ALS or FTD patients’ 

tissue with TDP-43 pathology (ALS-TDP or FTD-TDP), but 

neither in those with other pathology (RNA-binding protein 

FUS, Microtubule-associated protein tau, or Superoxide dis-

mutase 1) nor control samples. Moreover, they found that 

the level of  UNC13A  CE was related to the level of TDP-43 

pathology. 

                         Amyotrophic lateral sclerosis (ALS) is an idiopathic and 

fatal neurodegenerative disorder leading to progressive mus-

cle atrophy, dysarthria, dysphagia, and respiratory failure 

[ 1 ]. More than 80 diff erent drugs have been tested since 

the 1980s, but only two, riluzole and edaravone, have been 

approved for ALS treatment. Riluzole is an anti-excitotoxic 

drug that may moderately prolong ALS patients’ survival by 

2–3 months, and edaravone is an antioxidant that could sup-

press neurodegeneration in early-stage patients. But neither 

can signifi cantly prevent the rapid disease progression [ 2 ]. 

Therefore, searching for eff ective disease-modifying treat-

ment for ALS remains essential. 

 Aberrant phosphorylation, ubiquitination, cleavage, or 

nuclear depletion of TDP-43 (TAR DNA-binding protein 43) 

is the predominant pathological feature in ~97% of ALS and 

45% of frontotemporal dementia (FTD) patients, suggest-

ing that ALS-causing mechanisms converge on this central 

pathological axis. TDP-43, encoded by the  TARDBP  gene, 

plays a critical role in messenger RNA (mRNA) splicing, 

RNA transport, translation, and microRNA biogenesis. The 

loss of TDP-43 nuclear function may decrease alternative 

splicing, such that some cryptic exons (CEs) are incorrectly 

included in the mature mRNAs of many genes, leading to 

the dysregulation of these genes [ 3 ]. 
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 To determine whether risk SNPs promote CE inclusions 

in the  UNC13A  mRNA upon TDP-43 nuclear depletion, they 

analyzed RNA-seq data from patients and RT-PCR products 

from motor neurons derived from patients’ iPSCs with risk 

variants. The risk alleles contributed to a higher ratio of 

CE inclusions than reference alleles. Ma  et al.  revealed a 

strong positive correlation between the number of risk hap-

lotypes and the level of CE inclusions. By using minigene 

reporters, these two groups found that diff erent risk alleles 

enhanced CE upon TDP-43 nuclear depletion in an addi-

tive way. Lastly, by using TDP-43 RNA-recognition motifs 

(RRMs), Brown  et al.  discovered that risk SNPs of CE 

reduced the TDP-43 binding affi  nity to the mRNA. How-

ever, Ma  et al.  only found a diminished TDP-43 binding 

affi  nity to risk SNPs within introns and repeat sequences, 

but not to SNPs within CE sequences of  UNC13A , by using 

full-length TDP-43. 

 Together, these results concluded that the formation of 

 UNC13A  CE and the downregulated UNC13A protein due to 

splicing defects are caused by nuclear TDP-43 dysfunction. 

Risk alleles in  UNC13A  could promote this abnormal splic-

ing. However, there are some diff erences between these two 

articles. First, the Brown group also reported the inclusion 

of a frameshift exon (FSE) of  UNC13B  and increased intron 

retention (IR) in both  UNC13A  and  UNC13B . However, 

they did not detect an increase of  UNC13B  FSE and the 

IR of  UNC13A  and  UNC13B  in the tissues from ALS-TDP 

or FTD-TDP patients. Second, these groups both tested 

the TDP-43 binding affi  nity of risk variants to explore the 

mechanisms that underlie the exacerbated CE inclusions in 

 UNC13A , but they had partially diff erent results, which may 

be attributed to the diff erent lengths of TDP-43 that they 

used. Thus, these controversial results still need to be further 

studied. 

 The  UNC13A  gene plays an essential role in the disease 

onset and progression of ALS. Previous studies have iden-

tifi ed  UNC13A  as a susceptibility gene for ALS and FTD 

[ 6 ]. Furthermore, the minor allele of  UNC13A  is strongly 

linked with shorter survival in ALS patients [ 7 ]. These two 

articles establish a causal linkage between the TDP-43 loss 

and UNC13A downregulation, and reveal its underlying 

mechanisms. Therefore,  UNC13A  is identifi ed as a genetic 

modifi er of ALS survival mediated by nuclear TDP-43 loss, 

and might be a promising therapeutic target to slow disease 

progression, which may work in most ALS patients, about 

half of FTD patients, and other TDP-43 proteinopathies. 

  Fig. 1       Incorrect splicing of  UNC13A  with a loss of TDP-43 function. 

 A  In normal neurons, TDP-43 is mainly present in the nucleus and 

plays an important role in alternative splicing. It represses the cryp-

tic exon in  UNC13A  mRNA and guarantees the normal function of 

UNC13A protein. UNC13A bridges synaptic vesicles and the plasma 

membrane, and so contributes to synaptic vesicle docking, priming, 

and neurotransmitter release [ 8 ].  B  Under pathological conditions, 

phosphorylation of TDP-43 occurs in the cytoplasm. Upon loss of 

nuclear TDP-43, the cryptic exon is spliced into  UNC13A  mRNA, 

often disrupting the translation of UNC13A protein by nonsense-

mediated decay. Hence, the impairment of UNC13A bridging func-

tion leads to abnormal neurotransmitter release.  
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 The UNC13A protein is widely expressed in the nervous 

system and is essential in effi  cient synchronous neurotrans-

mission. UNC13A bridges the synaptic vesicles and plasma 

membrane, then leads to the docking, priming, and fusion of 

synaptic vesicles [ 8 ]. Loss of UNC13A drastically reduced 

~90% of vesicular release and ~50% the number of docked 

vesicles at the  Drosophila  larval neuromuscular junction 

(NMJ) [ 9 ]. Previous research found that synaptic vesicle 

priming is defective in UNC13-defi cient  Caenorhabditis 
elegans ,  Drosophila , and mouse models. The morphology 

of the NMJ in mutant mice also shows distinct abnormality 

due to the vital function of UNC13A in neurotransmitter 

release and synaptogenesis [ 10 ]. Moreover,  C. elegans  with 

 UNC13  mutations have a severe disability in motility at an 

early stage [ 11 ]. UNC13A-defi cient mice are completely 

paralyzed and die within hours of birth. However, Vérièpe  et 
al.  demonstrated that blocking UNC13-dependent neurose-

cretion suppresses motor neuron degeneration using mutant 

TDP-43 A315T   C. elegans , which is contradictory to the above 

studies [ 11 ]. Thus, the pathophysiological eff ect and mech-

anism of UNC13A downregulation in ALS-related motor 

neurons and disease models are still unknown. Furthermore, 

as the  UNC13A  CE had a TDP-43 loss-of-function-depend-

ent disease-modifying eff ect, we are curious about when and 

how the  UNC13A  CE appears in ALS patients with various 

disease durations. Therefore, there are still many myster-

ies about  UNC13A  to be solved before its development as a 

disease-modifying target. 

 As for the targeted therapy of  UNC13A  CE, exon-skip-

ping therapeutics, gene replacement, and small molecule 

treatment might be reasonable methods. Antisense oligonu-

cleotides (ASOs) are single-stranded nucleotide analogs that 

modify gene expression. ASO-mediated exon-skipping has 

already been applied to several diseases, including Duch-

enne muscular dystrophy (DMD). With ASO-based splice-

switching therapy, an out-of-frame exon can be deleted 

from  DMD  pre-mRNA, thereby producing functional dys-

trophin [ 12 ]. Therefore, ASO drugs carefully designed to 

induce skipping of the  UNC13A  mRNA CE, may restore 

the protein expression and slow the disease progression in 

ALS patients. Of note, the effi  cient delivery of ASOs to 

the targeted organs or cells remains a major obstacle, and 

most ASO therapies are designed to be delivered locally or 

into highly vascularized organs. In addition to intrathecal 

injection, chemical modifi cation, covalent attachment, and 

nanoparticle formulations are common ways to allow oli-

gonucleotide drug delivery to cross the blood-brain barrier. 

More advanced methods like exosome loading, spherical 

nucleic acids, and nanotechnology applications are still on 

the way [ 13 ]. In addition, a CRISPR-mediated exon-skipping 

approach can be an attractive way to skip the targeted CE, 

by using SpCas9-mediated non-homologous end joining at 

5′ or 3′ splice sites containing the 5′-NAG-3′ or 5′-NGG-3′ 

protospacer adjacent motif. However, CRISPR therapy is 

still in pre-clinical studies, and its off -target eff ects, the lack 

of effi  cient delivery methods, and the immunogenicity of 

this treatment also need caution [ 14 ]. Also, using lentivirus 

to rescue the expression of UNC13A protein and thereby 

attenuate the disease phenotype might be an alternative 

choice. Besides, some small molecules such as ataluren can 

promote ribosomal read-through to pass the termination 

codon and thereby generate the full-length and functional 

dystrophin protein in DMD; this could be applied to treat 

ALS patients with TDP-43 dysfunction [ 15 ]. 

 Given that the phosphorylation, ubiquitination, and trun-

cation of TDP-43 are the main hallmarks of most ALS and 

FTD diseases, a gain-of-function process and a loss-of-func-

tion mechanism might contribute equally to the pathology 

of TDP-43 proteinopathies. Therefore, some may wonder 

why TDP-43 mRNA or protein could not be therapeutic tar-

gets. Much evidence can answer this question. On the one 

hand, TDP-43 plays a critical role in the early development 

and normal neural function in the mouse,  Drosophila , and 

zebrafi sh [ 16 ]. Forebrain-specifi c TDP-43 knockout mice 

exhibit a spectrum of age-dependent FTD-like behavioral 

disorders [ 17 ]. On the other hand, mammalian models with 

TDP-43 overexpression display a range of motor and non-

motor phenotypes. And TDP-43 transgenic mice with mod-

estly elevated wild-type TDP-43 expression show late-onset 

neurodegeneration and ALS-like phenotypes [ 18 ]. Thus, it 

is not favorable to directly target TDP-43 protein or mRNA; 

instead, targeting the RNAs or proteins regulated by TDP-43 

may be a better and safer choice. 

  UNC13A  is not the only gene with CEs upon nuclear 

TDP-43 loss. TDP-43 has two RRM domains, which prefer-

entially bind the UG dinucleotide repeats. TDP-43 represses 

CE inclusions by binding to UG-rich sequences in distal 

intronic regions. Using a database from mice, Ling  et al.  
revealed that TDP-43 loss induces many mis-splicing events 

that contribute to cell death, and CE repression protects 

TDP-43 knockout cells. In addition, they found that human 

CE data are entirely diff erent from mouse CE data, but the 

CE repression function of TDP-43 is maintained across evo-

lution. Therefore, it is recommended that future research 

of genes aff ected by CEs after TDP-43 loss should be con-

ducted on the human background [ 3 ]. The results from the 

Ma and Brown groups showed that TDP-43 depletion pro-

motes hundreds of splicing events in the human context and 

several CEs are associated with ALS or FTD. Among them, 

 STMN2  and  POLDIP3  have been widely studied.  STMN2  
harbors a CE (exon 2a) after TDP-43 knockdown, resulting 

in reduced  STMN2  mRNA and STATHMIN-2 expression 

in the motor cortex and spinal motor neurons from ALS 

patients and iPSC-derived motor neurons. STATHMIN-2 

is a microtubule regulator that is essential for neurite out-

growth and axon regeneration. Moreover, researchers have 
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found that restoring STATHMIN-2 rescues neurons, pro-

viding valuable experience for the development of meth-

ods of restoring UNC13A [ 19 ,  20 ]. And the loss of TDP-43 

function leads to decreased wild-type POLDIP3 (variant-1) 

and increased POLDIP3-lacking exon 3 (variant-2), and the 

dysfunctional POLDIP3 has a low ability to maintain the 

size of SH-SY5Y cells. The amount of POLDIP3 variant-2 

mRNA increase in the motor cortex, spinal cord, and spi-

nal motor neurons in ALS, indicating that variant-2 might 

be a biomarker for TDP-43 dysfunction [ 21 ,  22 ]. But the 

links between most CEs and disease pathogenesis remain 

unknown. Furthermore, recently, more and more CE-asso-

ciated mechanisms have been reported in central nervous 

system diseases, and these abnormal CEs could be promis-

ing targets for future disease-modifying therapy. 

 To sum up, pathologic TDP-43 features in the majority 

of ALS and approximately half of FTD patients. Consid-

ering the crucial role of TDP-43 in mRNA metabolism, 

dysfunctional TDP-43 may lead to a mass of dysregulated 

mRNAs. It is probably not favorable to target TDP-43 pro-

tein or mRNA directly due to its essential physiological 

function. Hence, targeting alternatively-spliced genes, such 

as  UNC13A , might be an eff ective therapeutic strategy for 

ALS disease. Further clarifi cation of the pathophysiological 

eff ects and mechanisms for UNC13A dysregulation in ALS 

may require continuous exploration. In this marathon, these 

two studies prove a novel linkage between two risk genes of 

ALS and provide a new target for its treatment. 
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of experimental autoimmune encephalomyelitis (EAE). The 

EAE model is a well-established animal model of T-cell-

mediated autoimmune disease of the central nervous system 

(CNS) [ 6 ]. This animal model has been established in vari-

ous animals and is induced by administering CNS-derived 

antigens. Myelin basic protein (MBP) peptide fragment-

induced EAE is a widely used model of multiple sclerosis. 

In the study by Hosang  et al. , lung EAE was established by 

intravenous administration of MBP-specifi c T cells  (T MBP  

cells) followed by intratracheal administration of MBP. They 

found that daily application of intratracheal neomycin com-

pletely blocks the lung EAE and regulates the diversity and 

abundance of the lung microbiome. To exclude the possibil-

ity that the improvement of lung EAE was due to the changes 

in gut microbiota, Hosang  et al . analyzed the gut microbiota 

after intratracheal neomycin treatment. They did not detect 

any signifi cant changes in abundance or diversity of the gut 

bacterial strains. Moreover, direct neomycin application in 

the gastrointestinal tract at the dose used in the intratracheal 

treatment or 10-fold-higher doses does not ameliorate clini-

cal EAE, suggesting the improvement of lung EAE has no 

relationship with the microbiome diversity of the gut. Fur-

thermore, they found that subcutaneous neomycin injection 

that lacks a microbial environment did not aff ect the lung 

EAE, indicating that the lung microbiota is necessary for the 

eff ect of neomycin in lung EAE. Interestingly, the number of 

T cells within the CNS was signifi cantly reduced following 

local neomycin treatment. However, no signifi cant changes 

were detected in the proliferation and migration of T cells 

into the blood following intratracheal neomycin treatment. 

This fi nding suggests the disease-suppressing eff ects of the 

intratracheal neomycin treatment is not due to the changes in 

T-cell activation within the lung tissue and further confi rms 

that local microbiota dysregulation plays a vital role in the 

disease-suppressing eff ects of intratracheal neomycin. 

                         Under normal conditions, the immune system protects the 

brain from outside invaders, including viruses, bacteria, 

toxins, and fungi. However, an abnormal immune response 

within the brain aff ects its function and contributes to the 

progression of neurological diseases. For example, the 

immune system attacks the myelin sheath surrounding the 

nerve fi bers in multiple sclerosis, causing nerve signal trans-

mission problems [ 1 ], and excessive glial activation exac-

erbates Alzheimer’s disease and contributes to its progres-

sion [ 2 ]. The discovery of the gut-brain axis indicates that 

the immune system in the central nervous system is also 

regulated by peripheral organ systems [ 3 ]. Numerous stud-

ies have demonstrated that the microbiome in the gastroin-

testinal tract is one of the critical regulators of the brain’s 

immune response [ 4 ]. However, the roles of the microbiomes 

in other peripheral organs in regulating the brain’s immune 

systems remain unclear. 

 In a recent study, Hosang  et al . elucidated the role of the 

lung microbiome in regulating the brain’s immune reactivity 

[ 5 ]. Hosang  et al . fi rst analyzed whether the lung micro-

biota aff ects the lung autoimmune process in a rat model 
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 Hosang  et al . next asked whether peripheral EAE induced 

by subcutaneous immunization or transfer EAE by the trans-

fer of eff ector T cells could also be aff ected by changes in the 

lung microbiome [ 5 ]. Interestingly, the authors found that the 

peripheral EAE and transfer EAE induced outside the lung 

were signifi cantly impaired after treatment with intratracheal 

neomycin. Next, lung microbiota transfer experiments were 

conducted to further confi rm the role of the lung micro-

biota in the peripheral EAE model. Intriguingly, animals 

that received lung microbiota from the neomycin-treated rats 

showed signifi cant improvement in the clinical symptoms of 

transfer EAE but not in the animals that received microbiota 

isolated from control animals without neomycin treatment. 

Similarly, in both peripheral and transfer EAE, neomycin 

treatment did not infl uence T cell numbers and migration 

in the periphery but rather it reduced T cell numbers within 

the CNS. 

 The authors also analyzed changes in the autoimmune 

process within the CNS following neomycin treatment 

[ 5 ]. They found that CNS infl ammation was signifi cantly 

decreased following the neomycin treatment. However, the 

reduced CNS infl ammation could not be explained by the 

changes in  T MBP  cells. Therefore, the authors speculated that 

the changes in CNS infl ammation might be due to changes 

in the microglia, the brain’s primary resident immune cells. 

To confi rm the role of microglia in EAE pathogenesis fol-

lowing neomycin treatment, the authors treated transfer EAE 

animals with minocycline, a microglial activation inhibitor. 

Interestingly, the transfer EAE was signifi cantly inhibited, 

and pretreatment with neomycin did not show any additional 

disease-dampening eff ect. Similar results were found when 

the microglial depletion strategy was applied, suggesting 

that microglia mediate the altered autoimmune response 

after neomycin-induced lung microbiome changes. However, 

morphological changes of microglia were seen after intratra-

cheal neomycin treatment. In addition, global transcriptome 

analyses of total tissue and microglia found that the gene 

changes in microglia and whole tissue had considerable 

overlap, suggesting that microglial changes play a crucial 

role in the lung-microbiota-induced changes in CNS tissue. 

 The authors next investigated the lung microbiome 

changes after intratracheal neomycin treatment to deter-

mine the relationship between microglial reactivity and 

lung microbiome changes. First, they found that Bacteroi-

detes were the most aff ected species of bacteria. Next, they 

transferred  Prevotella melaninogenica,  an inactivated strain 

of the Bacteroidetes phylum, to examine whether Bacteroi-

detes contributes to the clinical eff ects following neomy-

cin treatment. Intriguingly, the intratracheal transfer of  P. 
melaninogenica  signifi cantly improved clinical EAE rather 

than transfer by gastrointestinal gavage. This fi nding further 

supports the hypothesis that the lung microbiome regulates 

the immune reactivity of the CNS. Because lipopolysac-

charide (LPS) is the main component of the bacterial cell 

wall and 80% of the LPS production in the gut is attrib-

uted to Bacteroidetes, the authors then measured its levels 

in bronchoalveolar lavage fl uid. Interestingly, they found a 

signifi cant increase of LPS in neomycin-treated rats, and 

antibiotic treatment that did not aff ect LPS did not aff ect 

microglial and had no eff ect in regulating EAE. In contrast, 

an antibiotic peptide that neutralizes LPS in the bronchoal-

veolar lavage fl uid signifi cantly exacerbates the severity of 

EAE. These results confi rmed that LPS is a regulator of 

CNS immune functions and plays a vital role in regulation 

of brain autoimmunity by the lung microbiome 

 In summary, Hosang  et al . confi rmed that the lung micro-

biome regulates the autoimmune responses in the CNS. 

Moreover, they found that LPS-producing bacterial taxa play 

a central role in this process (Fig.  1 ). Although they could 

not rule out the eff ects of microbial metabolites and the 

changes of peripheral or recruited immune cells on the CNS 

autoimmunity, their study provides a new concept for the 

peripheral organ system controlling the CNS. It off ers novel 

mechanisms underlying lung and CNS connections. Several 

intriguing questions arise based on these critical fi ndings and 

are worth further investigation. First, although the astrocyte 

may not be involved in the lung-microbiota-induced CNS 

tissue changes [ 5 ], astrocyte changes may also be detected 

at a later stage or other brain disease models because of the 

crosstalk between astrocytes and microglia. Therefore, the 

role of astrocytes in the lung microbiome-regulated auto-

immune infl ammation of the brain deserves further investi-

gation. Second, because microglia play an essential role in 

many processes in the brain, including microglia-mediated 

synaptic pruning, microglial phagocytosis, and neuroinfl am-

mation [ 7 ,  8 ], treatments infl uencing the lung microbiome 

may be able to regulate these processes. Further studies may 

examine the eff ect of the lung microbiome on microglia-

mediated synaptic pruning during early brain development 

and microglial phagocytosis in neurological disorders. Third, 

more studies are needed to explore new avenues and possi-

ble therapeutic approaches targeting the lung microbiome. 

For example, is it possible to use inhaled probiotics to treat 

brain disorders? Finally, it would be interesting to explore 

whether other lung microbe-derived products infl uence CNS 

autoimmunity and whether chronic lung diseases are risk 

factors for neurodegenerative diseases. Looking deeper into 

the eff ects and the underlying mechanisms of the regulation 

of the lung microbiome in regulating brain autoimmunity in 

various brain diseases may provide a possible way to prevent 

or slow the progression of these brain disorders.         
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