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Sex differences in response to general anesthesia have been reported previously, but the 
underlying neural mechanism remained unknown. In the current study, male mice were 
confirmed to be more sensitive to sevoflurane than females. This sex difference was 
mediated by estrogen receptor a (ERa) on GABAergic neurons in the medical preoptic 
area (MPA) of males. ERa signaling stimulated the GABAergic MPA neurons in males 
but had no effect on that in females. The activation of GABAergic neurons exerted an 
inhibitory effect on neural networks that, in turn, facilitated the anesthesia process. In the 
cover image, the female mouse is fi ghting against sevofl urane anesthesia, while the male 
mouse has already fallen asleep. In the brain, ERα has ignited the MPA GABAergic 
neurons in the male mouse, but in the female, the GABAergic neurons keep silent. 
See pages 703–719. (Cover provided by Dr. Hailong Dong)
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Abstract A growing number of studies have identified sex

differences in response to general anesthesia; however, the

underlying neural mechanisms are unclear. The medial

preoptic area (MPA), an important sexually dimorphic

structure and a critical hub for regulating consciousness

transition, is enriched with estrogen receptor alpha (ERa),

particularly in neuronal clusters that participate in regulat-

ing sleep. We found that male mice were more sensitive to

sevoflurane. Pharmacological inhibition of ERa in the

MPA abolished the sex differences in sevoflurane anesthe-

sia, in particular by extending the induction time and

facilitating emergence in males but not in females.

Suppression of ERa in vitro inhibited GABAergic and

glutamatergic neurons of the MPA in males but not in

females. Furthermore, ERa knockdown in GABAergic

neurons of the male MPA was sufficient to eliminate sex

differences during sevoflurane anesthesia. Collectively,

MPA ERa positively regulates the activity of MPA

GABAergic neurons in males but not in females, which

contributes to the sex difference of mice in sevoflurane

anesthesia.

Keywords Sex difference � Anesthesia � Estrogen receptor

alpha � Medial preoptic area � Sevoflurane

Introduction

General anesthesia, with the features of unconsciousness,

analgesia, amnesia, and immobility, has been widely used

in surgery for more than 170 years. However, the

underlying mechanisms remain largely unknown. Accu-

mulating evidence has shown that unconsciousness induced

by general anesthetics shares the neural pathway with sleep

[1], and many sleep-related nuclei and networks have been

reported to be involved in anesthesia [2–4]. However, in

both basic and clinical research, females have been

primarily excluded for a long time because of the

confounding variables of breeding, pregnancy, and hor-

monal fluctuations that are characteristic of this sex.

Considering that half of the surgical population is female,

the exclusion of this sex from anesthesia-related studies has

produced a huge knowledge gap from the literature to the

clinic.

In the past decade, a small but growing number of

investigations have been focused on sex differences in

response to general anesthesia [5–13]. Some clinical

studies have demonstrated that women require a higher

propofol infusion rate to maintain general anesthesia [5]

and spend less time emerging from anesthesia than men do

[6–8]. However, Kodaka et al. [9] reported that there was

no difference in the minimum alveolar anesthetic concen-

tration (MAC) requirement or bispectral index (BIS) value

at loss of consciousness between men and women for

sevoflurane anesthesia. A few basic studies with rodent

models have reported that male rats require larger doses of

anesthetics to produce general anesthesia [10, 11] and
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emerge faster from a single intraperitoneal injection of

propofol than female rats [12]. The discrepancy in previous

studies has not yet provided a clear view of sex differences

in general anesthesia. Nevertheless, the traditional expla-

nations for the previously reported sex differences in

clinical anesthetic effects involve sex-specific pharmacoki-

netic disparities [14–20] and hormonal differences

[10, 21–28]. Whether gender-related neural mechanisms

contribute to sex-specific responses to general anesthetics

remains unclear.

The preoptic area (POA), one of the most celebrated

sexually dimorphic structures [29–31], is enriched with

estrogen receptor alpha (ERa, gene ESR1) [32, 33]. ERa
expression in the POA has a sex preference, and its

expression is higher in females than in males [34]. The

POA has also been identified as a critical hub for sleep

generation. Inhibitory neurons in the POA, such as

GABAergic [35] neurons, have sleep-promoting and

sleep-active features and project inhibitory innervation to

the arousal-promoting systems [36, 37]. In contrast,

excitatory glutamatergic neurons in the POA promote

wakefulness [38]. Single-cell RNA sequencing of the POA

has revealed that ESR1 is densely co-expressed in neuronal

clusters that participate in regulating sleep-wakefulness

[33]. The anesthesia-regulatory role of POA has been

identified in the presence of dexmedetomidine [39],

propofol [40, 41], and volatile anesthetics [4]. Therefore,

the POA offers a potential target for coding sex differences

in general anesthesia.

In the current study, we aimed to examine sex-specific

differences in the murine response to sevoflurane. Consid-

ering that ERa is expressed most densely in the medial

POA (MPA) in both male and female mice [32, 33], the

pharmacological technique, patch-clamp recordings, and

short-hairpin RNA knockdown were applied to further

investigate the role of MPA ERa in sevoflurane anesthesia

in both sexes in an attempt to partially explain the sex

differences in the response to sevoflurane anesthesia.

Materials and Methods

Animals

C57BL/6J mice used in this study were purchased from the

Beijing Vital River Laboratory Animal Technology Co.,

Ltd. Vglut2-ires-Cre (Stock No. 028863; Jackson Labora-

tories, Bar Harbor, ME, USA) or Vgat-ires-Cre mice

(Stock No. 028862; Jackson Laboratories, Bar Harbor, ME,

USA) were crossed with Cre-dependent tdTomato reporter

knock-in mice (B-tdTomato cKI mice, provided by Beijing

Biocytogen Inc.) to generate mice expressing red fluores-

cence in the major subset of glutamatergic (Vglut2-

Tdtomato mice) or GABAergic (Vgat-tdTomato mice)

neurons. Mice were housed at 18–23�C with 38%–42%

humidity in a 12-h light–dark cycle (lights on 07:00–19:00)

with free access to food and water. All experiments were

performed on age-matched (8–12 weeks old) adult male

(24–27 g) and female (22–25 g) mice during the light cycle

(9:00–18:00). All studies were carried out in accordance

with the protocols approved by the Animal Experiment

Ethics Committee and strictly in compliance with the

guidelines for animal experiments of the Fourth Military

Medical University (Xi’an, China) as well as the ARRIVE

guidelines.

Short-hairpin RNA and Virus Preparation

ERa short-hairpin RNA sequences were designed based on

the report by Musatov et al. [42, 43]. ERa–short-hairpin

RNA (shERa, ESR1, 50-GGCATGGAGCATCTCTACA-

30), or short-hairpin control (a scrambled sequence) was

ligated into the designated plasmid vector construct

(pAAV–GAD67–EGFP–3xFLAG-WPRE), which was

designed to co-express the short-hairpin RNA driven by

the GAD67 promoter and the enhanced green fluorescent

protein. The reconstructed vector was packaged in adeno-

associated virus 2/9 (AAV2/9) serotype with titers of 1.0 9

1012 genome copies/mL. The reconstruction and packaging

processes were completed by Obio Technology Corp., Ltd.

(Shanghai, China).

Stereotaxic surgery

Mice were fixed in a stereotaxic frame (RWD, Shenzhen,

China) under 1.4–1.5 vol% isoflurane anesthesia with

erythromycin ophthalmic ointment applied for eye protec-

tion. After shaving and skin antisepsis, 1% lidocaine was

subcutaneously injected and a sagittal incision was made in

the scalp. During surgery, the mice were kept warm using a

heating plate.

For pharmacological experiments, a custom-made dou-

ble guide cannula (center-to-center distance 0.8 mm, 0.48

mm in diameter, RWD, Shenzhen, China) was inserted

bilaterally into the MPA (AP: ? 0.15 mm; ML: ± 0.4 mm;

DV: - 4.5 mm from the brain surface) of C57BL/6J mice.

A double dummy cannula (RWD, Shenzhen, China)

secured with a dust cap was inserted into the guide cannula

to prevent clogging during the recovery period.

For the ERa knockdown test, AAV9–GAD67–EGFP–

shERa-WPRE or AAV9–GAD67–EGFP–short-hairpin

control was bilaterally injected (300 nL/side, 50 nL/min)

into the MPA (AP: ? 0.15 mm; ML: ± 0.4 mm; DV:

- 5.0 mm from the brain surface). After microinjection,

the micropipette was left in place for an additional 10 min
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to minimize the spread of the virus along the injection

track.

After cannula insertion and virus injection, three stain-

less steel screws (1 9 5 mm2, RWD, Shenzhen, China)

were secured on the skull surface as electroencephalogram

(EEG) electrodes: the positive electrode on one side of the

frontal cortex (AP: - 1.5 mm, ML: ? 1.5 mm), the

negative electrode on the other side of the parietal cortex

(AP: ? 1.5 mm, ML: -1.5 mm), and a reference electrode

at the occipital cortex (AP: - 5.5 mm, ML: 0.0 mm). The

cannula and skull screws were fixed using methyl

methacrylate cement. After surgery, the mice were moved

to a heating plate until they recovered consciousness.

Meloxicam (0.03 mg/kg) was used for postoperative

analgesia for 3 days.

Measurement of Induction and Emergence Times

After habituation in a horizontal Plexiglas� cylinder (45

cm long, 12 cm in diameter) for 2 h for 3 consecutive days,

the duration of sevoflurane induction or emergence was

tested using the cylinder, in which mice were administered

2.4 vol% sevoflurane in 1 L/min 100% oxygen using a

sevoflurane vaporizer (RWD, Shenzhen, China). The

inhaled concentrations of sevoflurane were continuously

monitored using a gas analyzer (G60; Philips, Shenzhen,

China) with sampling from the outlet of the cylinder. The

cylinder was rotated 90� every 15 s after the sevoflurane

inhalation was started or stopped, and loss of the righting

reflex (LORR) was defined if mice could not turn prone

onto four limbs and remained in the supine position for

[60 s. Induction time was defined as the duration from the

onset of anesthetic inhalation to LORR. After LORR,

rotation of the cylinder was stopped, and 2.4 vol%

sevoflurane was continuously administered for an addi-

tional 30 min to ensure equilibration. Mice were considered

to have achieved recovery of the righting reflex (RORR) if

they could turn themselves to the prone position. Emer-

gence time was defined as the interval from the cessation of

anesthetic inhalation to RORR. For the cannula microin-

jection experiment, considering the effective time of 1,3-

bis (4-hydroxyphenyl)-4-methyl-5-[4-(2-piperidiny-

lethoxy) phenol]-1H-pyrazole dihydrochloride (MPP),

induction time and emergence time were assessed in two

separate trials (Fig. 2B, C).

Pharmacological Experiments

The ERa antagonist MPP was from Tocris Bioscience

(Catalog number: 1991, United Kingdom). MPP was

dissolved in dimethyl sulfoxide (DMSO; Sigma, Billerica,

MA, USA) as a stock solution (1 mg/mL) and diluted to 1

ng/lL with artificial cerebrospinal fluid (ACSF) for the

formal experiment (DMSO = 0.1%).

After mice had recovered from surgery for at least 5–7

days, MPP (1 ng/lL, 0.3 lL/side) was microinjected

through the double injector cannula, which had a 0.5-mm

extension beyond the tip of the guide cannula. Once the

injection was completed, the injector cannula was left in

place for an additional 5 min to prevent spread of the drug

along the injection track.

EEG Recording and Analysis

EEG signals were continuously recorded using the Power

Lab 16/35 amplifier system (PL3516, AD Instruments,

New Zealand) and LabChart Pro V8.1.13 software

(MLU60/8, AD Instruments). Raw EEG data were digi-

tized at 1000 Hz.

To calculate the burst-suppression ratio (BSR, a marker

of deep anesthesia), EEG data were bandpass filtered at

5–30 Hz, and then analyzed using a custom Matlab script

(R2019a, MathWorks, Natick, MA, USA). A suppression

event, with an assignment of 1, was defined as when the

EEG amplitude was less than its individual threshold for

[0.5 s. Otherwise, the amplitude above the threshold was

defined as a burst event assigned a value of 0. The BSR

was calculated every 1 min by the percentage of suppres-

sion events as required. The presence of a BSR was defined

as a certain minute when the BSR was [20%, and the

extinction of BSR was defined as the time interval from the

cessation of anesthetic administration to the end of the last

suppression event.

For spectral analysis, the spectrum of frequencies

throughout the entire procedure within the 0.3–50 Hz

range was plotted for all mice. The relative power in the

delta band (1–4 Hz), computed by averaging the signal

power across the frequency range of the delta band and

then dividing by the total power, was recorded for 5 min

after the onset and cessation of sevoflurane administration.

Slice Preparation and Whole-Cell Recordings

Acute coronal brain slices containing the MPA at 300 lm

thickness were cut on a vibratome in ice-cold cutting

solution (in mmol/L): 92 NMDG, 2.5 KCl, 1.25 NaH2PO4,

30 NaHCO3, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-

ascorbate, 3 Na-pyruvate, 0.5 CaCl2, and 10 MgSO4

(bubbled with 95%O2 and 5%CO2). The slices were

immersed in ACSF (in mmol/L): 124 NaCl, 2.5 KCl,

1.25 NaH2PO4, 24 NaHCO3, 12.5 glucose, 5 HEPES, 2

CaCl2, and 2 MgSO4 for 45 min at 35�C and then 1 h at

room temperature (22�C–26�C) before being transferred to

the recording chamber. Patch pipettes (3 lm–5 lm, 4 MX–

6 MX) for whole-cell recording were filled with an internal
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solution containing (in mmol/L) 145 K-gluconate, 10

HEPES, 1 EGTA, 2 Mg-ATP, 0.3 Na2-GTP, and 2 MgCl2.

Bright tdTomato-fluorescence or EGFP-fluorescence of

glutamatergic or GABAergic neurons in the MPA were

visually identified using an Olympus U-HGLGPS fluores-

cent source microscope. Whole-cell recordings were made

while perfusing (3–5 mL/min) ACSF containing estradiol

(10 nmol/L) at room temperature. Most of the MPA

neurons exhibited spontaneous action potential (AP) firing;

for these neurons, we waited for 5 min–10 min after the

establishment of whole-cell patching configuration to

record stable responses. In neurons without spontaneous

firing, a positive current (10 pA–50 pA) was injected via

the recording pipette to bring the resting membrane

potential to 45 mV–50 mV and then to induce steady

firing activity [44, 45]. MPP (1 lmol/L or 5 lmol/L, MPP

was dissolved into DMSO as a stock solution (5 mmol/L),

and diluted to 5 lmol/L (DMSO = 0.1%) or 1 lmol/L

(DMSO = 0.02%) with ACSF for the formal experiment)

was bath applied for 15 min after 5 min of baseline

recording. We averaged the number of APs recorded

during the 5 min baseline and the last 5 min of MPP

application for comparison. All tested neurons were

checked for the co-expression of ERa after patching, and

only data from ERa-positive neurons were analyzed. Data

were acquired using pClamp 10.6 (Molecular Devices,

Foster City, CA, USA). AP numbers were calculated using

Mini Analysis 6.0.1 (Synaptosoft Inc., Decatur, GA, USA).

Histological Verification

Mice were deeply anesthetized with isoflurane and per-

fused with 4% paraformaldehyde (PFA) followed by 0.9%

saline [46]. Brains were post-fixed for 2 h in 4% PFA at

4�C and then dehydrated in 30% sucrose in phosphate-

buffered saline (PBS) at 4�C until sinking. Brains were

coronally cut at 40 lm on a cryostat microtome (CM1200

Leica, Wetzlar, Germany). The sections were washed three

times for 10 min each in PBS and then blocked with 5%

normal donkey serum in PBS with 0.3% Triton X-100 for 2

h at room temperature. The primary antibodies, rabbit anti–

ERa (1:200, Abcam, ab32063, United Kingdom), were

incubated at 4�C for 48 h, followed by incubation with

donkey anti-rabbit Alexa Fluor 594 (1:500, Jackson

ImmunoResearch, Code: 711-585-152, West Grove, PA,

USA) as secondary antibodies for 2 h at room temperature.

After another 3 9 10 min wash with PBS, the sections were

mounted in Fluoromount-G (Millipore Sigma, Billerica,

MA, USA), and images of immunostaining were captured

using a laser confocal microscope (FV1200, Olympus,

Tokyo, Japan).

Western Blotting

Mice were deeply anesthetized with isoflurane before

transcardial infusion of 0.9% saline, and their brains were

quickly removed. The MPA was dissected on ice using a

mouse brain matrix (RWD, Shenzhen, China). Total

proteins were isolated using RIPA lysis buffer supple-

mented with a protease inhibitor cocktail (catalog number:

78438, Thermo Fisher Scientific, Carlsbad, CA, USA).

Equal amounts of protein (*50 lg) were loaded and

separated on 10% Tris–Tricine SDS-PAGE gels and

transferred to polyvinylidene difluoride membranes. The

membranes were blocked in 5% nonfat milk for 1 h and

incubated overnight with primary antibodies at 4�C. After

incubation with secondary antibodies (1:5000, Zhuangzhi

Biological Technology Co., Ltd, EK020/EK010, Xi’an,

China) for 1 h at room temperature, the signals were

visualized using enhanced chemiluminescence (Millipore

Sigma, Billerica, MA, USA) and captured using a

ChemiDocXRS system (Bio-Rad, Minnesota, USA). Wes-

tern blot results were quantified using densitometry (Image

Lab). The primary antibodies used were rabbit anti–ERa
(1:1000, Abcam, ab32063, United Kingdom) and a glyc-

eraldehyde-3-phosphate dehydrogenase antibody (1:10000,

Zhuangzhi Biological Technology Co., Ltd, NC020, Xi’an,

China).

Measurement of Body Surface Temperature

The back skin surface temperature of males and females

(n = 6) was measured before and 10 min, 20 min, 30 min,

40 min, 50 min, and 60 min after injection of MPP to

determine the temperature response to MPP in male and

female mice. An infrared thermometer (YHW-2, Yuwell,

Jiangsu, China) was used as previously described [47].

Statistical Analysis

Prism 8.0 (GraphPad Software, San Diego, CA, USA) was

used for statistical analysis. Data are presented as the mean

± standard error of the mean or the mean ± standard

deviation as needed. All sets of data were verified for

normality and homogeneity of variance using Kol-

mogorov–Smirnov and Brown–Forsythe tests before anal-

ysis. Student’s t-test was used to assess the statistical

significance for comparisons of two groups, followed by

two-way analysis of variance (ANOVA) followed by

Bonferroni’s multiple comparisons for three or more

groups. Statistical significance was set at P\ 0.05.
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Results

Sevoflurane Induces Sex Differences Across Anes-

thesia Induction, Maintenance, and Emergence

To determine whether there was a sex difference in the

anesthetic effect of sevoflurane in mice, age-matched adult

female and male mice were used to compare the time spent

in losing and regaining consciousness (in terms of the

righting reflex) from sevoflurane anesthesia (Fig. 1A). We

found that female mice took longer to lose the righting

reflex than male mice (398.9 ± 46.8 s vs 313.3 ± 26.5 s,

P = 0.0002, n = 9 per group; Fig. 1B), and less time to

emerge from anesthesia after sevoflurane exposure ceased

(196.7 ± 33.9 s vs 245 ± 38.2 s, P = 0.0119, n = 9 per

group; Fig. 1B).

To investigate the sex difference in response to sevoflu-

rane in EEG patterns during anesthesia maintenance, we

continuously recorded EEG signals over the peri-anesthesia

period (Fig. 1C). Continuous inhalation of 2.4 vol%

sevoflurane for 30 min after LORR kept animals anes-

thetized. However, female mice experienced fewer burst

suppression patterns than male mice, suggesting lighter

anesthesia. Although the BSR increased in both sexes as

anesthesia continued, females displayed a rather lower

BSR than males (F44, 528 = 2.341, P \ 0.0001, n = 7 per

group; Fig. 1D). Moreover, the presence of burst suppres-

sion patterns was later in females than males (22.4 ± 9.3

min vs 12.4 ± 2.1 min, P = 0.017, n = 7 per group;

Fig. 1E). In addition, the extinction of burst suppression

patterns in females was faster than in males (109.3 ± 24.3 s

vs 149.9 ± 30.0 s, P = 0.0116, n = 7 per group; Fig. 1F).

The enhancement of delta oscillation also represents the

deepening of anesthesia; therefore, we analyzed the

relative power in the delta band every 30 s during

induction and emergence. Delta power gradually increased

in both males and females from the start of sevoflurane

inhalation, but males had a stronger delta oscillation than

females (Fig. 1G). Also, delta power increased faster in

males than females during induction (1.9 ± 0.9%/min vs

0.9 ± 0.6%/min, P = 0.0338, n = 7 per group; Fig. 1H).

During emergence, delta power gradually decreased in both

sexes, but males maintained a higher power than females

(Fig. 1I), and the rate of decrease in power was signif-

icantly slower in males than in females (–0.7 ± 0.3%/min

vs –1.3 ± 0.6%/min, P = 0.0387, n = 7 per group; Fig. 1J).

The above results suggest that sevoflurane anesthesia has a

sex-dependent effect in mice, and males are more sensitive

to sevoflurane than females.

Inhibition of ERa in the MPA Alters Anesthesia

Sensitivity and Depth in Male Mice

To determine the regulatory role of MPA ERa in the

sevoflurane anesthesia-induced sex difference, MPP, a

highly selective ERa antagonist, was bilaterally microin-

jected into the MPA of male and female mice (Fig. 2A).

MPP was administered 10 min before starting or stopping

sevoflurane inhalation to assess the changes in LORR or

RORR, since MPP requires 5 min–10 min to take effect

(Fig. 2B, C). We found that the sex differences in induction

time (402.3 ± 37.2 s vs 437.7 ± 41.3 s, P = 0.2310, n = 11

per group; Fig. 2B) and emergence time (199.4 ± 30.8 s vs

208.3 ± 37.1 s, P[0.9999, n = 11 per group; Fig. 2C) were

abolished in the MPP group, and the primary change

occurred in the males rather than in the females. When

ERa was inhibited, males took longer to be anesthetized

(341.3 ± 28.6 s, n = 8 vs 402.3 ± 37.2 s, n = 11, P =

0.0104; Fig. 2B) and a shorter time to wake up from

anesthesia (248.3 ± 37.6 s vs 199.4 ± 30.8 s, P = 0.0338,

n = 9 per group; Fig. 2C), while females did not show much

change (induction time: 449.1 ± 44.9 s, n = 8 vs 437.7 ±

41.3 s, n = 11, P[0.9999; emergence time: 196.7 ± 33.9 s

vs 208.3 ± 37.1 s, P[0.9999, n = 9 per group; Fig. 2B, C).

To obtain a comparable BSR among male and female

mice during maintained deep anesthesia, the concentration

of sevoflurane was individually adjusted to 2.4%–2.6% to

keep the BSR stable at *70%. We compared the burst

suppression patterns of EEG 15 min after the administra-

tion of MPP (Fig. 2D). Representative changes in the EEG

spectra are shown in Fig. 2F–I. A significant decrease in

burst suppression pattern occurred only in male mice after

MPP microinjection. Statistical analysis of the BSR for 5

min before and 15 min after MPP administration confirmed

that the BSR in males significantly declined *7 min after

MPP treatment and lasted for at least 8 min (F57, 323 =

6.426, P\ 0.0001; Fig. 2E), while that in females did not

change significantly. These results suggest a sex-specific

regulation of ERa in the MPA under sevoflurane anesthe-

sia. ERa is likely to be involved in the sevoflurane

sensitivity in men rather than in women.

Given the involvement of MPA in regulating body

temperature [34, 35, 48], and temperature being an

important factor for sensitivity to anesthesia, the changes

in body surface temperature of male and female mice after

MPP injection were measured. As shown in Fig. S1,

inhibition of the ERa signal in the MPA significantly

increased body surface temperature in males and females

(F6, 60 = 40.28, P\ 0.0001, n = 6 per group), and it took

10–20 min to reach the peak temperature, after which it

declined gradually.
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Fig. 1 Sex-specific differences in behavioral response and electroen-

cephalogram pattern in mice during sevoflurane anesthesia.

A Schematic of Plexiglas cylinder and protocol used in behavioral

observations. B Induction time (left) and emergence time (right) in

male and female mice (t16 = 4.772, P = 0.0002 for induction time; t16

=2.837, P = 0.0119 for emergence time; two-tailed unpaired Student’s

t-test). C Representative electroencephalogram traces and corre-

sponding power spectrograms in a male and a female recorded

throughout the process of sevoflurane anesthesia. D BSR throughout

the electroencephalogram recording (45 min) in males and females.

BSR is calculated every minute (F44,528 = 2.341, P\0.0001; two-way

analysis of variance (ANOVA) followed by post hoc Bonferroni’s

multiple comparisons). E, F Presence (E) and extinction (F) of BSR

in male and female groups (t12 = 2.770, P = 0.0170 for presence of

BSR, t12 = 2.781, P = 0.0166 for extinction of BSR; two-tailed

unpaired Student’s t-test). G, I Spectral analysis of relative power in

the delta band between male and female groups during induction (G,

5 min after administration of sevoflurane) and emergence (I, 5 min

after cessation of administration). The relative delta power is

computed every 30 s (F9,108 = 4.997, P \ 0.0001 for induction;

F9, 108 = 1.987, P = 0.0476 for emergence; two-way ANOVA

followed by post hoc Bonferroni’s multiple comparisons). H, J
Relative power transition rate in delta wave between male and female

groups during induction (H) and emergence (J) (t12 = 2.395, P =

0.0338 for induction; t12 = 2.320, P = 0.0387 for emergence; two-

tailed unpaired Student’s t-test; *significant difference between males

and females; #significant difference from initial value). SEVO,

sevoflurane; BSR, burst suppression ratio; BSW, burst suppression

wave; LORR, loss of righting reflex; RORR, recovery of righting

reflex.
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MPP Reduces Spikes in Glutamatergic

and GABAergic Neurons in the MPA in Males

but not in Females

GABAergic and glutamatergic neurons are the major

neuronal subsets in the MPA, both of which have been

suggested to play a critical role in modulating arousal

behaviors. To examine the specific neuronal effect of ERa
in the MPA, whole-cell patch-clamp recordings were

performed on the MPA GABAergic and glutamatergic

neurons with MPP interventions in acute brain slices from

both male and female mice. We identified GABAergic and

glutamatergic neurons based on bright tdTomato-fluores-

cence before patching and checked the co-expression of

ERa after recording (Fig. 3A). In male mice, bath

application of MPP (1 lmol/L) significantly decreased

the number of spike in GABAergic neurons (23.1 ± 3.5 vs

11.5 ± 2.2, P = 0.0059, n = 5 per group; Fig. 3B, D, E) and

also slightly reduced the firing rate of glutamatergic

neurons (46.8 ± 3.2 vs 32.4 ± 5.3, P = 0.0089, n = 5 per

group; Fig. 3C, F, G). Notably, GABAergic neurons fired

less by 52 ± 10%, while the spike number of glutamatergic

neurons decreased by 30 ± 13% (P = 0.0195; Fig. 3H).

However, after application of MPP (1 lmol/L) in the slices

from females, there was no significant change in the firing

rate of the GABAergic neurons (30.6 ± 4.0 vs 29.7 ± 5.0,

P = 0.7474, n = 5 per group; Fig. 3I, K, L) or glutamatergic

neurons (19.0 ± 3.2 vs 15.9 ± 2.1, n = 5, P = 0.1809;

Fig. 3J, M, N). We further increased the MPP concentra-

tion to 5 lmol/L, but still did not find a change in the firing

activity of GABAergic (47.1 ± 4.2 vs 43.9 ± 3.5, P =

0.1577, n = 5 per group; Fig. 3O, P) or glutamatergic

neurons (33.0 ± 2.2 vs 32.2 ± 5.4, P = 0.6897, n = 5 per

group; Fig. 3Q, R) in females. These results provide

evidence for sex differences in the responses of MPA

neurons to ERa inhibition. MPA GABAergic neurons in

males exhibited a more profound suppression than gluta-

matergic neurons.

ERa Knockdown in GABAergic Neurons

of the Male MPA is Sufficient to Eliminate the Sex

Difference During Sevoflurane Anesthesia

Inhibitory GABAergic neurons in the MPA are well known

for their sleep-promoting nature while excitatory gluta-

matergic neurons promote wakefulness. Considering that

MPP administration in the MPA area produced a stronger

suppression in GABAergic neurons and an arousal-facili-

tation effect on behaviors in male mice, we speculated that

ERa in the MPA GABAergic neurons of males could

principally mediate the sex difference during sevoflurane

anesthesia. To test this hypothesis, we generated and

microinjected into the MPA recombinant AAV2/9

expressing a short-hairpin RNA targeting ERa (AAV-

GAD67-shERa) driven by the GAD67 promoter (Fig. 4A,

B). After a period of 3 weeks for virus expression, double

immunofluorescence and western blotting showed a promi-

nent efficiency of ERa knockdown in GABAergic neurons

of the MPA (Fig. 4C, D). We also examined the neuronal

activity in acute brain slices, and found that the ERa
knockdown in the MPA GABAergic neurons eliminated

the inhibitory effect of MPP on GABAergic neurons in

males (Fig. S2).

Consistent with the results of pharmacological manip-

ulation with MPP, knocking down the ERa in MPA

GABAergic neurons eliminated the sex difference in

sevoflurane induction time (390.0 ± 18.4 s vs 416.7 ±

34.2 s, P = 0.2888, n = 9 per group; Fig. 5B) and

emergence time (223.3 ± 37.1 s vs 220.0 ± 38.2 s,

P [0.9999, n = 9 per group; Fig. 5B). Specifically, male

mice with GABAergic ERa knockdown in the MPA

required more time to be anesthetized (338.3 ± 23.9 s vs

390 ± 18.4 s, P = 0.0022, n = 9 per group; Fig. 5B) and less

time to wake up from anesthesia (280.0 ± 31.9 s vs 223.3

± 37.1 s, P = 0.0044, n = 9 per group; Fig. 5B) than mice

expressing scrambled shRNA (EGFP). In females, there

was no significant difference in either induction time

(415.0 ± 30.9 s vs 416.7 ± 34.2 s, P [0.9999, n = 9 per

group; Fig. 5B) or emergence time (205.0 ± 28.1 s vs 220.0

± 38.2 s, P[0.9999, n = 9 per group; Fig. 5B) between the

EGFP and shRNA-ERa groups.

Furthermore, MPA GABAergic ERa knockdown sig-

nificantly decreased the BSR during the maintenance

period in male mice, but not in females, which resulted

in the disappearance of sex differences in anesthesia depth

(F132, 880 = 2.901, P\ 0.0001, n = 6 per group; Fig. 5D).

Compared with the EGFP group, MPA GABAergic ERa
knockdown also postponed the presence of a burst

suppression pattern in the EEG (14.5 ± 4.5 min vs 29.5

± 7.5 min, P = 0.0088, n = 6 per group; Fig. 6B) and

accelerated the extinction of the pattern (230.8 ± 40.1 s vs

115.0 ± 54.3 s, P = 0.0050, n = 6 per group; Fig. 6F) in

males, while females with MPA GABAergic ERa knock-

down showed no significant changes in the presence (27.5

± 8.9 min vs 22.77 ± 6.6 min, P[0.9999, n = 6 per group;

Fig. 6B) or extinction (EGFP: 146.7 ± 65.3 s vs shRNA-

ERa: 123.3 ± 44.1 s, P[0.9999, n = 6 per group; Fig. 6F)

of the pattern. As shown in Fig. 6A, with the onset of

sevoflurane inhalation, delta waves gradually increased in

the EGFP groups in a sex-specific manner. However, MPA

GABAergic ERa knockdown largely eliminated this sex

difference. We measured the relative power of the delta

band every 30 s during the induction stage for 5 min. The

male ERa knockdown group showed a decline in both delta

power (Fig. 6C) and the rate of increase of delta power (2.6

± 0.6%/min vs 1.3 ± 0.8%/min, P = 0.0395, n = 6 per
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group; Fig. 6D) in males, while there was no such effect in

females (1.1 ± 0.4%/min vs 1.1 ± 0.9%/min, P[0.9999,

n = 6 per group; Fig. C, D). During the emergence stage,

delta oscillation gradually weakened in the EGFP groups in

a sex-dependent manner (Fig. 6E). This sex dependence

was abolished in the ERa knockdown groups. ERa
knockdown reduced the delta power at most time points

(Fig. 6G) and accelerated the rate of weakening of the delta

wave in males (-0.6 ± 0.4%/min vs -1.5 ± 0.3%/min,

P = 0.0106, n = 6 per group; Fig. 6H), while the ERa
knockdown groups showed no effect on the delta power

dynamics in females (EGFP: -1.0 ± 0.5%/min vs shRNA-

ERa: -0.8 ± 0.4%/min, P [ 0.9999, n = 6 per group;

Fig. 6G, H). Combined with the pharmacological results,

MPA GABAergic ERa regulated the sensitivity to sevoflu-

rane anesthesia in males more than females, which could

make a pivotal contribution to the differences in behaviors

and EEG patterns between male and female mice during

general anesthesia.

Discussion

In the present study, we found sex differences in the

behavioral responses and EEG signatures in sevoflurane

anesthesia in mice. In particular, males were more prone to

lose consciousness during anesthesia induction and main-

tain a deeper anesthesia and were harder to wake up than

females at the same concentration of sevoflurane.

Pharmacological inhibition of ERa in the MPA extended

the induction time and facilitated the emergence from

sevoflurane in males but did not have such effects in

females, which consequently abolished the sex bias in

sevoflurane anesthesia. In vitro electrophysiological tests

revealed that the firing activity of GABAergic and

glutamatergic neurons of the MPA was inhibited in males

but not in females after bath application of an ERa
inhibitor, and GABAergic neurons showed greater sup-

pression than glutamatergic neurons. Selective downregu-

lation of ERa in GABAergic neurons of the MPA was

sufficient to eliminate the sex difference during sevoflurane

anesthesia.

In the last few decades, female rodents have often been

neglected in preclinical neuroscience research. A ground-

breaking evaluation of biomedical research even reported

that male bias was most prominent in terms of neural

regulation [49]. The exclusion of females from anesthesia

studies also hinders the anesthesia management of female

patients because of a lack of knowledge about sex-specific

mechanisms. Although a few studies have confirmed that

sex plays a role in determining anesthetic requirements and

emergence, they have reported conflicting results [5–13].

In our study, we systemically recorded the behavioral and

EEG differences during single sevoflurane anesthesia in

mice, and found that males were more sensitive to

sevoflurane anesthesia and entered deeper anesthesia more

easily. Our results are consistent with those of most clinical

studies, in which women were found to require a higher

propofol infusion rate to maintain general anesthesia [5], a

shorter time to emerge from general anesthesia adminis-

tered with propofol/alfentanil/nitrous oxide complex [6] or

inhalational anesthetic [8], and a higher concentration of

inhalational anesthesia to maintain BIS levels equivalent to

those of men [13]. However, a few basic studies have

reported that male rats require larger doses of anesthetics to

produce general anesthesia [10, 11], and emerge faster after

a single intraperitoneal injection of propofol than female

rats [12]. The discrepancy between these studies and our

findings could be attributed to the differences in anesthet-

ics, species, and drug delivery strategies [10–12].

Estrogen has been believed to be the leading cause of

sex differences in general anesthesia effects for a long time

[10]. However, the neuronal targets of this hormone are

unclear. The MPA, one of the most established sexually

dimorphic structures and a well-known sleep-generating

site, is densely enriched in ERa. By microinjection of the

selective ERa antagonist MPP into the MPA, we found that

the sex difference in sevoflurane anesthesia was completely

abolished, which provided evidence for the key role of

MPA ERa in the sex difference of sevoflurane anesthesia.

Surprisingly, MPP only changed the anesthesia behaviors

and EEG signals in males but not in females. Of note, sex

b Fig. 2 Inhibition of ERa in the MPA reduces the anesthesia

sensitivity and anesthesia depth in male mice. A Diagram of coronal

brain section (upper) showing cannula insertion and histological

image (lower) showing the bilateral location of cannulas in the MPA.

B, C Schematics of protocols (upper) and results (lower) for induction

(B) and emergence (C) times in male and female mice in the vehicle

and MPP groups (F1,34 = 8.144, P = 0.0073; t34 = 5.587 (Vehicle:

male vs Vehicle: female), P\ 0.0001; t34 = 3.401 (Vehicle: male vs
MPP: male), P = 0.0104 for induction time (B); F1,32 = 6.757, P =

0.0140; t32 = 3.137 (Vehicle: male vs Vehicle: female), P = 0.0219;

t32 = 2.968 (Vehicle: male vs MPP: male), P = 0.0338 for emergence

time (C); two-way analysis of variance (ANOVA) followed by post
hoc Bonferroni’s multiple comparisons). D Diagram of sagittal brain

section showing the site of cannula implantation and schematic

protocol for EEG recording. E BSR at 5 min before and 15 min after

MPP/vehicle injection into the MPA in male and female mice. BSR is

computed each minute (male-vehicle: n = 5; female-vehicle: n = 5;

male-MPP: n = 6; female-MPP: n = 5; F57,323 = 6.426, P\ 0.0001;

two-way ANOVA followed by post hoc Bonferroni’s multiple

comparisons; *significant difference between male-vehicle and

male-MPP groups; #significant difference from initial value). F–I
Representative EEG traces and power spectrograms over time after

MPP (lower) or vehicle (upper) injection in male (left) and female

(right) mice. MPA, medial preoptic area; SEVO, sevoflurane; BSW,

burst suppression wave; BSR, burst suppression ratio; LORR, loss of

righting reflex; RORR, recovery of righting reflex; EEG,

electroencephalogram.
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differences in the response to manipulation of estradiol

signaling are not unprecedented. Indeed, estrogen and its

receptors have been traditionally considered to contribute

greatly to the unique characteristics of females that are

different from those in males, such as reward [50, 51], pain

[52, 53], skeletal metabolism [53], emotion-related behav-

iors [54], and stroke [55]. Vandegrift et al. [51] reported

that knockdown of ERa in the VTA reduces binge-like

ethanol drinking in female mice, but not in males. Indeed,

we also expected to find an ERa-mediated anesthesia

difference in female mice. However, our findings suggested

a regulatory contribution of MPA ERa to the higher

sensitivity in male, but not female mice to sevoflurane

anesthesia. In the present study, a higher estimated

estrogen level in female mice may not fully explain the

different responses to MPP between females and males.

The differential effects of MPP in female and male mice

during sevoflurane anesthesia could be largely attributed to

the distinct nature and regulatory mechanism of MPA ERa
in the sexes. Although many studies have revealed the

various regulatory effects of ERa in males under both

physiological and pathological conditions, such as sexual

[56] and aggressive behavior [57], pain [43], and temper-

ature regulation [34], only a few studies have compared the

roles of ERa or other estrogen receptors between males and

females.

In the 1970s, several studies reported that estradiol alters

neuronal activity in the preoptic area of the hypothalamus

within seconds to minutes [58–61]. Satta et al. [50]

recently reported that acute treatment with an ERb agonist

induces the expression of the immediate early gene c-fos in

the nucleus accumbens. In our study, we inhibited the MPA

ERa by bath application of MPP in the acute brain slice,

and found a significant depression of neuronal activity of

GABAergic neurons and glutamatergic neurons of the

MPA in male mice, suggesting that ERa activation

mediates the excitation of these two types of neurons.

However, no changes in firing rate were recorded in the

MPA neurons of female mice. In consideration of the

possible need for higher MPP by female ERa, we increased

the MPP concentration to 5 lmol/L but still found no

significant change in the MPA neuronal activity of female

mice. A sex-difference of ERa in regulating inhibitory

neurotransmission has been reported in the hippocampus.

ERa activates postsynaptic mGluR1 to facilitate endo-

cannabinoid release, which then inhibits presynaptic

GABAergic terminals [62]. The functional coupling of

ERs with metabotropic glutamate receptors (mGluRs)

seems to occur only in females, although ER–mGluR

complexes exist in both sexes [63]. These reports may not

be identical to our findings but provide some hints on the

underlying mechanism. With regard to excitatory neuro-

transmission, the subtypes of ER that mediate hippocampal

neural excitation differ between males and females, and

presynaptic glutamatergic neurotransmission is regulated

by ERb in females but ERa in males [64], which provides a

plausible explanation for the weaker response of gluta-

matergic neurons to MPP. In addition, GABAergic neurons

directly inhibit glutamatergic neurons in the MPA; thus, the

greater the suppression of GABAergic neurons by MPP,

the greater the disinhibition of glutamatergic neurons [65].

Therefore, the overall effect of MPP may be due to the

combination of the direct effect of MPP on glutamatergic

neurons and feedforward disinhibition from GABAergic

neurons. The classical mechanism of estrogen action

involves the slow regulation of gene transcription by

acting as a transcription factor [66]. However, more recent

studies [67] have confirmed many non-classical estrogen

signaling mechanisms that are initiated at the cell mem-

brane and regulate rapid non-genomic action. Estrogen

receptors physically interact with mGluRs [68–70], recep-

tor tyrosine kinases [71–73], G proteins [74], and kinases

[75] at the cell membrane, forming a functional signaling

complex, consequently triggering numerous intracellular

signaling cascades, such as gene expression, local protein

synthesis, actin polymerization, ion channel dynamics,

synaptic physiology, and dendritic spine morphology

[76–80]. In our study, the effects of MPP recorded

in vivo and in vitro probably resulted from the rapid non-

classical estrogen signaling pathways.

It has been reported that selectively activating estrogen-

sensitive MPA ERa? neurons is sufficient to induce a

coordinated depression of metabolic rate and body tem-

perature [34]. Body temperature can affect the MAC of

b Fig. 3 MPP decreases the firing activity of MPA neurons in male but

not in female mice. A Immunofluorescence test for the co-expression

of ERa (scale bar, 100 lm). B, C, I, J Representative firing activity

over 5 min before, 15 min perfusion, and 20 min wash with MPP (1

lmol/L) application of GABAergic neurons in male (B) and female

(I) mice, and of glutamatergic neurons in male (C) and female

(J) mice. D, F Time course of AP number averaged from GABAergic

(D) and glutamatergic (F) neurons in male mice with MPP (1 lmol/L)

perfusion. K, M, O, Q Time course of AP number averaged from

GABAergic (K, O) and glutamatergic (M, Q) neurons in female mice

with MPP (1 lmol/L) and MPP (5 lmol/L) perfusion. E, G, L, N, P,
R Averaged spike number before 5 min and after 10–15 min of MPP

perfusion. Using two-tailed paired Student’s t-test: t4 = 5.347, P =

0.0059 for GABAergic neurons in males with MPP (1 lmol/L) (E); t4
= 4.757, P = 0.0089 for glutamatergic neurons in males with MPP (1

lmol/L) (G); t4 = 0.3451, P = 0.7474 for GABAergic neurons in

females with MPP (1 lmol/L) (L); t4 = 1.618, P = 0.1809 for

glutamatergic neurons in females with MPP (1 lmol/L) (N); t4 =

1.735, P = 0.1577 for GABAergic neurons in females with MPP (5

lmol/L) (P); t4 = 0.4295, P = 0.6897 for glutamatergic neurons in

females with MPP (5 lmol/L) (R). H Suppression rate of GABAergic

and glutamatergic neurons of male mice after injection of MPP (t8
=2.914, P = 0.0195; two-tailed unpaired Student’s t-test). AP, action

potential.
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inhaled anesthetics, and hypothermia decreases the isoflu-

rane requirement [81]. In our study, inhibition of ERa
signaling by microinjection of MPP increased the body

surface temperature not only in males but also in females,

suggesting that the ERa-mediated body temperature

increase may not be a contributor to the sex difference in

sevoflurane anesthesia. Interestingly, because the female

mice did not show an MPA neuronal response to MPP, the

Fig. 4 Validation of knockdown efficiency of ERa in the MPA.

A Schematic of intra-MPA injection in C57BL/6 mice. B Expression

of the virus (EGFP) in GAD67? neurons in the MPA. C, D Western

blots (C) and immunofluorescence (D) showing efficient ERa
knockdown in the MPA (n = 3; scale bar, 200 lm; t4 = 3.117, P =

0.0356; two-tailed unpaired Student’s t-test). 3V third ventricle; ac,

anterior commissure; MPA, medial preoptic area; MPN, medial

preoptic nucleus; VLPO, ventrolateral preoptic nucleus; VMPO,

ventromedial preoptic nucleus.
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underlying relationship between MPA ERa and tempera-

ture elevation in females requires further discussion. First,

MPA neurons that regulate anesthesia may not completely

overlap with those regulating body temperature. We only

recorded the APs in a small population of glutamatergic

and GABAergic neurons co-expressing ERa. More impor-

tantly, we only recorded APs in neurons that were confined

to the MPA, but did not observe that in ventrolateral

preoptic nucleus (VLPO). Because of the diffusion of MPP,

the VLPO might be involved in the change of temperature

in male and female mice, and previous research has

reported that modulation of neurons in the VLPO does not

alter anesthetic induction or recovery time, while the body

temperature changes strikingly [35].

This study has some limitations. We only found sex

differences in mice under sevoflurane anesthesia, while

different anesthetics with distinct molecular or neural

targets may have different effects in the sexes. Because we

did not monitor the estrus cycle of the female mice, we do

not know yet how much dispersion the fluctuations of sex

hormone levels could have contributed to the results in

females. In addition, we only focused on the role of ERa in

the MPA, but other subtypes of ER, such as ERb and G

protein-coupled ER (also known as GPR30) may have their

own effect on sex differences in general anesthesia.

Pharmacokinetic gender disparities are prevalent within

the respiratory, renal, and endocrine systems. As we did not

assess these differences, we could not determine how much

the peripheral pharmacokinetic differences affect the sex

differences in response to general anesthesia in this study.

All of these limitations need to be addressed in future

studies.

In conclusion, our study confirmed sex differences in

response to sevoflurane anesthesia and found that male

mice were more sensitive to sevoflurane anesthesia than

females. The ERa of GABAergic neurons in the MPA

plays a regulatory role in the anesthesia sensitivity of male

mice, which contributes to the sex difference in sevoflurane

anesthesia.

Fig. 5 ERa knockdown in MPA GABAergic neurons eliminates the

significant gender difference of sevoflurane anesthesia in mice.

A Protocol for measurement of induction and emergence times.

B Induction (left) and emergence (right) times in male and female

mice in the EGFP and shRNA-ERa group. Using two-way ANOVA

followed by post hoc Bonferroni’s multiple comparisons: F1,32 =

7.423, P = 0.0103; t32 = 5.908 (EGFP: male vs EGFP: female), P\
0.0001; t32 = 3.981 (EGFP: male vs shRNA-ERa: male), P = 0.0022

for induction time (left); F1,32 = 9.968, P = 0.0035; t32 = 4.673

(EGFP: male vs EGFP: female), P = 0.0003; t32 = 3.530 (EGFP: male

vs shRNA-ERa: male), P = 0.0077 for emergence time (right).

C Diagram of a coronal brain section showing virus injection into the

MPA of a C57BL/6 mouse (upper) and schematic protocol for EEG

recording (lower). D BSR throughout a 45-min electroencephalogram

recording in EGFP-Male, EGFP-Female, shRNA-Male, and shRNA-

Female groups. BSR is calculated every one minute. Using two-way

ANOVA followed by post hoc Bonferroni’s multiple comparisons:

F132,880 = 2.901, P \ 0.0001. *Significant difference between male-

vehicle and male-MPP groups; #significant difference from the initial

value. SEVO, sevoflurane; BSR, burst suppression ratio; LORR, loss

of righting reflex; RORR, recovery of righting reflex; MPA, medial

preoptic area; EEG, electroencephalogram.
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Fig. 6 ERa knockdown in MPA GABAergic neurons affects the

evolution of EEG signatures during sevoflurane anesthesia in males. A,
E Averaged spectra in EGFP-Male, EGFP-Female, shRNA-Male,

shRNA-Female groups during induction (A, 5 min after administration

of sevoflurane) and emergence (E, 5 min after cessation of adminis-

tration). B, F Presence (B) and extinction (F) of BSR in male and

female mice in the EGFP and shRNA-ERa groups. Using two-way

ANOVA followed by post hoc Bonferroni’s multiple comparisons:

F1,20 = 11.87, P = 0.0026; t20 = 3.194 (EGFP: male vs EGFP: female),

P = 0.0273; t20 = 3.686 (EGFP: male vs shRNA-ERa: male), P =

0.0088 for presence of BSR; F1,20 = 7.469, P = 0.0128; t20 = 3.548

(EGFP: male vs EGFP: female), P = 0.0121; t20 =3.928 (EGFP: male vs
shRNA-ERa: male), P = 0.0050 for extinction of BSR. C, G Spectral

analysis of relative power in the delta band in EGFP-Male, EGFP-

Female, shRNA-Male, shRNA-Female groups (n = 6) during induction

(C, 5 min after administration of sevoflurane) and emergence (G, 5 min

after cessation of administration). The relative delta power is computed

every 30 s. Using two-way ANOVA followed by post hoc Bonferroni’s

multiple comparisons: F27,180 =1.750, P = 0.0171 for induction (C);

F27,180 =1.550, P = 0.0496 for emergence (G). D, H Relative power

transition rate in the delta band in EGFP-Male, EGFP-Female, shRNA-

Male, shRNA-Female groups (n = 6) during induction (D) and

emergence (H). Using two-way ANOVA followed by post hoc
Bonferroni’s multiple comparisons: F1,20 = 4.335, P = 0.0504; t20 =

3.600 (EGFP: male vs EGFP: female), P = 0.0107; t20 = 3.033 (EGFP:

male vs shRNA-ERa: male), P = 0.0395 for induction (D); F1,20 =

9.373, P = 0.0062; t20 = 3.606 (EGFP: male vs shRNA-ERa: male), P =

0.0106 for emergence (H). *Significant difference between male-

vehicle and male-MPP groups; #significant difference from initial

value. BSW, burst suppression wave.
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Abstract Enhancing remyelination after injury is of

utmost importance for optimizing the recovery of nerve

function. While the formation of myelin by Schwann cells

(SCs) is critical for the function of the peripheral nervous

system, the temporal dynamics and regulatory mechanisms

that control the progress of the SC lineage through

myelination require further elucidation. Here, using

in vitro co-culture models, gene expression profiling of

laser capture-microdissected SCs at various stages of

myelination, and multilevel bioinformatic analysis, we

demonstrated that SCs exhibit three distinct transcriptional

characteristics during myelination: the immature,

promyelinating, and myelinating states. We showed that

suppressor interacting 3a (Sin3A) and 16 other transcription

factors and chromatin regulators play important roles in the

progress of myelination. Sin3A knockdown in the sciatic

nerve or specifically in SCs reduced or delayed the

myelination of regenerating axons in a rat crushed sciatic

nerve model, while overexpression of Sin3A greatly

promoted the remyelination of axons. Further, in vitro

experiments revealed that Sin3A silencing inhibited SC

migration and differentiation at the promyelination stage

and promoted SC proliferation at the immature stage. In

addition, SC differentiation and maturation may be regu-

lated by the Sin3A/histone deacetylase2 (HDAC2) com-

plex functionally cooperating with Sox10, as demonstrated

by rescue assays. Together, these results complement the

recent genome and proteome analyses of SCs during

peripheral nerve myelin formation. The results also reveal

a key role of Sin3A-dependent chromatin organization in

promoting myelinogenic programs and SC differentiation

to control peripheral myelination and repair. These findings

may inform new treatments for enhancing remyelination

and nerve regeneration.

Keywords (Re)myelination � Schwann cells � Sin3A �
Transcriptome � Peripheral nerve injury

Introduction

Myelination is a vital aspect of the development and

function of the peripheral nervous system (PNS). The

myelin sheath, formed by Schwann cells (SCs), is a

specialized lamellar structure surrounding the axon that

provides insulation and trophic support for the axon. Many

pathological states, such as inherited neuropathies, infec-

tion, toxic agents, or trauma, can lead to myelin deficiency,

and hence to severe neurological disability [1,2]. Despite

the regenerative capacity of the PNS after injury, remyeli-

nation always occurs at a slow rate and is ultimately

compromised. Consequently, the newly formed myelin

sheath is thinner than the original myelin sheath, incapac-

itating sensorimotor functions [3,4]. Therefore, enhancing
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remyelination after an injury is of utmost importance to

optimize the recovery of nerve function. Currently,

remyelinating therapies are being pursued as a repair

strategy for preventing axonal degeneration by stimulation

of endogenous cells, such as SCs, to improve their

plasticity and/or remyelination capacity [5–8].

Remyelination is a coordinated molecular and cellular

multistage process that occurs over a protracted period of

time [9]. In response to injury, SCs dedifferentiate to an SC

precursor state (immature SCs), undergo proliferation and

expansion to break down myelin, and secrete various

molecules to support axonal survival. They then differen-

tiate into promyelinating cells to establish a one-to-one

relationship with the axon, and further differentiate and

eventually remyelinate axons in the regenerating nerve [3].

The efficacy of remyelination after the injury is therefore

highly dependent on SC plasticity. Enhancing the knowl-

edge of SC plasticity is key to the development of therapies

that increase SC remyelination capacity. Previous studies

have provided important insights into myelination and

remyelination, based on gene expression profiling during

PNS development and injury [10–12]. However, the

temporal dynamics of extrinsic and intrinsic signals that

govern SC plasticity and transitions are only partially

understood.

The chromatin regulator suppressor interacting 3a

(Sin3A) is a well-known master scaffold protein involved

in the Sin3A/histone deacetylase (HDAC) complex and

other histone deacetylase complexes, including nucleo-

some remodeling deacetylase and corepressor of repressor

element-1 silencing transcription factor. Sin3A modifies

chromatin structure and regulates multiple biological

processes, such as cell proliferation, differentiation, apop-

tosis, and cell cycle progression, as well as early embryonic

development [13–16]. Although initially identified as a

repressor, Sin3A is now implicated in both positive and

negative transcriptional regulation by tethering other

factors to induce transcriptional silencing or promotion in

a cell context-dependent manner [17]. Sin3A/HDAC is

critical for mediating stage-specific neuronal gene expres-

sion and the sequential stages of neurogenesis [18,19].

Depletion of Sin3A in pluripotent P19 cells results in

down-regulation of the repressive activity of repressor

element-1 silencing transcription factor, which enhances

the differentiation of pluripotent P19 cells into electro-

physiologically active neurons [19]. Notably, no role of

Sin3A in myelin formation and SC plasticity has been

described to date.

Here, we present transcriptome analysis of the definitive

SC lineage progression during myelination, gleaned from

rigorously characterized immature (i.e., proliferating),

promyelinating, and myelinating SC populations. We

demonstrated that Sin3A is essential for SC myelination

and myelin regeneration after nerve injury. We found that

Sin3A established chromatin interaction loops between

HDAC2 and Sox10 (a key pro-myelinogenic factor) to

activate the transcriptional program associated with posi-

tive regulation of SC maturation. These findings demon-

strate that enhancement of Sin3A expression in SCs within

a specific time window after nerve injury may be an

effective approach to facilitate nerve regeneration and

remyelination.

Materials and Methods

Schwann Cell–DRG Neuron Co-culture

Purified SCs and DRG neurons were isolated and co-

cultured as previously described [20]. Briefly, DRGs from

embryonic day 14.5 (E14.5) were plated in Dulbecco’s

modified Eagle medium (DMEM)- high glucose (HG)

(Gibco, Carlsbad, USA) containing 10% foetal bovine

serum (FBS) (Gibco) and allowed to adhere within 24 h,

then the medium was replaced with DRG purification

medium, consisting of Neurobasal medium (NB, Gibco),

2% B27 (Invitrogen, Carlsbad, USA), 50 ng/mL nerve

growth factor (NGF) (Sigma, St Louis, USA), and 2 mmol/

L L-glutamine (Gln) (Life Technologies, Carlsbad, USA).

Cultures were cycled on purification medium supple-

mented with 5-fluorodeoxyuridine and uridine (Sigma),

both at 10 lmol/L, with medium changes every 3 days,

repeated 3 times to remove non-neuronal cells, and then

kept in growth medium (NB, 2% B27, 50 ng/mL NGF, 2

mmol/L Gln) before the purified SCs were added.

SCs were isolated from sciatic nerves from 2-day-old rat

pups as previously described [21]. Nerves were enzymat-

ically dissociated in 1% collagenase and 0.125% trypsin

(Roche, Indianapolis, USA). The mixture was triturated,

filtered, centrifuged, and re-suspended in 5 mL of SC

medium (DMEM, 10% FBS, and penicillin-streptomycin),

and then plated into poly-L-lysine (PLL, Sigma) pre-coated

dishes. The next day, 10 mmol/L cytosine arabinoside was

added and the cells were incubated for an additional 24 h to

remove fibroblasts. After this, the medium was replaced

with DMEM supplemented with 10% FBS, 2 mmol/L

forskolin (Sigma), and 2 ng/mL heregulin (R&D, Min-

neapolis, USA) to stimulate cell proliferation. When the

cells covered 90% of the dish surface, they were purified

with an anti-Thy1 antibody (1:1000, AbDSerotec, Raleigh,

USA). The purified SCs were typically cultured for an

additional week before plating onto DRG neurons.

Myelinating co-cultures of SCs and DRG neurons were

generated as previously described [20]. Approximately

50,000 SCs were seeded onto purified neuronal cultures

and allowed to attach overnight in DMEM-HG medium
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with 10% FBS. On the following day, the medium was

replaced with DRG growth medium for 2 days to allow the

SCs to repopulate the neurites and then switched to DMEM

supplemented with 50 ng/mL NGF, ITS (a mixture of

recombinant human insulin, human transferrin, and sodium

selenite; Sigma), and 0.2% bovine serum albumin (Sigma)

for *4 days to initiate basal lamina formation, then the

premyelinated co-cultures were maintained in DMEM

containing 15% FBS, 50 ng/mL NGF, and 50 lg/mL

L-ascorbic acid (Sigma) for 2–3 weeks until myelination

was achieved.

Myelinating SC Isolation by Laser Capture

Microdissection (LCM)

DRG neuron-SC co-cultures were cultivated and multiplied

in special Petri dishes with a polyethylene napthalate

(PEN) film bottom; they were microdissected in live-cell

cutting (LCC) modules. In the co-cultures, appropriate SCs

(myelinating SCs at different stages) were selected on a

computer-controlled inverted microscope with a stage

incubator that created a physiological atmosphere for the

preparations (Cell Observer, Zeiss, Oberkochen, Ger-

many); their coordinates were recorded to serve as a

reference. During selection, any SCs exhibiting signs of

stress, such as vacuoles, blebs, or deformed membranes,

were excluded. LCM (LMD7000, Leica) was used to

dissect the myelinating SCs at different stages by ultravi-

olet laser (laser power set to 2.2–3.2 mW) and attached to

CapSure LCM caps with the help of infrared laser (power

set to 80%). Caps were collected in 0.5 mL tubes

containing 100 lL of RNAlater buffer (Qiagen, Valencia,

USA) and stored upside down at -80�C until RNA

isolation.

Microarray Hybridization and Analysis

The RNAeasy Micro Kit (Qiagen) was used to collect and

prepare total RNA for microarray analysis. The Input

Quick Amp Labeling Kit (Agilent Technologies, Santa

Clara, USA) was used for amplification and labeling. Gene

expression profiling was performed on Agilent G4130F

gene chips (design ID: 014879) per standard protocol. Each

sample of the co-culture’s six time-points (1, 3, 7, 14, and

21 days) and control (0 day, i.e. purified SCs) was tested in

triplicate. All microarray experiments were conducted in

the National Engineering Center for Biochips in Shanghai,

China. The GeneChip microarray data have been deposited

in the NCBI GeneExpression Omnibus (GEO; http://www.

ncbi.nlm.nih.gov/geo/) and are accessible through GEO

Series accession number GSE163132.

Bioinformatics Analysis

Unsupervised principal component analysis (PCA) cluster-

ing was performed in R (v3.6.0, R Foundation for

Statistical Computing, TUNA Team, Tsinghua University,

Beijing, China). Gene expression correlation between

samples was calculated as the Pearson correlation coeffi-

cient and viewed as a heatmap. The R/BHC [22], fast

Bayesian hierarchical clustering, was first used to analyze

the data. In detail, the ‘‘limma R’’ package (linear models

and empirical Bayes methods) was used to statistically

analyze differentially expressed genes (DEGs) as previ-

ously described [23,24]. The expression levels of mRNAs

at each time point were compared with control. Genes with

a fold change[1.5 or\-1.5 and an adjusted P\0.05 after

analysis were assigned as DEGs (Table S1.1). DEGs were

clustered into 5 profiles through hierarchical clustering and

agglomeration methods according to their expression

(Table S1.2). Gene Ontology (GO) was applied to analyze

the biological functions of the significantly different

tendencies by using the ‘‘enrichment Analysis’’ function

from the R Richment package (Table S1.3). Considering

the correlation between different time points and gene

expression, the algorithm in the time course (R package), a

multivariate empirical Bayes statistic for replicated

microarray time-course data was used to rank the genes

in order by the significance of difference from high to low

[22,25]. The probes with a limma P-value \ 0.01 were

filtered for the following weighted gene co-expression

network analysis (WGCNA).

The gene co-expression network was constructed using

R package WGCNA analysis [26]. After filtering genes,

3393 probes with Entrez gene annotations from the 18

samples were imported into WGCNA to construct co-

expression modules. Briefly, expression correlation coeffi-

cients of the genes were calculated to select a threshold

power of 14 that resulted in a scale-free topology. The

network tree diagram was created using the average

linkage hierarchical clustering of topological overlapping

different similarity matrices (1-TOM). The genes with

similar expression patterns were hierarchically clustered

according to TOM dissimilarity, and genes were assigned

to modules by using the ‘‘cutreeHybrid’’ function from the

R package WGCNA analysis. The resulting 17 modules

(Table S2.1) or groups of co-expressed genes ranging in

size from 524 genes to 32 genes were used to calculate the

module eigengenes (MEs), and the hub genes (highly

connected genes) in a given module were filtered according

to the intra-modular connectivity and correlation with MEs.

Pearson correlations between MEs and time points were

calculated. Modules with eigengene connectivity (kME)

[0.6 and a Bonferroni corrected P-value \ 0.001 were

considered to be time-specific modules, and nine modules

123

722 Neurosci. Bull. July, 2022, 38(7):720–740



strongly associated with SC myelination were identified.

GO and KEGG (Kyoto Encyclopedia of Genes and

Genomes) pathway enrichment analyses were applied

using the ‘‘enrichmentAnalysis’’ function from an R

Richment package to identify the biological function of

the significant modules associated with myelination at

different stages (Table S2.2). All analysis results were

summarized and visualized using Graph Visualization

Software with the ‘‘circo’’ layout [27].

The upstream regulator analysis of the 9 specific

modules obtained from WGCNA was performed using

Ingenuity Pathway Analysis (IPA). The regulators, espe-

cially transcription factors (TFs), regulate the co-expressed

genes participating in the same biological process (e.g.

myelination). Here, we identified the upstream TFs in each

module with a fold change of overlap C 1.5 to explain the

biological activity of each module (Table S3). For visual

analysis of the constructed networks by hard thresholding

of edge distances, the closest 150 edges were represented

using Cytoscape 3.0.0 (The Cytoscape Consortium; http://

cytoscape.org/, USA) [28].

Animals, Surgical Procedure, and Virus Infection

All experimental procedures involving animals were per-

formed in accordance with the National Institutes of Health

Guide for the Care and Use of Laboratory Animals, and

approved by the Nantong University Administration Com-

mittee of Experimental Animals.

Adult female Sprague-Dawley rats weighing 200–250 g

provided by the Experimental Animal Center of Nantong

University are used for sciatic nerve crush and virus

infection; they were anesthetized with 3% isoflurane prior

to surgery and during surgery. The sciatic nerve was

exposed by making a skin incision and splitting apart the

underlying muscles in the left lateral thigh. The virus,

including adeno-associated virus (pAAV2/8-RNAi vector;

Genechem Co., Shanghai, China) carrying the desired

shRNA (at a final titer of 5 9 108, 5 lL) or control

sequence (at a final titer of 5 9 108, 5 lL), the lentivirus

vectors (LV, GL120, Genechem) carrying the coding

sequence of the Sin3A (gene ID: NM_001108761.1; at a

final titer of 2 9 108, 5 lL), and empty LV (at a final titer

of 2 9 108, 5 lL), were pressure-injected into the sciatic

nerve as previously described [20,29]. Before suture, the

syringe was held still for 2 min and then slowly retracted.

The rats were kept on a heating pad throughout the surgery

and recovery from anesthesia. The nerve crush experiments

were carried out 3 weeks after virus injection. The sciatic

nerve was exposed as above and crushed at the level of the

sciatic notch for 30 s using a fine hemostat. In each sham

rat, the sciatic nerve was exposed but not injured, and then

the incision was sutured. Animals were housed and fed

routinely, and monitored for changes in their general

condition.

Cell Migration, Proliferation, and Differentiation

Assays

SC migration was routinely assessed by using culture-

inserts (Ibidi, DE, Germany) plated on 24-well plates. SCs

(5,000 cells in 80 lL of medium/side of Ibidi insert) were

seeded and cultured in growth medium until attachment (24

h). After removing the culture-inserts, a cell-free gap is

created in which the cell migration can be visualized. The

two cell islands were washed with phosphate-buffered

saline (PBS) to remove debris, and then cultured at 37�C in

medium containing 2 lg/mL mitomycin C (Sigma) for 24

h. Images were captured with a microscope (Leica Imaging

Systems, Cambridge, England); the width of the separation

wall was measured using ImageJ (National Institutes of

Health, Bethesda, USA).

To mimic physiological conditions, SC migration was

also assayed by using fasciculated DRG axons and

reaggregated SCs as previously described [30]. DRGs

were plated onto one side of a PLL-coated dish, in which

axons extended and became fasciculated after 2–3 weeks.

SC reaggregates were achieved by plating SCs on a non-

permissive substrate overnight with gentle agitation every

2–3 h, and were then plated onto the fasciculated axons or

PLL-coated coverslips. Individual SCs were allowed to

migrate out of the reaggregates along the axons of DRGs

for 24 h. Images were captured with a microscope (Leica);

the distance of migration was calculated by measuring the

size of the reaggregates using ImageJ.

The EdU DNA Cell Proliferation Kit (Ribobio, Guangzhou,

China) was used to measure the proliferation rate of

SCs as previously described [31]. Approximately 40,000

SCs were plated onto the fasciculated axons or PLL-coated

coverslips in DMEM containing 10% FBS for 1 day, after

which 50 lmol/L EdU was added to the medium and

incubated for 24 h. Then the cells were fixed with 4%

formaldehyde in PBS for 30 min. EdU labeling was applied

according to the manufacturer’s instructions. Hoechst

33342 (1 lg/mL, Sigma) was applied for cell nucleus

staining. Images were captured with a deuterium magnetic

resonance (DMR) fluorescence microscope (Leica

Microsystems, Bensheim, Germany), and the percentage

of cell proliferation was analyzed in 3 randomly-selected

fields from 3 different wells (3 fields/well), and experi-

ments were repeated 5–10 times.

SC differentiation was induced as previously described

[31]. SCs were plated onto 24-well culture plates with

PLL-coated coverslips at a density of *10,000 cells per

500 lL in DMEM containing 10% FBS for 24 h.

Afterwards, the medium was replaced with DMEM/F12
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plus 1% FBS, 1 mmol/L db-cAMP (Sigma), and 20 ng/mL

heregulin for 3 days to acquire a differentiated phenotype.

Western blotting (WB) was carried out to analyze the

expression of protein markers for myelinating/non-myeli-

nating SCs, and cell morphology was analyzed by

immunocytochemistry (ICC).

RNA Interference

Short interfering RNA (siRNA) oligonucleotide duplexes

targeting Sin3A used in this study were synthesized and

purified by RiboBio (Guangzhou, China). The sequences of

Sin3A-siRNAs were as follows: siRNA #1, 50-
CCCAAACTGATTAGTCTAA-30; siRNA #2, 50-
CCAAATTTCGCTTAGATAA-30; siRNA #3, 50-GCCTA-

CATTGCCTTTACTA-30. The siRNA transfection was

performed using Lipofectamine RNAiMAX transfection

reagent (Invitrogen, Carlsbad, USA) according to the

manufacturer’s instructions. Purified SCs were seeded at

a density of 3 9 106 cells/mL in 24-well plates and cultured

for 24 h, after which they were transfected with siRNAs for

Sin3A and non-targeting negative control. The knockdown

efficiency was verified 48 h after transfection by WB. All

the siRNAs were used at a final concentration of 10 nmol/

L.

Lentivirus Transfection In Vitro

Purified SCs were inoculated in 24-well plates at a density

of 1 9 105 cells per well and cultured for 24 h before

infection. Lentiviral supernatant with the multiplicity of

infection (MOI) at 20 and polybrene at a final concentra-

tion of 6 lg/mL were added, after 12 h the lentiviral

supernatant was replaced with fresh complete cell culture

medium, and the cells were incubated for 72 h. The

transfection efficiency was verified by WB.

Western Blotting Analysis and Immunoprecipitation

For WB analysis, protein samples were prepared as

previously described [31], after which they were separated

by sodium dodecyl sulfate-polyacrylamide gel elec-

trophoresis (SDS-PAGE) and transferred onto poly(vinyli-

dene fluoride) (PVDF) membranes (Millipore, Bedford,

USA). Following blocking in Tris-buffered saline (TBS,

pH 7.6) containing 5% non-fat milk and 0.1% Tween-20,

the blots were probed with primary antibodies at 4�C

overnight, further incubated with horseradish peroxidase

(HRP)-conjugated secondary antibody, and detected using

a SuperSignal West Pico Chemiluminescent Substrate kit

(Pierce). The images were scanned with a Bio-Rad GS800

Densitometer Scanner and processed for data analysis

using PDQuest 7.2.0 software (Bio-Rad).

Immunoprecipitation (IP) was carried out using an IP

assay kit following the manufacturer’s instructions (Cell

Signaling Technology, Beverly, USA). Briefly, 500 lg of

total cell or tissue lysates was incubated with appropriate

antibodies overnight and subsequently rotated with pro-

teinA/G beads for 2–4 h at 4�C. Beads were washed three

times using NP-40 lysis buffer, and then resolved in 2 9

SDS-PAGE sample buffer to be subjected to WB analysis.

Immunocyto/Histochemistry

Cells were fixed with 4% paraformaldehyde (PFA) and

then processed for ICC. After blocking in 5% normal

donkey serum plus 0.1% Triton X-100 in PBS at room

temperature (RT) for 30 min, the cells were incubated with

primary antibodies (appropriate dilution) overnight at 4�C,

followed by incubation with fluorescence-conjugated sec-

ondary antibodies (Jackson Immuno Research, West

Grove, USA) at RT for 1 h. The cells were counterstained

with Hoechst 33342 (Sigma) prior to visualization under a

Zeiss fluorescence microscope and images were captured

with a CCD Spot camera.

For immunohistochemistry (IHC), the animals were

deeply anesthetized and perfused through the ascending

aorta with PBS and 4% PFA. DRGs or sciatic nerves were

then harvested and post-fixed in the same fixative over-

night. Tissue sections (12 lm) were cut on a cryostat and

processed for IHC in a manner similar to the ICC protocol.

Electron Microscopic Analysis

Scanning electron microscopy and transmission electron

microscopy (TEM) were used to examine the co-cultures

and nerve specimens treated with siRNA. Electron

microscopy experiments were performed as previously

described [21]. For scanning electron microscopy, samples

were coated with gold using a JEOL JFC-110E Ion Sputter

before observation under a Philips XL-30 scanning electron

microscope (Eindhoven, The Netherlands). The TEM

process was as follows: Samples (cell co-cultures embed-

ded in an orientation of 1% agar; regenerated nerves), were

fixed, dehydrated, embedded in Epon 812 epoxy resin, and

cut into ultra-thin sections for staining with lead citrate and

uranyl acetate. The stained specimens were observed under

a TEM (JEOL Ltd., Tokyo, Japan), and subjected to

morphometric analysis using Image-Pro Plus software

(NIH Image, National Institutes of Health, Bethesda,

USA).

Quantification and Statistical Analysis

Data are expressed as the mean ± SEM. One-way analysis

of variance (ANOVA), two-way ANOVA, Mann-Whitney
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two-tailed test, or t-test was used as indicated in the

figure legends to test for statistical significance using

GraphPad Prism (GraphPad Software Inc., San Diego,

USA), n-values are indicated in the corresponding fig-

ure legends. Significance was placed at P \ 0.05 unless

otherwise noted in the figure legends.

Results

Experimental Setup for the Analysis of Gene

Expression in SCs Throughout Myelination

in an SC-DRG Co-culture System

The SC-DRG co-culture system enables the observation

and analysis of various stages of SC myelination [32]. In

the current study, the purified DRG tissue (Fig. S1A) and

SCs (Fig. S1B) were co-cultured for 21 days to assess the

dynamics of myelinating SCs in this system. Specifically,

upon contact with the axon (co-culture days 1–3), SCs

proliferated and migrated rapidly along the available

axons, and myelination was then induced by the addition

of ascorbic acid. By day 7 of co-cultivation, SCs lined up

along the axons and even enclosed them, but a myelin

sheath was not formed. As the culture continued, on about

day 14 of co-culture, the SC membrane began to spin a

second cytoplasmic layer around the axon on some nerve

fibers, which wrapped and spiraled until multiple myelin

sheaths were formed by day 21 (Fig. 1A, B), as determined

by immunofluorescence staining of the myelin-associated

glycoprotein (MAG) and myelin basic protein (MBP)

(Fig. 1C) or double-labeling of MAG and NF200

(Fig. S1C). In addition, TEM revealed the presence of a

typical compact myelin structure on day 21 of co-culture

(Fig. 1D). Based on these findings, we defined days 0–1,

3–7, and 14–21 of co-culture as the three stages of SC

myelination (i.e., proliferation, promyelination, and myeli-

nation), which were further evidenced by the ensuing

transcriptome analyses (see below).

Next, we used LCM to dissociate SCs at the different

time points of co-culture (days 0, 1, 3, 7, 14, and 21),

following a strict purification scheme based on morpho-

logical characteristics. We collected three biological repli-

cates for each population. We then generated gene

expression profiles using the Agilent gene chip and

performed computational analyses, as described below.

SCs Exist in Three Predominant Transcriptional

States During Myelination

We used several bioinformatics (multivariate analysis)

tools to identify transcriptional changes in SCs during

myelination. Using Pearson’s correlation coefficient of

transcriptomes for sample pairs in all combinations and

unbiased hierarchical clustering of the complete dataset (18

samples), we divided the samples into three groups: group

one, 0- and 1-day samples; group two, 3- and 7-day

samples; and group three, 14- and 21-day samples

(Fig. 2A). PCA revealed three distinct clusters of expres-

sion (0 and 1, 3 and 7, and 14 and 21 day clusters) during

the 21-day co-culture period (Fig. 2B). These two

approaches indicated the possibility of three main waves

of transcription during the time course of SC myelination.

Comparative analysis using the ‘‘limma R’’ package

revealed 3,717 DEGs (Fig. 2C and Table S1.1) partitioned

into five co-expression clusters (Bayesian hierarchical

clustering, see Methods for details) with distinct temporal

profiles (Table S1.2). We used GO to annotate the

biological functions of these clusters (Table S1.3) and

found that they corresponded to the following SC myeli-

nation stages: (I) proliferation (immature); (II) promyeli-

nation; and (III) myelination (Fig. 2D). Specifically, stage I

was characterized by the cell cycle and cell division

(Cluster 1). Stage II was marked by the c-Jun N-terminal

kinases (JNK) cascade and cell morphogenesis involved in

differentiation (Cluster 2), and other functions, including

neutral lipid metabolic process, glial cell differentiation,

and the myelin sheath (Cluster 3), which are associated

with SC differentiation (i.e., promyelination). Finally,

during the transition to stage III, establishment or main-

tenance of actin cytoskeleton polarity, ensheathment of

neurons, and myelination were induced (Clusters 4 and 5);

these processes play an important role in the formation and

maturation of the myelin sheath. Consequently, we rea-

soned that SCs exhibit three predominant transcriptional

states (proliferation, promyelination, and myelination)

during myelination, which was in agreement with the SC

behavior and the time course of myelination in the SC-

DRG co-culture system.

Next, we used WGCNA to elucidate the stage-specific

genes contributing to SC myelination. The analysis

revealed 17 co-expression modules, each containing

between 32 and 524 genes (Fig. S2A and Table S2.1).

These were divided into three clusters based on module

correlation (Fig. S2B). We summarized their expression

patterns by calculating MEs (the first principal component

of a given module, which can be considered as a

representative of the gene expression profiles in a module;

Fig. S2C). Based on ME correlation with the time-

dependent changes during SC myelination, we identified

nine modules that were significantly (Bonferroni corrected

P-value \ 0.001) and positively associated with different

stages of myelination, as follows (Fig. 3A, Table S2): two

modules (turquoise and purple) were related to days 0 and

1 (stage I); five modules (green, brown, yellow, cyan, and

salmon) were related to days 3 and 7 (stage II); and the
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remaining two modules (blue and magenta) were related to

days 14 and 21 (stage III). We then annotated the shared

functions of genes within these stage-specific modules

using GO enrichment, as follows: stage I modules were

enriched in the regulation of transcription, cell cycle, and

cell proliferation/growth/migration functions; stage II

modules were related to cell fraction/projection organiza-

tion, cofactor binding, and myelination; and stage III

modules corresponded to cell morphogenesis, ensheath-

ment of neurons, and myelination. Data from the WGCNA

transcriptome further evidenced three main waves of

transcription during SC myelination in the SC-DRG co-

culture system.

Considering the above, we concluded that three tran-

scriptional phases occur in SCs, as the cells transition from

an immature state (t = 0 days) to myelination (t = 21 days):

stage I (days 0 and 1, proliferation), stage II (days 3 and 7,

promyelination), and stage III (days 14 and 21,

myelination).

Identification of Known and Novel Transcriptional

Regulators of SC Myelination

Differential regulation of many TFs during SC myelination

has been reported in a number of studies [33–36]. To

delineate the potential transcriptional regulatory network

contributing to the reproducible co-expression of multiple

genes during SC myelination, we first screened the known

myelination-related genes in the nine specific modules by

testing their association with the key terms ‘‘SC differen-

tiation’’ and ‘‘myelination’’ in the PubMed database. We

then applied TF binding site enrichment analysis of the

resultant 117 genes and the top 20 DEGs identified in the

current study (Table S3.1) by using two TF datasets

(JASPAR and ConTraV3) to identify potential or novel

myelin-related TFs. We thus identified 17 TFs significantly

enriched in the nine modules (number of target genes[15,

and fold change [1.5 compared with day 0; Table S3.2)

and reconstructed a regulatory network by using IPA to

screen the potential TF-target gene relationships during SC

myelination (Fig. 3Bb2 and Table S3.3). Remarkably,

seven TFs were associated with stage I (Kif7, E2f1, E2f8,

Lef1, Fosl1, and EGR1); six TFs were present in stage II

(Sin3A, Egr2, Stat1, Etv1, ATF4, and Tcf712), the major

Fig. 1 Time-course of SC myelination in the SC-DRG co-culture

system. A Timeline for setting up the SC-DRG neuron co-culture.

Representative phase-contrast microscopy images from the different

stages of co-culture are shown under the timeline. Red arrowheads,

myelin segments. Scale bar, 50 lm. B Representative scanning

electron micrographs of SCs at various time points of co-culture:

yellow arrows, SCs that have contacted the axon and exhibit radial

extension; red arrows, SCs wrapped around and sheathing the axon;

blue arrow, the axon unwrapped by myelin sheath. Scale bars, 20 lm.

C Immunocytochemistry with anti-MAG (red) and MBP (green)

antibodies demonstrating myelin segments on day 21 of co-cultiva-

tion. Scale bar, 50 lm. D Representative transmission electron

micrographs from day 21 of co-culture, showing the myelin sheaths.

Scale bars, 2 lm.
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Fig. 2 Overview of temporal expression profiles of SC myelination.

A Pearson correlation coefficient analysis of the correlations of gene

expression in SCs at various time points of co-culture with neurons.

Two-nodal transitions are detected between days 1 and 3 of co-culture

and between days 7 and 14 of co-culture. Arrowheads, the transitions.

B PCA plot of unsupervised clustering of 18 samples, demonstrating

three distinct clusters, with some overlaps. C Differential gene

expression (DEG) analysis vs day 0, showing the number of up-

regulated (red) and down-regulated (green) DEGs. D Gene expression

profiles during SC myelination. Shown is the differential expression

of genes (rows) at six time points (columns) relative to gene

expression in the control [Exp, upper right, log2(ratio)]. The genes are

partitioned into five clusters (c1–c5, color bars, right). GO-enriched

functional annotations are denoted on the right, indicating three major

transcriptional stages: stage I (c1; days 0–1, proliferation), stage II (c2

and c3; days 3 and 7, promyelination and myelination), and stage III

(c4 and c5; days 14 and 21, myelination and maturation).
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Fig. 3 Establishment of gene modules underlying SC myelination

using weighted gene co-expression network analysis (WGCNA), and

identification of known and novel transcriptional regulators. Aa1
Module-trait (time-point) associations. Each row corresponds to a

module eigengene; each column corresponds to a time point. The

colors, from blue through white to red, indicate low to high

correlations. Aa2 Eigengene expression of nine selected modules

across six time points. Aa3 Circular graph combining the information

for the nine modules. First layer, the major function of genes in the

module; second layer, the corresponding module and time-point

information; third layer, the expression trend of the module over time;

fourth layer, the heat map of the changes of gene expression in the

module; fifth layer, the three major transcriptional phases of SC

myelination. Bb1 Heat map of the changes in the expression of 24

signature TFs (rows) during SC myelination (columns). The genes are

partitioned into five clusters. The box plots on the right: the

expression of the cluster genes (X-axis, time points; Y-axis, scaled

expression). Bb2 Cascade network of genes for 17 differentially

expressed TFs for SC myelination. The interaction network of TFs

(solid triangles) and target genes (dots) at each stage of SC

myelination (green: stage I; red: stage II; blue: stage III).
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phase during SC myelination; and four TFs were related to

stage III (Zeb1, Ebf1, Cebpb, and Bhlhe40). Among them,

Sin3A, which had not been reported as related to myeli-

nation prior to the current study, aroused our interest.

Accordingly, we proceeded to explore its effects on

myelination in detail.

Dynamic Expression and Cellular Location of Sin3A

Following Sciatic Nerve Crush

We used a rat model of sciatic nerve crush (i.e., an in vivo

myelination model) to determine the potential role of

Sin3A in the control of SC remyelination in vivo. Initially,

we examined Sin3A expression in a sciatic nerve lesion

from days 1–28 after nerve crush by WB. We also assessed

the levels of Egr2 (also known as Krox20) and MAG

(myelin-associated glycoprotein), which are both involved

in myelin formation. As shown in Fig. 4A, the relative

Sin3A and Egr2 levels showed similar dynamics i.e.,

decreased levels on day 1 followed by a progressive

increase until day 28. In addition, the expression of MAG

started to decrease on day 1, reached a nadir on day 7, and

then increased to reach peak expression on day 28. This

was consistent with the myelin sheath decomposition and

clearance at an early stage of nerve injury and with axon

regeneration and remyelination at a late stage, and

indicated that Sin3A might play a role similar to Egr2 in

remyelination. Furthermore, the results of double

immunostaining for Sin3A and S100b (an SC marker) in

the crushed portion of the injured sciatic nerve revealed co-

localization of Sin3A and S100b on day 1 until day 28

following the nerve crush (Fig. 4B), suggesting that Sin3A

localized in SCs may affect demyelination early after nerve

crush and during the ensuing remyelination.

Sin3A Knockdown Inhibits Remyelination

in a Regenerating Sciatic Nerve

To address the role of Sin3A in SC remyelination during

peripheral nerve regeneration, we designed three different

non-overlapping shRNAs against Sin3A and co-expressed

them with GFP in an AAV expression system. The viruses

carrying Sin3A-shRNAs and scrambled shRNA were

injected into rat sciatic nerves to confirm the validity of

the shRNAs and the virus transfection system. Sin3A

expression was assessed 21 days after transfection. Sin3A

expression was significantly attenuated by shRNA-1, -2,

and -3, as demonstrated by WB analysis (Fig. S4). Since

shRNA-3 led to an approximately four-fold decrease in

Sin3A levels compared with the effect of scrambled

shRNA, we used shRNA-3 in the ensuing experiments.

We subjected rats with Sin3A knockdown in the sciatic

nerve to a nerve crush injury, and then assessed MAG and

P0 levels in the crushed nerve by WB (Fig. 5Aa1) and

immunohistochemistry (Fig. 5Aa2) 28 days after the injury.

The analysis revealed that both MAG and P0 levels were

decreased in rats with Sin3A knockdown compared with

those in controls. In addition, we used electron microscopy

to observe the distribution of myelin sheaths in the

experimental and control groups, and detected some

myelinated nerve fibers, characterized by a clear, elec-

tron-dense myelin sheath and perfect SC basal membrane

in both groups. Quantitative analysis revealed that the

number of myelin sheath layers and the thickness of the

myelin sheath were lower in the Sin3A knockdown rats

than in those in the control group. Sin3A knockdown also

significantly increased the g-ratio, which is a reliable index

for assessing axonal myelination (Fig. 5Aa3). These results

suggested that Sin3A affects SC remyelination.

Considering the diversity of cells in the sciatic nerve

(SCs and fibroblasts), we then specifically knocked down

Sin3A in SCs by using the 2’,3’-cyclic nucleotide-3’-

phosphodiesterase (CNPase) promoter to assess the role of

Sin3A in SCs in remyelination. The CNPase promoter has

been demonstrated to control gene expression restricted to

cells of the oligodendroglia and Schwann lineages [37]. In

this study, the green fluorescence (EGFP) was mainly co-

localized with S100b (Fig. S4Bb1), and the double

immunostaining results of Sin3A and S100b showed that

CNPase-AAV-Sin3A-siRNA effectively knocked down the

expression of Sin3A in SCs (Fig. S4Bb2), suggesting that

CNPase-AAV is specific for SC infection. The effect of the

SC-specific Sin3A knockdown was similar to that of the

global Sin3A knockdown, showing a reduction in MAG

and P0 levels, the number of myelin sheath layers, and the

thickness of myelin sheath, as well as an increased g-ratio

compared to those in the control group (Fig. 5B). Collec-

tively, these results suggest that in SCs, Sin3A plays a

major role in the initiation or formation of the myelin

sheath during nerve regeneration.

Sin3A Enhances SC Migration and Differentiation

and Reduces SC Proliferation to Promote

Myelination

Myelination is an organized process that includes SC

proliferation, migration, differentiation, and wrapping.

Accordingly, we next separately investigated the effects of

Sin3A on SC proliferation, migration, and differentiation.

We first used insert-based scratch migration assays to

investigate whether Sin3A affects SC migration. The

wound area was analyzed 24 h post-migration. Sin3A

knockdown in SCs resulted in an approximately six-fold

increase in the percentage wound area compared with that

in the negative control (Fig. 6Aa1, a2), indicating that

Sin3A promotes SC migration. To mimic physiological
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conditions, we then conducted another migration assay by

incubating reaggregated SCs on fasciculated DRG axons or

PLL, as previously described [30,31]. Similar to what was

found in the scratch migration assays, Sin3A knockdown

significantly inhibited SC migration from the reaggregates

after 24 h of incubation under both culture conditions

(Fig. 6Aa3–6). These results suggested that endogenous

Sin3A is a key regulator of SC migration because low

Sin3A expression in SCs inhibited cell migration.

We then evaluated the effect of Sin3A on SC prolifer-

ation by using an EdU labeling proliferation assay. SCs

were transfected with Sin3A-siRNA or a non-targeting

Fig. 4 Expression dynamics and cellular location of Sin3A in a rat

model of sciatic nerve crush. Aa1 Representative Western blots

showing Sin3A, MAG, and Egr2 levels in a regenerating nerve

segment at days 1, 4, 7, 14, 21, and 28 following a nerve crush, with

normal nerve used as the control (Ctrl). GAPDH served as the loading

control. Aa2-5 Histogram comparing the changes in protein levels of

Sin3A, MAG, and Egr2 in a regenerating nerve segment at the

indicated time points following a nerve crush. *P\0.05, **P\0.01,

***P \ 0.001 vs control, one-way ANOVA, n = 3 per group.

B Immunofluorescence staining of S100b (red) and Sin3A (green) in

injured sciatic nerve sections of rats showing the co-localization of

Sin3A and S100b from day 1 after the injury. Boxed insets are high-

magnification images. Scale bars, 100 lm. Representative immuno-

histochemical images were selected from three independent

experiments.
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negative control and cultured on PLL or fasciculated DRG

axons. This was followed by EdU labeling and cell

counting 24 h after the start of the culture. The number

of cells double-labeled with EdU and Hoechst among SCs

transfected with Sin3A-siRNA was significantly higher

than that among SCs transfected with the negative control

(Fig. 6B). This result suggests that Sin3A acts as a negative

regulator of SC proliferation, regardless of whether the

cells are cultured on PLL or DRG axons.

Finally, we examined the effect of Sin3A on SC

differentiation using an in vitro SC differentiation assay

[38]. First, 1 mmol/L dB-cAMP and 20 ng/mL HRG were

added to SC culture to promote cell differentiation. After 3

days of induction, the cells were analyzed by WB and

immunocytochemistry. The analysis revealed that the

levels of myelin protein MAG and P0 were high and

enriched in differentiated SCs (Fig. 6Cc1, c2), and that the

expression of Sin3A increased with cell differentiation

(Fig. 6Cc3). To characterize the effects of Sin3A on SC

differentiation, we transfected SCs with Sin3A-siRNA or

negative control and evaluated the expression of MAG

after 48 h. We found that the expression of MAG during

differentiation was lower in SCs with Sin3A knockdown

than that in the control cells, indicating that Sin3A

promotes SC differentiation (Fig. 6Cc4).

Taken together, the above results indicate that Sin3A is

required for myelin formation, most likely because of its

role in promoting SC migration and differentiation and

inhibiting SC proliferation.

Sin3A Overexpression Enhances Remyelination In

Vivo and SC Differentiation In Vitro

To further investigate the actions of Sin3A on remyelina-

tion, the lentivirus carrying the coding sequence of Sin3A

(LV-Sin3A) and lentivirus vector (LV-Ctrl) was injected

into rat sciatic nerves and the Sin3A expression was

assessed 14 days after transfection. As shown in Fig. 7Aa1,

WB analysis showed the Sin3A expression was signifi-

cantly stronger than that of the control, suggesting the

validity of the virus transfection system. Next, rats that had

been injected with LV-Sin3A or control virus for 14 days

were subjected to sciatic nerve crush injury, and 28 days

after the injury, the level of MAG in the crushed nerve was

assessed by WB (Fig. 7Aa1) and immunohistochemistry

(Fig. 7Aa2). The analysis revealed that MAG levels were

increased in rats with Sin3A overexpression compared with

those in controls. In addition, we evaluated the influence of

Sin3A overexpression in SCs on their proliferation and

differentiation. The results showed that the proportion of

proliferative cells among SCs that had been transfected

with LV-Sin3A was significantly lower than in SCs

transfected with LV-Ctrl (Fig. 7B). Moreover, we also

found that Sin3A-overexpressing SCs exhibited higher

MAG expression levels during the process of differentia-

tion compared to those of controls (Fig. 7C). Together,

these results further suggest that Sin3A enhances myelin

formation by promoting SC differentiation and inhibiting

proliferation.

Sin3A Cooperates with HDAC2 and Sox10 to Pro-

mote SC Differentiation and Myelination

Sin3A tethers HDAC1/2 to mediate the transcription of

Sin3A target genes [17] and is associated with several TFs

to modulate their activity [13]. Here, we first examined

HDAC1/2 expression during nerve regeneration

(Fig. 8Aa1) and in differentiating SCs (Fig. 8Bb1). As

anticipated, HDAC1/2 expression was similar to that of

Sin3A; namely, the expression levels gradually increased

as the nerve regeneration and SC differentiation pro-

gressed. To explore other factors associated with Sin3A

that might promote the transcriptional co-activation func-

tion of this complex, we applied co-immunoprecipitation

and probed nerves that had been regenerating for 14 days

(Fig. 8Aa2) and differentiating SCs (Fig. 8Bb2) with

antibodies against Sin3A. This was followed by

immunoblotting with antibodies against HDAC1, HDAC2,

Sox10, and Egr2. As expected, the experiment confirmed

the interaction of Sin3A with HDAC1/2 in the regenerating

nerves and differentiating SCs, indicating the preservation

of the Sin3A/HDAC complex in these cells. Surprisingly,

we found that Sin3A and Egr2 do not physically interact;

instead, Sin3A binds to Sox10. This suggested that Sin3A

regulates SC differentiation and myelination by interacting

with HDAC1/2 and Sox10, but not Egr2.

To further address the role of Sin3A in the complex

(including Sin3A, HDAC1/2, and Sox10) in synergistically

b Fig. 5 Sin3A knockdown inhibits remyelination in a rat model of

sciatic nerve crush. Aa1, Bb1 Western blots confirming the validity of

the Sin3A-siRNA and virus transfection system 21 days after virus

injection (on the left of the red dotted line), and comparison of the

MAG, P0, and Sin3A levels in regenerated nerves treated with AAV-

Sin3A-siRNA (a1) and AAV-CNP-Sin3A-siRNA (b1), 28 days after

nerve injury (on the right of the red dotted line). Also shown are

representative Western blots, with GAPDH serving as the internal

standard. Aa2, Bb2 Immunostaining with anti-MAG (red) antibody

and EGFP fluorescence (green) indicating axon remyelination in

regenerated nerves treated with AAV-Sin3A-siRNA (a2) and AAV-

CNP-Sin3A-siRNA (b2). Also shown are high magnification images

of the boxed areas. Scale bars, 100 lm. Histograms comparing the

density of myelin sheaths. *P \ 0.05 vs LV-Ctrl, t-test, n = 3 per

group. Aa3, Bb3 Representative transmission electron micrographs,

28 days after surgery, of the regenerated nerve in rats treated with

AAV-Sin3A-siRNA (a3) and AAV-CNP-Sin3A-siRNA (b3). Scale

bars, 5 lm. Histograms comparing the g-ratio, axon diameter, the

number of myelin sheath layers, and the thickness of the myelin

sheath. *P\0.05, **P\0.01, ***P\0.001 vs scrambled, t-test, n =

3 per group; ns, not significant.
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modulating SC differentiation and myelination, we evalu-

ated the expression of HDAC1/2 and Sox10 following

Sin3A knockdown during SC differentiation in vitro. Not

surprisingly, we found that Sin3A knockdown dramatically

reduced HDAC2 and Sox10 expression, indicating that

HDAC2 is critical for the ability of Sin3A to functionally

cooperate with Sox10 during SC differentiation

(Fig. 8Cc1). Similarly, Sin3A knockdown in SCs resulted

in a significant reduction in Sox10 expression in the

regenerating nerve (14 days, SC remyelination), but did not

affect Egr2 expression (Fig. 8Cc2). To confirm the function

of Sin3A/HDAC2/Sox10 in the SC differentiation, we also

performed rescue assays in SCs by co-transfecting Sin3A-

siRNA and lentivirus vectors carrying the coding sequence

of Sin3A (i.e. Sin3A-siRNA ? LV-Ctrl, scrambled ? LV-

Ctrl, Sin3A-siRNA ? LV-Sin3A, and scrambled ? LV-

Sin3A). Three days after differentiation, the expression of

related molecules, such as MAG, Sox10, and HDAC1/2,

was detected with WB. As expected, the results showed

that knockdown of Sin3A repressed the expression levels

of MAG, HDAC2, and Sox10 in differentiating SCs, and

was partially restored by co-transfection with LV-sin3A

(Fig. 8D). These findings demonstrate that the Sin3A/

HDAC2 complex promotes SC differentiation and myeli-

nation in the context of Sox10, and that Sin3A and HDAC2

are dependent on one another to functionally cooperate

with Sox10 (Fig. 9).

Discussion

Myelination in the PNS is temporally and spatially

regulated in a precise manner during development and

nerve regeneration after injury [34,39]. Accordingly, the

transition of the SC lineage from immature to promyeli-

nating and myelinating SCs allows them to assume a

variety of critical roles to support myelination, including

proliferation, migration along the axon, differentiation, and

ensheathing of individual axons, ultimately leading to the

formation of the myelin sheath [40,41]. SC subtype is the

driving force behind efficient regeneration in an uncom-

promised nerve injury [11]. In the current study, we aimed

to delineate the transcriptional networks that govern SC

behavior during myelination. We show that SCs progress

through three distinct transcription stages during myelina-

tion, and that the TF Sin3A plays a major role in

controlling SC myelination identity. Understanding the

temporal and spatial molecular dynamics that govern SC

lineage development will provide insights for the devel-

opment of treatments for myelinopathies and related

diseases.

Here, we defined specific gene expression patterns that

are characteristic for different SC development stages (i.e.,

immature, promyelinating, and myelinating) using gene

expression profiling of laser capture-microdissected SCs at

various stages of myelination, combined with multilevel

bioinformatic analyses (Figs 1–3). We found three distinct

transcriptional states of SCs, which were consistent with

the SC lineage transition during myelination. The earliest

SC stage (immature or proliferation stage) was character-

ized by the up-regulation of genes that mainly contribute to

cell cycle, cell division, and cell motion, and whose

expression decreases 3 days after the start of co-culture in

the SC-DRG model. A distinct feature of the late imma-

ture/promyelinating SCs (stage II) coalescing in the co-

culture is the initiation of the expression of genes involved

in cell differentiation and myelination, with a concomitant

loss of the expression of genes related to cell proliferation

after 7 days of co-culture. Further, in stage II SCs, genes

related to functions such as regulation of axon growth,

synaptic signaling, and ensheathment of neurons, were

expressed at high levels, which suggests a dialogue

between SCs and neurons and their mutual interactions.

Myelinating SCs in the co-culture system at 14 and 21 days

b Fig. 6 Sin3A enhances SC migration and differentiation, and reduces

SC proliferation to promote myelination. A Sin3A knockdown in SCs

reduces SC migration. Aa1, a2 Results of an insert-based scratch

migration assay. SC transfection with Sin3A-siRNA decreased SC

migration in comparison with that of cells transfected with a negative

control construct (n = 18, t-test, ***P = 0.0007 vs scrambled). Aa3–
a6 Following transfection with Sin3A-siRNA and scrambled, SCs re-

aggregate on fasciculated DRG axons (a5, a6) or PLL (a3, a4), and

the area of migration is measured. Red dashed circles indicate the

extent of SC migration. Scale bars, 100 lm. The histograms show that

Sin3A knockdown in SCs significantly decreases SC migration from

the reaggregates on fasciculated DRG axons (n = 5, t-test, ***P \
0.001 vs scrambled) and PLL (n = 20, t-test, ***P \ 0.001 vs
scrambled). B Sin3A knockdown in SCs increases SC proliferation.

Bb1 Proliferation ratio of SCs seeded on PLL or fasciculated DRG

axons transfected with Sin3A-siRNA or scrambled. Green dots,

proliferating SCs; blue dots, all cell nuclei; and red, NF200

immunostaining of the fasciculated DRG axons. Scale bar, 100 lm.

Bb2 Histograms showing that Sin3A knockdown significantly

increases SC proliferation on PLL (n = 12, t-test, **P = 0.0023 vs
scrambled) and fasciculated DRG axons (n = 5, t-test, **P = 0.001 vs
scrambled). C Sin3A knockdown in SCs decreases SC differentiation.

Cc1 Representative phase-contrast microscopy images, and immuno-

cytochemical analyses of S100b (green) and MAG (red), indicating

the differentiation efficacy of SCs cultured with vehicle or dibutyryl

cyclic adenosine phosphate (dBcAMP) for 72 h. Scale bar, 100 lm.

Cc2 Western blots comparing MAG and P0 levels in differentiated

cells treated with dBcAMP for 24, 48, and 72 h, or vehicle as the

control (n = 3, one-way ANOVA, P0: ***P =0.008, vs control; MAG:

***P \ 0.001, vs control). Also shown are representative Western

blots, with GAPDH as the internal standard. Cc3 Changes in Sin3A

levels during SC differentiation (n = 3, one-way ANOVA, **P =

0.0096 vs control). Cc4 Western blots showing Sin3A and MAG

levels in differentiated SCs following Sin3A knockdown. The

histograms show that Sin3A knockdown decreases the expression of

MAG compared with that in cells transfected with scrambled control

(n = 3, t-test, **P\ 0.01).
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Fig. 7 Sin3A overexpression enhances remyelination in vivo and SC

differentiation in vitro. Aa1 Western blots confirming the validity of

the lentivirus (LV) transfection system carrying the Sin3A coding

region sequence (LV-Sin3A) in nerves 14 days after transfection (on

the left of the red dotted line), with an empty LV used as the control

(LV-Ctrl), and comparison of the MAG expression in regenerated

nerves treated with LV-Sin3A and LV-Ctrl, 28 days after nerve injury

(on the right of the red dotted line). Also shown are representative

Western blots, with GAPDH serving as the internal standard. *P \
0.05 vs LV-Ctrl, t-test, n = 3 per group. Aa2 Immunostaining with

anti-MAG (red) antibody and EGFP fluorescence (green) indicating

axon remyelination in regenerated nerves treated with LV-Sin3A and

LV-Ctrl. Also shown are high magnification images of the boxed

areas. Scale bars, 100 lm. Histograms comparing the density of

myelin sheaths. *P\0.05 vs LV-Ctrl, t-test, n = 3 per group. B Sin3A

overexpression in SCs decreases SC proliferation. Proliferation ratio

of SCs following transfection with LV-Sin3A and LV-Ctrl and re-

seeded on fasciculated DRG axons (b2) or PLL (b1). Green dots,

proliferating SCs; blue dots, all cell nuclei; and red, NF200

immunostaining of the fasciculated DRG axons. Scale bars, 100

lm. Histograms showing that Sin3A overexpression significantly

decreases SC proliferation on PLL (n = 5, t-test, **P = 0.0079 vs LV-

Ctrl) and fasciculated DRG axons (n = 5, t-test, **P = 0.015 vs LV-

Ctrl). C Sin3A overexpression in SCs increases SC differentiation.

Western blots confirming the validity of the virus transfection system

carrying Sin3A coding region sequence (LV-Sin3A) in SCs 3 days

after transfection (on the left of the red dotted line), with an empty LV

used as the control (LV-Ctrl), and comparison of the MAG expression

in LV-Sin3A and LV-Ctrl-treated SCs after 3 days of differentiation

in vitro (on the right of the red dotted line). Also shown are

representative Western blots, with GAPDH serving as the internal

standard. *P\ 0.05, **P\0.01, vs LV-Ctrl, t-test, n = 3 per group.
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after the start of the culture (stage III) retained the

expression of genes involved in the ensheathment of

neurons and myelination. This was accompanied by the

expression of genes related to myelin maturation, such as

those involved in the regulation of SC plasma membrane

surrounding the axon. The genome and proteome analyses

of the entire co-cultures (SCs and neurons) maintained for

0, 10, and 22 days have been reported in another study [12],

similarly delineating the dynamic changes that occur in the

system at these time points. However, there are several key

differences between the current and previous studies. First,

we analyzed the transcriptomes of purified SCs isolated

from the myelinating co-cultures by LCM, whereas in the

previous study, all cells were analyzed together. Second,

unlike the previous study, we performed global and

detailed analyses of gene expression in SC lineages on

days 0, 1, 3, 7, 14, and 21 in co-culture. Hence, the present

data are an important complement for the mechanism of SC

lineage transition during myelination.

Based on the available data, the SC lineage specificity of

gene expression can best be explained by the combined

action of multiple TFs [35,36,42,43]. Therefore, we

analyzed TFs that exhibited a strong regulatory relationship

with DEGs in the nine identified gene co-expression

modules. We identified 17 TFs that temporally control the

SC development and reconstructed a network of these TFs

and their target genes (Fig. 3B and Table S3). Several of

the 17 TFs (e.g., Egr2, Sox10, Sox2, and Yy1) have been

implicated in the regulation of SC lineage progression, with

a coordinated input from positive and negative factors to

control the transition of SC to an SC precursor state, or to

promote cell cycle exit and initiate differentiation. For

example, a hierarchy of positive TFs, including Egr2,

Sox10, and Oct6 (a.k.a. Pou3F1), is required for the

sequential progression from immature SCs to promyeli-

nating SCs and eventually to myelinating SCs [9,34]. This

is accompanied by a suppression of negative regulatory

factors that inhibit SC differentiation, including Notch,

Sox2, and c-Jun [9,36,42,44,45]. Based on the functions of

the known TFs, we here used co-expression analysis to

classify the newly discovered TFs according to the three

stages of myelination (Fig. 3Bb2) and focused on a core set

of TFs important for stage II. Based on WGCNA data,

Sin3A contributes more than Egr2 to SC development from

the immature to promyelination stages. Sin3A is a well-

characterized general chromatin regulator that plays an

important role in vertebrate tissue diversity by maintaining

tissue homeostasis and stem cell pluripotency [15,46–48].

However, the function of Sin3A in SC lineage transition

during myelination and remyelination after nerve injury

has not been investigated prior to the current study.

To determine the possible role of Sin3A in myelination,

we first identified the expression and localization of Sin3A

in the PNS, double immunohistochemistry for S100b, an

SC marker, or b-tubulin III, a neuronal marker, and Sin3A

in DRG tissue, sciatic nerves, or cultured DRG neurons and

SCs revealed that Sin3A was expressed in both the neurons

and SCs, and mainly in the nucleus (Fig. S3). We further

analyzed the expression of Sin3A, Egr2, and MAG in an

injured segment at different time points following nerve

crush. Sin3A expression dynamics were similar to those of

Egr2 and positively correlated with MAG levels (Fig. 4A),

suggesting that Sin3A and Egr2 play a similar role during

nerve regeneration. It is well known that SCs assume a

transient 00dedifferentiated00 phenotype to help clear the

myelin debris at early post-nerve crush stages, and then

redifferentiate to promyelinating and myelinating pheno-

types to form new myelin sheaths and perform axon

regeneration [4,43]. During this process, Egr2 is a key TF

associated with myelin formation, and its expression is

specifically related to SC development or plasticity in the

PNS [49,50]. In addition, MAG is an essential component

b Fig. 8 Sin3A coordinates with HDAC1/2 and Sox10 to promote SC

differentiation and myelination. Aa1 Representative Western blots

showing HDAC1 and HDAC2 levels in a regenerating nerve segment,

at 1, 4, 7, 14, 21, and 28 days following nerve crush, with the normal

nerve used as the control. GAPDH is the loading control. The

histogram compares protein levels of HDAC1 and HDAC2 in the

regenerating nerve segment at the indicated time points following

nerve crush. **P\0.01, ***P\0.001 vs control, one-way ANOVA,

n = 3 per group. Aa2 Co-IP of regenerating nerves using antibodies

against Sin3A, followed by immunoblotting with antibodies against

HDAC1, HDAC2, Sox10, or Egr2. Red arrows indicate target

proteins. Bb1 Representative Western blots showing HDAC1 and

HDAC2 levels during SC differentiation stimulated by dBcAMP, with

untreated SCs used as the control. GAPDH serves as the loading

control. The histogram compares protein levels of HDAC1 and

HDAC2 in differentiating SCs at different time points after induction.

**P \ 0.01, ***P \ 0.001 vs control, one-way ANOVA, n = 3 per

group. Bb2 Co-IP of differentiating SCs using antibodies against

Sin3A, followed by immunoblotting with antibodies against HDAC1,

HDAC2, Sox10, or Egr2. Red arrows indicate target proteins. Cc1
Western blots showing HDAC1, HDAC2, and Sox10 levels in

differentiating SCs following Sin3A knockdown. The histograms

show that Sin3A knockdown decreases the expression of HDAC2 and

Sox10, but does not affect HDAC1 expression (n = 3, t-test, **P \
0.01). Cc2 Egr2 and Sox10 expression in regenerated nerves after

Sin3A knockdown in SCs in a rat sciatic nerve crush model. Also

shown are representative Western blots, with GAPDH serving as the

internal standard. The histograms show that Sin3A knockdown

decreases the expression of Sox10 (n = 3, t-test, **P = 0.0013), but

not that of Egr2 (n = 3, t-test, ns, P = 0.4912). D Western blots

showing the expression of Sin3A, MAG, HDAC1, HDAC2, Sox10,

and Egr2 in Sin3A-Scrambled (negative control, NC) ? LV-Ctrl (NC

? LV-Ctrl), Sin3A-Scrambled ? LV-Sin3A (NC ? LV-Sin3A),

Sin3A-siRNA ? LV-Ctrl (siRNA ? LV-Ctrl), and Sin3A-siRNA ?

LV-Sin3A (siRNA ? LV-Sin3A) treated SCs after 3 days of

differentiation in vitro. The histogram showed that Sin3A overex-

pression restores the decreased expression of Sox10, MAG, and

HDAC2 in SCs with Sin3A knockdown, but not Egr2 and HDAC1.

n = 3, t-test, *P\ 0.05, **P\ 0.01.
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of the myelin sheath; it is expressed by myelinated glial

cells and is involved in the formation and maintenance of

myelin sheath [9,45]. Based on the similar expression

trends of Sin3A and Egr2 and the consistent co-localization

of Sin3A and S100b (an SC marker) from days 1–28 after

nerve crush (Fig. 4B), we concluded that, in the PNS,

Sin3A may participate in the remyelination following acute

nerve injury. We also analyzed myelin-formation in a rat

sciatic nerve injury model after Sin3A knockdown in the

sciatic nerve or specifically in SCs by injecting viruses

carrying specific shRNAs (Fig. S4). We found that low

Sin3A expression decreases the myelinating capacity of

SCs, resulting in decreased MAG expression during myelin

sheath reformation (Fig. 5). Furthermore, we found that

overexpression of Sin3A increases the expression of MAG

(Fig. 7A). These results further confirm that Sin3A is

involved in controlling SC remyelination following nerve

injury.

SCs produce insulating myelin sheaths around large

axons at a one-to-one ratio in the course of a very complex

process involving SC proliferation, migration, and differ-

entiation [45,51]. Therefore, we also explored the effect of

Sin3A on myelin formation by analyzing specific SC

behavior using a Sin3A knockdown or overexpression

approach in SCs. As a myelination substrate, the axon is

the logical candidate and a source of extrinsic cues that

might precisely regulate the timing of myelination [52];

therefore, we investigated the role of Sin3A in SC

proliferation and migration on two substrates: PLL and

axons. We found that Sin3A knockdown promoted SC

proliferation while inhibiting SC migration and

differentiation, regardless of whether the cells were

cultured on PLL or DRG axons (Fig. 6). Correspondingly,

Sin3A overexpression resulted in the opposite outcomes,

manifested as inhibition of SC proliferation and promotion

of SC differentiation (Fig. 7). In addition, we also analyzed

SC proliferation in a rat model of sciatic nerve injury

through the double immunostaining of Ki67 (a marker of

cell proliferation) and S100b, and found that the number of

cells co-labeled with ki67 and S100b increased rapidly at 4

days after injury (Fig. S5), which is associated with SC

dedifferentiation and proliferation at the early stage of

nerve injury. Next, we analyzed the proliferation of SCs in

sciatic nerves with knockdown or overexpression of Sin3A.

The results showed that the number of proliferating SCs in

the Sin3A knockdown sciatic nerve was significantly

greater than that in the control (Fig. S6), while it was

lower in the Sin3A-overexpressing sciatic nerve (Fig. S7),

suggesting that Sin3A negatively regulates SC proliferation

after nerve injury. Combined with the in vivo data, we thus

concluded that Sin3A regulates the ability of SCs to

undergo proliferation, migration, and morphological dif-

ferentiation during myelination or remyelination.

Sin3A is generally thought to be responsible for the

recruitment of HDACs to form an HDAC-associated

transcriptional complex to regulate the transcription of

specific genes [15,16,48]. Further, according to previous

studies, HDAC1 and HDAC2 control the transcriptional

program of myelination and SC survival [53,54]. Hence,

we proposed that Sin3A might interact with HDAC1/2 to

balance transcription activation or repression to regulate

myelination. Indeed, the expression of HDAC1/2 was

Fig. 9 Schematic showing the

preliminary mechanism of

Sin3A in SCs regulating myeli-

nation or remyelination. The

Sin3A/HDACs complex pro-

motes SC differentiation and

myelination in the Sox10 con-

text, and Sin3A and HDAC2 are

mutually dependent for their

functional cooperation with

Sox10. The area denoted in gray

indicates the findings of the

current study.
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consistent with that of Sin3A during nerve regeneration

after injury (Fig. 8Aa1) and SC differentiation (Fig. 7Bb1).

Furthermore, Sin3A co-immunoprecipitated with HDAC1/

2 in nerves that had been regenerating for 14 days

(Fig. 8Aa2) and in differentiating SCs (Fig. 8Bb2). Inter-

estingly, we found that Sin3A interacted with Sox10, but

not with Egr2, in the regenerating nerve and differentiating

SCs. That may be because the complex TF network that

controls the timely development of SCs proceeds in a

cascade-like manner, and Sox10 may act upstream of Egr2.

According to previous studies, Sox10 induces the specifi-

cation and terminal differentiation of SCs by directly

activating Egr2 expression and acting synergistically with

Oct6 and Nab2 [55,56]. Further, deletion of Sox10 results

in loss of Egr2 expression and myelin sheath degeneration

[11,57]. Here, we showed that inhibition of Sin3A expres-

sion led to a decrease in Sox10 levels in differentiating SCs

and the regenerating nerve, but did not affect Egr2 levels

(Fig. 8C). Moreover, the rescue experiments provided

further evidence for the above phenomena (Fig. 8D).

Hence, we reasoned that the Sin3A/HDAC1/2 complex

cooperates with Sox10, rather than with Egr2, to regulate

the differentiation of SCs to promyelinating and myelinat-

ing phenotypes. Another interesting discovery was that

HDAC1/2 both associate with Sin3A in SCs upon induc-

tion of differentiation. However, only HDAC2 expression

was enhanced under these conditions (Fig. 8Bb1), while

that of HDAC1 was relatively stable. This suggests that

Sin3A preferentially binds HDAC2 to regulate SC differ-

entiation. HDAC1 and HDAC2 are essential for SC

myelination and survival; HDAC2 is a principal inducer

of differentiation, whereas HDAC1 regulates SC survival

[53]. This is consistent with the findings of the current

study. Taken together, the current and previous studies

suggest that Sin3A is a key regulator in the TF network that

controls SC development and myelination. It may act by

activating its own transcription and the transcription of

Sox10 in synergy with HDAC2, and by recruiting Sox10 to

its target gene Egr2 (Fig. 9).

In summary, in agreement with recent studies

[11,12,58], we demonstrated that SCs pass through three

distinct transcriptional stages consistent with SC lineage

transition (immature, promyelination, and myelination)

during myelination. Even though the temporal expression

data presented here provide a comprehensive glimpse into

the expression profiles of the various TFs involved in SC

development and myelination, the expression and function

of a large number of developmentally important TF

families should be analyzed further. In addition, we

identified Sin3A as a critical regulator of SC lineage

transition and remyelination, and showed that Sin3A

increases remyelination speed and efficiency after lesions

in the PNS. This knowledge is important for the general

understanding of neurobiology related to myelination.

Furthermore, our findings provide important information

for potential medical applications in future translational

studies on accelerating remyelination after traumatic

lesions or in the context of demyelinating disorders.
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Abstract Environmental threats often trigger innate defen-

sive responses in mammals. However, the gradual devel-

opment of functional properties of these responses during

the postnatal development stage remains unclear. Here, we

report that looming stimulation in mice evoked flight

behavior commencing at P14–16 and had fully developed

by P20–24. The visual-evoked innate defensive response

was not significantly altered by sensory deprivation at an

early postnatal stage. Furthermore, the percentages of

wide-field and horizontal cells in the superior colliculus

were notably elevated at P20–24. Our findings define a

developmental time window for the formation of the visual

innate defense response during the early postnatal period

and provide important insight into the underlying

mechanism.

Keywords Innate defensive response � Postnatal stage �
Superior colliculus

Introduction

Innate defensive responses to imminent threatening envi-

ronmental stimuli are essential for the survival of animals

[1, 2]. More importantly, visually-evoked innate defensive

responses are of fundamental importance for many species

because visual information may better convey the likeli-

hood of an attack [3, 4]. It is known that visually-evoked

defensive responses are highly conserved across species,

ranging from Drosophila to mammals [5–10]. In addition,

brain structures based on this predatory defense system are

also highly conserved in vertebrate species and within

mammals [11–13]. However, when the formation of this

visually-evoked defensive response first occurs at the early

postnatal stage remains unclear.

In many species, defensive responses do not emerge at

pups until later in development. For example, rat pups do

not exhibit an odor-evoked defensive response until *P10

[14] and mice display defensive components to contextual

fear conditioning at *P23 [15]. The Jackson Laboratory

report that mouse eyes open at *P12. After eye-opening,

at *P14, the mouse visual system receives patterned

information [16]. Furthermore, many studies and labora-

tory guidelines suggest that litters should be weaned by

postnatal days 21–23 [17, 18]. At this age, young mice

begin to venture away from the nest and become nutri-

tionally independent of their parents [19]. These studies

indicate that after P21–23, mice become increasingly
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independent and imply that having an appropriate defen-

sive response to threatening signals received from multi-

sensory modalities may become important. Therefore, it is

possible that P10–23 may be the critical period for the

firstly emergence of visually-evoked defensive responses.

Looming stimuli are used in a laboratory-based exper-

imental paradigm to mimic the signal of an approaching

aerial predator and to induce an innate defensive response

in animals [1, 20]. This paradigm has recently been used to

investigate the neural mechanisms underlying innate

defensive behaviors. When an animal is exposed to an

open field with a dark nest in one corner, looming stimuli

lead to an innate defensive response, which manifests as

flight-into-nest and hiding behavior [20, 21]. The superior

colliculus (SC) is an integrative structure in the midbrain,

and it is reported to mediate the expression of defensive

responses in adult mice following looming stimuli [21–24].

There are four neuronal types in the superficial layer of the

SC: wide-field cells, horizontal cells, stellate cells, and

narrow-field cells that can be distinguished by electro-

physiological characteristics [25]. In this study, we report

that defensive responses to looming stimuli become fully

established in mice during the specific developmental time

window from P20 to P24, demonstrating functional and

instinctive conservation, and they are not significantly

affected by sensory deprivation. We also found a notable el-

evation in the percentage of wide-field and horizontal cells

in the SC in the corresponding time period. Our findings

help shed light on SC function in the formation of innate

defensive responses to threatening visual stimuli.

Materials and Methods

Mice

All husbandry and experimental procedures in this study

were approved by the Animal Care and Use Committees at

the Shenzhen Institute of Advanced Technology, Chinese

Academy of Sciences. Pregnant female C57BL/6J mice

(Vital River Laboratory, Zhejiang, China) were group-

housed, given access to food pellets and water ad libitum,

and maintained on a 12:12-h light/dark cycle (lights on at

07:00). The body weights of mice at different ages are

shown in Table S1. The transgenic mouse line expressing

the genetically encoded Ca2? indicator GCaMP6f under

the control of the neuronal Thy1 promoter (Thy1-

GCaMP6f) [26]. The Thy1-GCaMP6f transgenic mice

(C57BL/6J-Tg(Thy1-GCaMP6f)GP5.17Dkim/J, Jackson

Laboratories, jax 025393) were used for in vivo two-

photon imaging [26]. The Thy1-GCaMP6f transgenic mice

were a gift from Ning-Long Xu (Chinese Academy of

Sciences, Shanghai).

Looming Test

The looming test was applied in a closed Plexiglas box (40

cm long, 40 cm wide, and 30 cm high) with a dark

sheltered nest in one corner, as described previously

[21, 22]. An LCD monitor was placed on the ceiling to

present the looming stimulus, which was a black disc

expanding from a 4� to 40� visual angle in 0.25 s on a gray

background. Mouse behavior was recorded using an

infrared camera. Mice were handled and habituated to the

looming box for 15 min one day before the test. On the day

of the test, each mouse was given 5 min of free exploration

in the box. Then, each mouse was presented with looming

stimuli for a minimum of 3 trials. The stimuli were

triggered by the experimenter when the mouse entered an

area at the far end of the arena (away from the nest). The

following measures were recorded as indices of looming-

evoked defensive behavior: (1) flight latency (ms), defined

as the time from looming stimulus presentation until the

mouse entered the nest, (2) time spent in the nest (ms),

defined as the time that the mouse hid in the nest following

its flight action until it came out of the nest, (3) crouch

response, defined as exhibiting a squat posture a short time

from the onset of the black disk, (4) rearing response,

characterized by persistent raising of the head, and (5) non-

response, the mouse did not convert to other behavior

during the looming stimuli. These data were recorded and

analyzed using Anymaze software with additional analyses

using Adobe Premiere and MatLab (MathWorks, USA).

Sensory Deprivation

In all experiments, control mice were housed in plastic

cages in our laboratory with ad libitum access to food and

water and on a 12:12-h light/dark cycle. In the whisker-

deprivation protocol littermates in the same cage were

randomly assigned to the control or whisker-deprivation

group. While each pup was under isoflurane anesthesia,

only those in the whisker-deprivation group had their

whiskers trimmed from P0 until the time of the experiment

[27]. In a dark-rearing protocol, pregnant mothers and pups

were randomly assigned to either a standard plastic cage or

a plastic cage with a black cover. This cover was present

until the time of the experiment [27].

Two-photon Excitation Microscopy and Calcium

Imaging

For two-photon imaging of the SC in vivo, a craniotomy

2.5–3 mm in diameter was made at lambda in each mouse.

During the craniotomy, a circular area of the skull was first

drilled to a thin layer. After that, the thinned skull was

carefully removed from the craniotomy area in small pieces
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to avoid bleeding from the transverse sinus. Sharp forceps

were used to perform durotomy. A silicone plug was

positioned to gently push the transverse sinus anteriorly so

that the caudal pole of SC was revealed. This silicone plug

was glued to a 2.5 mm glass coverslip, using ultraviolet

cured optical adhesive (Norland optical adhesive 81). And

the 2.5 mm glass coverslip was then glued to an outer

4-mm glass coverslip, which would be fixed to the skull

with Vetbond (3M) and dental cement.

After surgery, body temperature was maintained at 37�C

using a heating blanket until the mouse recovered. Two-

photon imaging was performed 3 h after waking. During

imaging, the mouse was head-fixed on a spherical styro-

form ball that allows mouse run on it. A screen (60-Hz

refresh rate) was positioned 40 cm above the mouse for

displaying looming stimulus.

Images were captured under a two-photon resonant

scanning microscope (Ultima Investigator, Bruker Nano,

FMBU) equipped with a 169 water-immersion objective

(Nikon, 0.8 NA). The excitation light used was a fem-

tosecond laser (Mai Tai, DeepSee) with a wavelength of

940 nm. The images were captured using Prairie View

software with 19 optical zoom. The final size of the field-

of-view was 837.4 9 837.4 lm with a resolution of 512 9

512 pixels, and the imaging rate was 30 Hz. The depth of

imaging in the SC was 100–250 lm from the SC surface.

Whole-Cell Patch Recording

Brains were harvested quickly under halothane anesthesia

and immersed in ice-cold oxygenated (95% O2–5% CO2)

cutting solution (in mmol/L: 228 sucrose, 11 glucose, 26

NaHCO3, 1 NaH2PO4, 2.5 KCl, 7 MgSO4, 0.5 CaCl2).

Coronal slices containing the SC (350 lm thick) were

prepared on a vibratome (model 752; Campden Instru-

ments Ltd., Leicester, UK). The slices were incubated at

32�C for 30 min in artificial cerebrospinal fluid containing:

(in mmol/L) 125 NaCl, 2.5 KCl, 1.3 NaH2PO4, 25

NaHCO3, 1.3 Na-ascorbate, 0.6 Na-pyruvate, 10 glucose,

2 CaCl2, and 1.3 MgCl2 (pH 7.35 when saturated with 95%

O2/5% CO2) [21]. After incubation for 1 h, the slices were

transferred to the recording chamber and continuously

perfused with ACSF at 1 mL/min. Single-cell recordings

were made using either sharp electrodes or whole-cell

patch recordings. We pulled recording electrodes from

borosilicate glass capillary tubing (Sutter Instrument Co.,

Novato, CA) using a Flaming-Brown vertical microelec-

trode puller (model PC-10; Narishige). For whole-cell

patch recordings, we filled pipettes (input resistance, 4–6

MX) with the following recording solution: (in mmol/L)

135 K-methanesulfonate, 10 HEPES, 1 EGTA, 1 Na-GTP,

4 Mg-ATP, and 2% neurobiotin (pH 7.4, 280 mOsm).

Brain slices in the recording chamber were illuminated by a

409 water-immersion objective lens (NIR-Apo, Nikon)

and a fluorescent pathway with excitation (473 nm) filters.

Data were analyzed offline using Clampfit 10 software

(Molecular Devices).

To distinguish the different SC neuron types, Gale and

Murphy determined the cumulative probability distribu-

tions of the resting potentials in SC neurons and found that

different neurons had different resting potentials [25]. They

found that the resting potential of wide-field neurons was

from - 50 to - 60 mV, horizontal neurons from - 60

to - 70 mV, stellate neurons from - 60 to - 70 mV,

and narrow-field neurons had the most hyperpolarized

resting potentials, from - 65 to - 75 mV [25]. More-

over, these neurons had a specific response to injection of

an 800-ms current step (±600 pA/±100 pA) [25]. Wide-

field neurons had the largest and fastest depolarizing sag in

response to - 600 pA current injection and high-fre-

quency spikes to ? 600 pA [28]. Horizontal neurons

exhibited the lowest 100 spikes/s firing rate with ? 100

pA current steps. Narrow-field neurons exhibited high-

frequency spikes to ? 600 pA current injection and the

most hyperpolarized resting potential [25]. Stellate neurons

were characterized by spike after-depolarization following

- 100 pA current injection [25].

Histology

Mice were sacrificed 1.5 h after looming stimulus testing

for c-fos staining. Mice were transcardially perfused with

cold 4% paraformaldehyde in phosphate-buffered saline

(PBS). Brains were submerged in 30% sucrose in PBS to

equilibrate and then cut into coronal sections (40 lm) on a

cryostat (Leica CM1950, Germany). Immunohistochem-

istry was applied to map c-Fos activation in the brain with

antiserum (rabbit anti-c-Fos, 2250, Cell Signaling Tech-

nology; 1:500). Sections were incubated for 48 h in

antiserum at 4�C followed by overnight incubation with

secondary antibodies at 4�C. Sections were then pho-

tographed and analyzed with a Leica TCS SP5 laser

scanning confocal microscope and ImageJ, Image Pro-plus,

and Photoshop software.

Data Acquisition and Analysis

Behavioral data were analyzed using Anymaze software

(Stoelting Co.). Speed and distance data were extracted

using Anymaze software. All statistics were performed

using Graph Pad Prism (GraphPad Software, Inc., San

Diego, CA). No statistical methods were used to predeter-

mine sample sizes, but our sample sizes were similar to

those generally used in this paradigm. Student’s t-test and

one-way analyses of variance (ANOVA) were used where
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appropriate. In all statistical data, statistical significance

was set at *P\ 0.05, **P\ 0.01, ***P\ 0.001.

Results

Innate Defensive Responses to Visual Threats are

Established in Mice by P20–24

We first examined the formation of visually-evoked

defensive responses spanning different developmental

periods. There are several critical time points during

development: first, at P14 pups start eye-opening but have

undeveloped motor ability [19]; second, young mice at P21

become nutritionally independent of their parents [19] and

their whole brain volume rapidly approaches the adult size

[29]; third, the prepubescent stage starts at P23 [30].

Therefore, the first group of mice was tested at P14–19, the

second group at P20–29, and the third group at P30–39.

Because mice appear to develop motor ability at different

postnatal stages [19], we first tested their spontaneous

locomotion of mice in the three stages. The mice were

placed in the looming paradigm box and allowed to move

freely for 5 min. The average speed and total distance

travelled were recorded (Fig. 1A, B). We found that the

average speed of P14–19 pups was lower than that of mice

at P20–29 (P \0.05) and at P30–39 (P \0.001). Mice at

P20–29 had a lower average speed than mice at P30–39

(P\0.01). The total distance travelled by P14–19 pups was

the shortest among the postnatal groups (P14–19 vs

P20–29, P\0.05; P14–19 vs P30–39, P\0.001). The total

distance travelled by mice at P30–39 was higher than that

by mice at P20–29 (P20–29 P30-39, P\0.01). These data

showed that the spontaneous locomotion levels of mice at

the three stages are different.

Next, to determine the postnatal period at which the

formation of innate defensive responses to visual threats

emerges, we narrowed the age-range groups for analysis.

Mice were further separated into three groups (P14–16,

P20–24, and P30–37), all of which were tested with

looming stimuli (Fig. 2A). Initial behaviors in response to

the looming stimuli were categorized as either flight,

freezing, crouching, rearing, or non-response (Fig. 2B).

The P14–16 pups displayed varied initial behaviors: 15%

showing flight, 32.5% crouch, and 22.5% rearing, while

30% did not respond. Furthermore, the distribution patterns

of initial defensive behaviors in the P20–24 and P30–37

groups were similar: 47.3% flight, 10.9% freezing, 36.3%

rearing, and 5.5% no response in the P20–24 group; 53.3%

flight, 16.7% freezing, 20% rearing, and 10% no response

in the P30–37 group. In general, the proportion of mice

displaying defensive behaviors increased at the P20–24 and

P30–37 stages compared to the P14–16 group. We further

quantified the innate defensive responses to looming. In the

looming box, P20–24 (n = 55) and P30–37 (n = 30) mice

typically escaped into the nest quickly with a shorter

latency following looming stimuli than P14–16 pups (n =

40) (Fig. 2C, Movie 1). We also found that the maximum

speed of P14–16 pups during flight-to-nest behavior was

the lowest amongst the three groups (P14–16 vs P20–24,

P \0.001; P14–16 vs P30–37, P \0.001). The maximum

speed of the P20–24 mice was not statistically different

from that of P30–37 mice (Fig. 2D, P20–24 vs P30–37, ns).

These results suggest that the defensive responses of mice

in threatening situations start to be better established in

P20–24 mice compared to P14–16 pups after initial eye-

opening. In summary, our results showed that the innate

defensive response to looming stimuli depends on age at

the early postnatal stage.

Fig. 1 Motor skill development at different early postnatal ages. A, B Quantitative analysis of average speed A and total distance travelled B at

difference ages.
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To exclude individual differences and investigate

whether the formation of the visual-evoked innate defen-

sive response is age-dependent and fully formed at P20–24,

we tracked looming-induced behavioral responses in each

mouse of a cohort at different developmental stages

(Fig. 3A). The even timeline showing defensive behaviors

during the looming test was plotted for each mouse during

a 10-s observation period beginning at the onset of the

looming stimulus (Fig. 3B–D). A high frequency of

crouching (Fig. 3B, 66.6%, 6/9) was found at P14–16

and a lower frequency (11.1%, 1/9) of flight. In contrast,

flight was markedly higher at P20–24 (Fig. 3C, 77.7%, 7/9)

and P30–37 (Fig. 3D, 77.7%, 7/9) with almost no

crouching responses. When they did occur, brief periods

of crouching were followed by either pre-looming behavior

or some rearing before eventually walking as normal. This

crouching behavior then subsided as the pups grew, and at

P20–24, all mice switched to flight behavior (Fig. 3C, D).

In summary, subsequent analysis of behavioral responses at

three age ranges indicates that the formation of innate

defensive responses in mice depends on age. There was one

specific time window in which these responses began to

develop, P14–16, and the development was relatively

established at P20–24.

Sensory Deprivation does not Affect the Formation

of Visual Innate Fear Responses in Mice

Previous research has shown that visual deprivation at an

early postnatal stage influences visual function and behav-

ior [31]; dark-rearing prolongs the critical period for ocular

dominance plasticity [32]. In addition, whisker deprivation

reduces excitatory synaptic transmission and neuronal

excitability in S1 and cross-modally in V1 cortex [27].

Therefore, we applied the dark-rearing and whisker

deprivation at an early postnatal stage in mice to determine

whether they will alter the emergence of the visually-

evoked defensive responses. Figure 4A shows the timeline

of sensory deprivation and the looming test. We maintained

dark-rearing for three weeks during early postnatal devel-

opment, and then tracked the innate defensive responses

from P20 to P37. After three weeks of dark-rearing, we

compared the behavioral responses to looming stimuli in

young control and dark-reared mice. The latency to return

to the nest of the dark-reared group (DR-P20-24) was

similar to the control group and the same was found in

another older dark-reared group (DR-P30–37) (Fig. 4B).

Next, we investigated the defensive responses of whisker-

clipped mice at P14–16 and P20–24 and found that they

Fig. 2 The formation of innate defensive responses to visual stimuli

begins at P14–16 and is established by P20–24. A Schematic showing

the three groups and behavioral testing timeline. B The percentages of

initial behavior of mice at P14–16, P20–24, and P30–37 upon

exposure to looming. C, D Latency from onset of looming to return-

to-nest C and maximum speed D of responsive mice at different

stages.
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exhibited latencies similar to the control group (Fig. 4C).

Visual or whisker deprivation from birth to 3 weeks of age

did not dramatically alter the distribution pattern of

defensive behaviors of P20–24 mice following looming

stimuli (Fig. 4D). Therefore, the development of functional

properties in mice, and their expression, are uncoupled

from light and whisker deprivation during postnatal

development.

Fig. 3 Looming-evoked flight

behavior commences at P14–16

and is expressed at P20–24 in

most mice. A Schematic show-

ing the behavioral testing time-

line in the same mouse cohort.

B–D Subsequent analyses of

behavioral responses at

B P14–16, C P20–24, and

D P30–37.

Fig. 4 Dark-rearing and whisker deprivation during the early

postnatal period does not affect the formation of visual looming-

evoked innate fear responses in mice. A Schematic showing the

timeline of sensory deprivation and behavioral tests. B, C Latency-to-

nest of B dark-reared and C whisker-deprived mice. D Percentages of

initial behavior of mice after sensory deprivation upon exposure to

looming at P20–24.
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SC Neurons play an Important Role in the Develop-

ment of Innate Defensive Responses to Visual

Threats

The SC is an important node for detecting threatening

overhead looming information in rats [33]. In addition,

work from our group has demonstrated that neurons in the

SC are essential for innate defensive responses to overhead

looming stimuli in adult mice [21, 23]. To investigate

innate SC-mediated visual defensive responses in early

postnatal mice, we analyzed c-Fos in the SC of pups

(P14–16) and young mice (P20–24) (Fig. 5A). The SC is

composed of alternating gray and white layers that can be

easily identified the living slice; these are the zonal,

superficial gray, optic nerve, intermediate gray, intermedi-

ate white, deep gray, and deep white layers [34] (Fig. 5B).

Previous studies have shown that the superficial SC

receives projections from retinal ganglion cells and mid-

dle/deeper SC layers [35]. We assessed c-Fos expression in

neurons from all layers shortly after a looming stimulus test

(Fig. 5C–G, looming group at P14–16 vs looming group at

P20–24, P \0.01). The expression of c-Fos in all SC

Fig. 5 The c-Fos expression in

the SC region of pups is lower

than that of prepubescent mice

following looming stimuli.

A Schematic showing the time-

line of behavioral testing and

c-Fos examination. B Represen-

tative images of c-Fos expres-

sion in the SC following a

looming stimulus (scale bar, 200

lm). C–G c-Fos expression in

pups and prepubescent mice in

C the superficial layer (SuG),

D the optic nerve layer (Op),

E the intermediate gray layer

(InG), F the intermediate white

layer (InWh) and G in the deep

gray layer of the SC (DpG).

H Cells with c-Fos activation in

the amygdala of pups and

prepubescent.
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substructures in pups (P14–16) was significantly lower than

in young mice (P20–24). These data indicated that SC

neurons do not respond to a looming stimulus until the

prepubescent stage (P20–24). Moreover, the SC is one of

the relays from the retina to the amygdala [36, 37], so we

assessed c-Fos expression in neurons in the amygdala after

a looming stimulus (Fig. 5H). We found that the expression

of c-Fos in the control group was lower than that of the

looming group at P14–16, but the difference was not

statistically significant. But at P20–24, the number of

neurons with c-Fos expression in the looming group was

higher than that of control group (Control vs looming,

P\0.01). In addition, looming stimuli induced more c-Fos

expression in neurons in amygdala at P20–24 than at

P14–16 (P \0.05). These data implied that the develop-

ments of SC and amygdala in concert establish the innate

defensive responses to visual threats at early postnatal

stage.

To determine the visual processing functions of SC

neurons in the critical developmental time window, we

applied Ca2? imaging in vivo in Thy1-GCaMP6f trans-

genic mice, which were born with a Ca2? indicator present

in the brain. Two groups of Thy1-GCaMP6f transgenic

mice, P14–16 and P20–24, were used (Fig. 6A). After

surgery, Thy1-GCaMP6f transgenic mice were head-fixed

on a spherical styroform ball. An LCD monitor was

positioned above the mice to display the looming stimulus

(Fig. 6B). Using a two-photon resonant scanning micro-

scope, we observed that some SC neurons in P16 pups were

excited during the looming stimulus, but the Ca2? signals

were weak (Fig. 6C–E). Moreover, the Ca2? signals from

SC neurons rose with the onset of the looming stimulus and

decayed following its offset in P24 mice (Fig. 6D). The

mean peak amplitude of SC neurons in young mice was

higher than that of pups following looming presentation

(Fig. 6E, P16 vs P24, P \0.001). Furthermore, Ca2?

imaging statistical data in Thy1-GCaMP6f transgenic mice

(Fig. 6F) revealed that a large number (69%) of SC neurons

were excited by a looming stimulus at P20–24 and around

half (53%) were excited at P14–16. These data demon-

strated that SC neurons in P14–16 pups and P20–24 young

mice receive visual stimulus information from the retina,

but more SC neurons in P20–24 mice respond to a looming

stimulus. That the P20–24 mice have a flight-into-nest

response to a looming stimulus suggests that SC neurons in

these mice are involved in mediating looming-evoked

defense responses.

In addition, we investigated the expression of different

cell types in the SC at early postnatal (P14–16) and

prepubescent (P20–24) stages. Previous estimates of cell

types in the superficial SC were based on intrinsic

electrophysiological properties using patch clamp record-

ings from slices [25]. Here, we found, using whole-cell

patch recording in SC slices, a significant difference in cell

types between the early postnatal and prepubescent stages.

The experimental timeline and electrophysiological proto-

col are shown in Fig. 7A and B. To investigate the intrinsic

electrophysiological properties of SC cells, we injected

current (±100 pA and ±600 pA) for 800 ms to distinguish

SC cell types in pups and prepubescent mice (Fig. 7C, D).

Moreover, we calculated the number of different cell types

in each of the two age ranges (Fig. 7E, F). Half of the SC

cells recorded during the early postnatal stage had no

spiking with current injection. These were likely to be

immature cells, of which there was a higher percentage

during the early postnatal stage than the prepubescent

stage. Interestingly, there was a higher percentage of

horizontal and wide-field cells in P20–24 mice than in

P14–16 pups. As our results showed that the percentage of

wide-field and horizontal cells of all recorded cells in the

superior colliculus were notably elevated at P20–24, it is

likely that they contribute to the function underlying innate

defensive responses.

Discussion

Several studies have investigated the adult mouse behav-

ioral responses to looming stimuli [21, 23]. However, it

remains unclear during which developmental stage the

innate defense response to looming stimuli first occurs in

mice. In this study, we explored the expression of innate

defensive responses in different development epochs after

initial eye-opening in mice. Not until the P20–24 stage did

mice rapidly display flight-to-nest behavior induced by

looming stimuli, which has been observed in adult mice in

several reports [21, 23]. Here, we found that the develop-

ment of these responses to looming stimuli occurred in a

specific time window (P14–16) and was gradually estab-

lished at P20–24 accompanied by the development of

locomotion. The gradually-developed defensive ability

during P20–24 may correlate strongly with the young mice

at this stage becoming independent of maternal care and

protection [19]. Our findings contribute to a better under-

standing of the early postnatal development of defensive

behaviors that have been shaped by evolutionary pressure.

We provided a detailed description of looming-evoked

defensive responses during early postnatal (P14–16), pre-

pubescent (P20–24), and mid-pubescent (P30–37) stages in

mice. Pups at P14–16 had a stronger tendency to display a

crouching response to looming stimuli, whereas young

mice at P20–24 and P30–37 had an increasing tendency for

flight-to-nest behaviors (Fig. 2). This may be partially

explained by the fact that the locomotion of pups was still

under development, as we found that pups at this stage

exhibited reduced spontaneous locomotion and a slower
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maximal speed during a flight response (Fig. 1). However,

a prominent percentage of pups at P14–16 did not respond

to looming stimuli compared to young mice starting at P20,

suggesting that the neural mechanisms underlying

responses to threat in pups are likely not as established

as those in young mice.

Previous studies have reported that, during the devel-

opment of RGCs at P10–12, retinal ganglion cells receive

visual information from the environment and directly

deliver information into the mouse SC [38]. In this study,

we applied looming stimuli with parameters within the

range that has been reported to induce flight behaviors and

saturated responses of SC neurons in adult mice (angular

size, 4–40� and expanding at 144�/s) [39, 40]. We found

that these looming parameters evoked higher c-Fos

expression in the SC of young mice (P20–24) than in pups

(P14–16) (Fig. 5). Moreover, in vivo Ca2? imaging data

demonstrated that SC neurons were already excited by

looming stimulus in pups at P14–16, consistent with the

previous study showing that the RGCs at this develop-

mental stage project visual information into the SC [38],

but the percentage of SC neurons activated by looming at

P14–16 was less than that at P20–24. In addition, the mean

Ca2? activity of the responsive cells at P14–16 was

significantly weaker than that at P20–24. These results

suggested that there are more mature cells in the SC at

P20–24. Furthermore, electrophysiological recording from

SC neurons revealed a higher percentage of horizontal and

wide-field cells at P20–24 than at P14–16. As we

discovered that P20–24 was the period when flight-to-nest

Fig. 6 More SC neurons in

prepubescent mice respond to

looming stimuli than in pups.

A Schematic showing the two

groups of Thy1-GCaMP6f

transgenic mice. B In vivo two-

photon Ca2? imaging in the SC

of Thy1-GCaMP6f transgenic

mice. C Representative images

showing that SC neurons are

excited by a looming stimulus in

pups and young mice. D Ca2?

signals in SC neurons of P20–24

mice are stronger than in

P14–16 pups. E Mean peak

amplitude of SC neurons

responding to looming stimuli at

P14–16 and P20–24. F Sum-

mary of the proportion of SC

neurons activated by looming

stimuli in pups and young mice.
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responses to looming were better established, the elevated

responses of cells in the SC and the increased percentage of

horizontal cells and wide-field cells imply that they have

important functions in the formation of innate defensive

responses during the early developmental stage. All

together, our results suggest the establishment of defensive

responses at the early postnatal stage requires the devel-

opment of both motor ability and brain functions.

Previous studies have shown that sensory deprivation

during early postnatal development can induce develop-

mental impairment of neuronal morphology and connec-

tivity and reduce responsiveness in the corresponding brain

region [31, 41–43]. Visual deprivation, such as dark-

rearing from birth, permanently impairs visual function

[44]. Although dark-rearing during early development

delays the maturation of RGCs in mice, our results indicate

that the innate defensive responses of dark-reared mice are

not significantly influenced by visual deprivation since no

notable differences between dark-reared mice and control

mice were observed. In adult mice, whisker deprivation

markedly improves behavioral visual acuity and contrast

sensitivity [45]. Our results showed that whisker depriva-

tion had no prominent effect on the expression of innate

defensive responses in early-neonatal-stage mice, which

produce strong flight-to-nest behavior following looming

stimuli. These results suggest that innate defensive

responses are an inherent ability in mice and cannot be

altered by sensory deprivation during the early neonatal

stage.

Clinically, some autism patients exhibit a ‘‘lack of fear

in response to real dangers’’ and difficulty reading fearful

emotions [46]. Furthermore, previous studies on human

children have suggested that autistic children lack defen-

sive responses to looming stimuli [47]. However, little is

known about when or how development becomes disrupted

at early stages in autism. We have discovered a remarkable

Fig. 7 The percentages of

wide-field and horizontal cells

are notably elevated in the

superficial SC at P20–24.

A Schematic showing the time-

line of the patch-clamp record-

ings. B Representative images

showing electrophysiological

parameters in the SC. C,

D Patch-clamp records from the

SC region of C pups and D pre-

pubescent mice. E Summary of

the proportions of different cell

types in the SC of pups. Half of

the cells were without spiking

activity. F Percentages of the

four cell types in the SC of

young mice.
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time window in mice (P20–24), during which the formation

of innate defensive responses occurs. In addition, we found

that they are inherent characteristics that are not affected

by sensory deprivation during the early postnatal period.

Moreover, the percentage of horizontal and wide-field cells

increased notably in the superficial layers of the SC during

this specific window. Our findings increase the understand-

ing of the interaction between developmental factors and

defensive responses, and provides an evidence base for

future research on neurodevelopmental disorders.
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Abstract A transient ischemic attack (TIA) can cause

reversible and delayed impairment of cognition, but the

specific mechanisms are still unclear. Annexin a1

(ANXA1) is a phospholipid-binding protein. Here, we

confirmed that cognition and hippocampal synapses were

impaired in TIA-treated mice, and this could be rescued by

multiple mild stimulations (MMS). TIA promoted the

interaction of ANXA1 and CX3CR1, increased the mem-

brane distribution of CX3CR1 in microgli\a, and thus

enhanced the CX3CR1 and CX3CL1 interaction. These

phenomena induced by TIA could be reversed by MMS.

Meanwhile, the CX3CR1 membrane distribution and

CX3CR1–CX3CL1 interaction were upregulated in

primary cultured microglia overexpressing ANXA1, and

the spine density was significantly reduced in co-cultured

microglia overexpressing ANXA1 and neurons. Moreover,

ANXA1 overexpression in microglia abolished the protec-

tion of MMS after TIA. Collectively, our study provides a

potential strategy for treating the delayed synaptic injury

caused by TIA.

Keywords Annexin a1 � CX3CR1 � Microglia � Dendritic

spine pruning � Transient ischemic attack � Multiple mild

stimulations

Introduction

Transient ischemic attack (TIA) is a transient attack of

reversible neurological dysfunctions caused by ischemia of

the brain, spinal cord, or retina without acute infarction [1].

TIA is usually associated with cognitive deficits caused by

potential cerebrovascular diseases and easily leads to

recurrent stroke [2], coronary heart disease [3], epilepsy

[4] and even death. Clinical treatments for TIA involve

early thrombolysis, antiplatelet therapy, and the control of

risk factors such as hypertension, dyslipidemia, diabetes,

and heart disease following risk assessment and stratifica-

tion [5]. Considering that TIA or ischemic stroke is

extremely prone to recurrence because of peripheral

adverse factors, it is imperative to explore the pathogenesis

of TIA and to propose corresponding interventions.

Microglia plays an essential role in the development and

homeostasis of the central nervous system (CNS). Many

studies have shown that microglia regulate neuronal

survival and apoptosis, axonal growth, and synaptic

homeostasis by interacting with neurons and other glia,

potentially affecting the maturation of neuronal circuits
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[6, 7]. Microglia can regulate synapses directly (contact

and phagocytosis) [8, 9] or indirectly (cytokine secretion)

[10]. Notably, microglia modulate brain function by

engulfing non-functional synapses and cellular debris

through phagocytosis (also known as synaptic pruning)

[11]. In addition, the excessive phagocytosis of stressed but

viable neurons by microglia is also one reason for

developmental disorders and neurodegenerative diseases

[12, 13]. Therefore, the synaptic pruning by microglia may

be a potential target for neurological dysfunction after TIA.

C-X3-C motif chemokine receptor 1 (CX3CR1) is a

member of the G protein-coupled receptor superfamily that

is expressed in microglia and macrophages. Previous

studies have shown that CX3CR1 mediates the phagocy-

tosis of PSD95 by microglia [14]. Meanwhile, CX3CR1

can mediate synaptic integration through the phagocytosis

of postsynaptic components [15]. Another study found that

the number of hippocampal microglia is temporarily

decreased and the dendritic spine density is correspond-

ingly increased in Cx3cr1-knockout mice, and this delays

the maturation of the hippocampal loop [14], indicating

that CX3CR1 is a vital regulator in microglia to maintain

the development of neuronal circuits. The specific ligand of

CX3CR1, chemokine C-X3-C motif ligand 1 (CX3CL1,

also known as fractalkine), is a chemokine family member

with a CX3C motif that exists in membrane-bound and

soluble forms. CX3CL1 is mainly expressed in neurons in

the CNS [16]. CX3CL1/CX3CR1 signal transduction is

involved in the activation and chemotaxis of microglia and

plays a vital role in the interactions between microglia and

neurons that participate in brain development, aging, and

diseases [14, 17]. Thus, whether CX3CL1/CX3CR1 sig-

naling between microglia and neurons is involved in the

transient but recurring synaptic and learning and memory

impairment after TIA is still unclear and needs further

study.

A member of the annexin family, Annexin a1 (ANXA1,

also known as Lipocortin I) can reversibly interact with cell

membranes in a Ca2?-dependent manner [18]. Besides

mediating neutrophil migration [19], macrophage phago-

cytosis [20], and the anti-inflammatory effects of gluco-

corticoids [21], ANXA1 also participates in intracellular

signal transduction through its membrane-linked charac-

teristics [22]. Due to different subcellular localizations and

post-translational modifications, ANXA1 interacts with

different chaperone proteins and plays different physiolog-

ical roles. Cytoplasmic phospholipase A2 interacts with

full-length ANXA1 in the cytoplasm and with N terminal-

cleaved ANXA1 in the membrane fraction to cause pro-

inflammatory action during mast-cell activation [23].

Whether ANXA1 interacts with CX3CR1 and involves

membrane transduction in transient and reversible TIA

needs to be confirmed.

Given the lack of specific therapies for TIA, we

hypothesized that multiple mild stimulations (MMS), some

of which have been reported to improve learning and

memory, might be effective in resisting neurological

damage after TIA. In this study, we first evaluated the

therapeutic effects of MMS on TIA. Furthermore, we

studied the molecular mechanisms by which MMS affects

the plasticity of neurons through modulating microglia.

Overall, we propose that MMS is effective for TIA, and

expect to find a new and potential treatment strategy for

resisting the damage caused by transient cerebral ischemia.

Materials and Methods

Animals and Treatments

Animals

The Cx3cr1-cre mice (B6J.B6N(Cg)-Cx3cr1tm1.1(cre)

Jung/J (RRID: IMSR_JAX: J025524)) in the C57BL/6

strain background were from the Jackson Laboratory. Male

wild-type (WT) C57BL/6 mice were purchased from

Beijing Vital River Laboratory Animal Technology. Con-

sidering that estrogen expression differences between the

sexes might influence cognitive function, we only used

male mice. Mice were kept under a 12-h light/dark cycle at

room temperature (RT; 22 ± 1�C) with food and water

ad libitum unless indicated otherwise. All experiments

were conducted following guidelines approved by the

Institutional Animal Care and Use Committee of Huazhong

University of Science and Technology and complied with

the US National Institute of Health guidelines for animal

research.

Transient Ischemic Attack (TIA)

To simulate slight ischemic impairment in mice, we

selected transient global cerebral ischemia by bilateral

common carotid artery (BCCA) occlusion from among the

various models of ischemia [24] because of its repetitive-

ness and delayed neuronal damage [25]. Mice were

deprived of food and water at least 6 h before surgery

and then anesthetized with chloral hydrate (350 mg/kg) by

intraperitoneal injection. The body temperature was main-

tained at 37 ± 0.5�C with a homeothermic blanket

(Harvard Apparatus) during the surgery. First, an incision

was made in the middle ventral neck and the BCCA was

gently separated from the vagus nerve. The BCCA was

tightly occluded with 7–0 silk for 5 min to induce a slight

ischemic injury and then the silk was withdrawn for

reperfusion. Next, the incision was sutured and treated with

antibiotic ointment, then each mouse was left on a
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homeothermic blanket until awaking. Finally, mice were

transferred to home cages with free access to food and

water. Control mice underwent the same surgical procedure

without occlusion.

Multiple Mild Stimulations (MMS)

MMS was adapted from the chronic mild stress (CMS)

paradigm as previously reported [26]. Mice were subjected

to unpredictable MMS for 5 weeks as follows: (1)

light/dark cycle inversion (continuous illumination or

darkness) for 24 h; (2) food deprivation for 12 h; (3) cage

tilt on a 45� angle for 3 h; (4) damp bedding (100 mL water

poured into sawdust bedding) for 3 h; (5) no bedding for 3

h; (6) warm water swimming (35 ± 2�C, 1 cm in depth) for

3 h; and (7) singly housed for 12 h. One or two stimulations

per day were carried out in random order. Food and water

were available ad libitum when not undergoing food

deprivation.

Viral Vector Transduction

AAV2/6 viruses encoding Cx3cr1-DIO-EGFP or Cx3cr1-

DIO-ANXA1-EGFP were generated by BrainVTA

(China). The viral titers ranged from 2–3 9 1012 genome

copies/mL. To specifically overexpress ANXA1 in hip-

pocampal microglia, stereotaxic surgery was performed on

Cx3cr1-cre mice. Briefly, mice were anesthetized and

immobilized on a stereotaxic apparatus (RWD Life

Science) and the skull was perforated. Four hundred

nanoliters of virus were injected into the dentate gyrus

(DG) region of the hippocampus with a stepper-motorized

micro-syringe (Hamilton) at 50 nL/min. The injection

coordinates were anterior-posterior –1.77 mm, mediolateral

±1.15 mm, and dorsal-ventral –2.13 mm from the dura

relative to bregma. After injection, the syringe was left for

10 min. Animals were transferred to clean home cages and

allowed to recover for 10 days to ensure virus expression.

Behavioral Tests

Morris Water Maze (MWM) Test

The MWM test was adapted from previous reports [27].

Briefly, a complete MWM test included spatial training

(days 1–6, 4 trials per day at at least 20-min interval), a first

probe test (day 7), reversed spatial training (days 8–10),

and a reversed probe test (day 11). Probe tests were

conducted without the platform. The reversed spatial

training was similar to the spatial training except that the

hidden platform was fixed in the opposite quadrant and was

removed for the reversed probe test. The swimming tracks

were monitored by a camera mounted above the maze and

connected to a digital tracking device (Xinruan Information

Technology).

Novel Object Recognition (NOR) Task

The NOR task was performed as described [28]. Briefly,

mice were acclimated to the open-field apparatus for 10

min per day from 2 days before tests. During the training

session, mice were presented with two identical objects

(Objects 1 and 2) on diagonal quarters of the apparatus.

Mice were allowed to freely explore the objects for 15 min.

Fourteen hours later, Object 2 was replaced by a novel

object (with a different material and shape), and the mouse

was placed in the apparatus again and allowed to freely

explore for 15 min (test session). The time mice spent

exploring all objects was recorded by a digital video-

tracking system (Xinruan Information Technology). Learn-

ing and memory were evaluated as exploratory time [time

to explore new object / (time to explore new object ? time

to explore Object 1) 9 100%].

Synaptic Function and Structure

Electrophysiology

Acute hippocampal slices were prepared to investigate

long-term potentiation (LTP). After mice were anesthetized

and decapitated, one hemisphere was quickly removed into

ice-cold artificial cerebrospinal fluid (ACSF; in mmol/L):

124 NaCl, 3 KCl, 2 CaCl2, 1.2 MgCl2, 1.25 NaH2PO4� 2

H2O, 26 NaHCO3, 10 glucose, pH 7.4 (oxygenated with

95% O2 and 5% CO2). The brains were rapidly cut into 400

lm slices and transferred into ASCF, followed by incuba-

tion at 32 �C for 30 min, and then at 22�C for 1 h. A single

slice was transferred to 8 9 8 microelectrode arrays (MED-

P515A probe, Alpha MED Scientific) and continuously

perfused by ACSF (34 �C) at 2 mL/min throughout

experiments. A 64-channel multi-electrode system

(MED64, Alpha MED Scientific) was used to record field

excitatory postsynaptic potentials (fEPSPs). One site at the

Schaffer collaterals was selected for the delivery of stimuli

from 10 lA to 45 lA (in 5-lA increments) to construct the

input-output curves, and then the intensity to evoke

30–50% of the maximal synaptic response was calculated

and the fEPSPs were recorded by the microelectrodes.

fEPSPs were recorded for 10 min before LTP induction as

the baseline. High-frequency stimulation (HFS) was

applied to induce LTP, which was induced by 3 consec-

utive trains every 10 s (10 bursts at 5 Hz for each train, and

four 100-Hz pulses per burst).
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Golgi-Cox Staining

According to the super Golgi kit guidelines (#003010,

Bioenno Tech), half of each freshly-harvested brain was

silver-impregnated for 11 days at RT in the dark, followed

by post-impregnation with 30% (weight/volume) sucrose

for another 2 days. Then the brain tissue was coronally cut

at 150 lm on a vibratome, and the sections were mounted

on gelatin-coated slides with light pressure. Next, the

sections were stained, dehydrated, clarified, and cover-

slipped according to the manufacturer’s instructions. The

sections were dried for two weeks before neuronal tracing

and photography under a Nikon Ni-E microscope. Only

hippocampal neurons with fully visible processes were

traced. Dendritic segments on tertiary branches were

selected for spine counts and classification. The average

spine density was expressed as the total number of spines

divided by the dendritic segment length. The dendritic

spines were classified into 4 categories based on their

length and head/neck width: mushroom, stubby, thin, or

branched [29].

Sholl Analysis

An estimate of dendritic complexity was obtained using the

Sholl ring method [30]. Z-stack images were processed by

ImageJ (Fiji) and reconstructed by NeuronStudio (0.9.92),

and then cells were traced by ImageJ with the Neuron J

plugin. A series of concentric circles centered on the cell

soma (starting radius 10 lm and increasing by 10-lm

steps) completely encompassed all branches. The number

of dendritic intersections at each concentric circle was

counted and analyzed.

Molecular Biological Analyses

Protein Extraction and Preparation

For tissue, mice were sacrificed after behavior tests by

cervical dislocation, and the hippocampi were quickly

separated on ice and cleaned with pre-cooled PBS. Each

sample was used to extract total protein and membrane/cy-

toplasm components. Total protein was extracted with lysis

buffer (#P0013, Beyotime Biotechnology) containing pro-

tease inhibitor (5 mg/mL; Roche). Membrane and cyto-

plasm fractions were extracted with the membrane and

cytoplasm extraction reagent (#P0033, Beyotime Biotech-

nology) containing protease inhibitor according to the

instructions. The protein concentration was determined by

a BCA protein assay kit (#P0010, Beyotime Biotechnol-

ogy). Protein extraction was the same for the cultured cells.

Immunoprecipitation (IP) and Immunoblot (IB) Analysis

Eight hundred micrograms of extracted lysate was pre-

incubated with protein A?G agarose beads (#P2028,

Beyotime Biotechnology) for 1 h at 4�C and centrifuged

at 2,500 rpm for 5 min. The supernatant was co-incubated

with specific antibodies (Table S1) and rotated overnight at

4�C. Protein A?G agarose beads were added and gently

rotated for another 3 h. After centrifugation at 2,500 rpm

for 5 min, the precipitate was thoroughly washed four times

in cold IP lysate, and 2 9 SDS-PAGE loading buffer was

added and boiled at 98�C for 6 min. For IB, 5 9 loading

buffer was added to the extract and boiled at 98�C for 6

min. Protein samples were separated by SDS-PAGE and

transferred to PVDF membranes (#3010040001, Roche).

The membranes were blocked with 5% skim milk at RT for

1 h and incubated with specific primary antibodies

(Table S1) at 4�C overnight. The membranes were gently

rinsed three times in fresh TBST (Tris-buffered saline with

Tween 20), then incubated with the HRP-conjugated

corresponding secondary antibodies (Table S1) at RT for

1 h. Immunoassays were performed and evaluated with

ECL chemiluminescent substrate (#32106, Thermo Pierce).

Immunofluorescence (IF)

After TIA and 35 days of MMS, mice were deeply

anesthetized and perfused intracardially with warm saline,

followed by 4% cold paraformaldehyde. The brains were

carefully removed into 4% paraformaldehyde, left for 24 h

at 4�C, and dehydrated in graded sucrose solutions for

cryoprotection. The brains were embedded in OCT com-

pound (#4583, Sakura Tissue-Tek) and cut into coronal

sections (20 lm) on a cryostat microtome (Leica CM1850,

Leica Instruments). Sodium citrate buffer was used for

antigen retrieval at 98�C for 40 min and allowed to

naturally cool to RT. Then, the non-specific proteins were

blocked with 10% donkey serum and 0.3% Triton X-100 in

PBS for 1 h at RT and the tissue was rinsed with PBS. The

sections were incubated with specific primary antibodies

(Table S1) overnight at 4�C. Then they were rinsed three

times in PBS and incubated with fluorochrome-conjugated

secondary antibodies for 60 min in the dark at RT and the

nuclei were counterstained with DAPI (10 mg/mL; Sigma-

Aldrich). Cultured cells were grown on gelatin-coated

coverslips and then fixed in 4% paraformaldehyde for 15

min and permeabilized with 0.3% Triton X-100 for 15 min.

The rest was the same as for the brain sections. Images

were captured under a fluorescence microscope (IX–73,

Olympus) and a laser scanning confocal microscope (Carl

Zeiss LSM780, Zeiss Microsystems). ImageJ software

(Fiji) was used to analyze the fluorescence intensity and

location of target proteins.
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Cell Culture and Infection

Primary Hippocampal Neuronal Cell Culture

Neonatal mice at postnatal P1 were quickly decapitated,

and the brains were gently transferred into cold D-Hank’s

solution. The hippocampus was separated and chopped up,

followed by 0.25% trypsin-EDTA (Sigma-Aldrich) incu-

bation at 37�C for 10 min. Then DMEM–F12 containing

10% fetal bovine serum (FBS, Gibco) was used to stop the

digestion, and the tissue was made into a single-cell

suspension with a smooth glass pipette. Neurons were

seeded on poly-L-lysine-coated (50 mg/mL, Sigma-

Aldrich) culture dishes or coverslips at 1 9 106 cells/cm2

and then cultured in an incubator containing 5% CO2 and

95% O2 at 37�C. Twenty-four hours later, the culture

medium was replaced with Neurobasal (Gibco) supple-

mented with 2% B27 (Gibco), 1% glutamine (Gibco), and

1% penicillin-streptomycin (Thermo Fisher), and half of

the medium was changed twice a week. Cytarabine (200

mmol/L, Sigma-Aldrich) was added to purify neurons on

the second day. Neurons cultured for 7–10 days were used

for adenovirus infection or co-culture with microglia.

Primary Microglial Cell Culture

As described previously [28], mixed glial cells were

prepared from P1–P3 mice. The whole brain was separated

into a cell suspension and planted in a culture flask. The

glia cells were cultured with high-glucose DMEM (Gibco)

supplemented with 20% FBS and 1% penicillin-strepto-

mycin in an incubator. After microglia adhered to the

bottom for 7–10 days, the medium was replaced every 3

days until *15 days in culture. After that, microglia were

shaken to separate from the mixed glial culture on a 37�C

horizontal shaker at 200 rpm for 6 h. Microglia were

obtained from the medium and then seeded on culture

dishes at 1 9 106 cells/cm2. Two days after infection by

adenoviruses, microglia were collected for experiments or

inoculated to co-culture with primary cultured neurons

after washing three times in fresh culture medium.

Viral Vector Infection

Adenoviruses encompassing GFP, full-length ANXA1, and

blank vector were constructed by Vigene Biosciences

(China). Cells were infected for 6 h and cultured with fresh

medium for another 48 h.

Statistics

Mice were randomly assigned to the various treatment

groups, and measurements were made blind to group

assignment. Data are shown as the mean ± SEM, and

statistical analysis was performed using GraphPad Prism

9.0.0. Statistical significance was assessed using Student’s

t-test or ANOVA, as shown in Table S2.

Results

MMS Attenuates Excessive Dendritic Spine Pruning

and Enhances Learning and Memory in TIA-treated

Mice

The main clinical interventions of TIA recurrence are

managing risk factors such as diabetes, hyperlipidemia, and

cardiopathy. In addition to routine medications, moderate

exercise and diet are also effective supplementary mea-

sures to reduce the incidence of TIA. We integrated and

adapted animal experiments for the technically feasible

paradigm named MMS. To identify the effects of MMS on

learning and memory after TIA, 8-week-old C57 male mice

underwent bilateral common carotid artery occlusion/

reperfusion (TIA and TIA?MMS) or sham-operation

(Ctrl). Then mice were treated with MMS (TIA?MMS)

or control (Ctrl and TIA) for 5 weeks, followed by

behavioral tests and sacrificed for subsequent synaptic and

histological analyses (Fig. 1A).

We first conducted MWM tests to confirm the animals’

spatial reference learning and memory. TIA-treated mice

exhibited cognitive impairment indicated by the escape

latency to search for the withdrawn platform on the first

probe test. In contrast, MMS remarkably improved the

cognitive function, including the escape latency, the times

crossing the platform, swimming time in the target

quadrant on the first probe test, and the time spent in the

new quadrant on the reversed probe test (Figs 1B–G, and

S1). In comparison, the swimming time in the previous

target quadrant on the reversed probe test showed no

difference among the three groups (Fig. S1C). NOR tasks

were used to evaluate hippocampus-dependent memory in

TIA and MMS mice. During the training session, mice

explored two identical objects for a similar time among the

three groups (Fig. 1H). In the test session, we found that the

TIA?MMS group had a stronger predilection for the novel

object than the TIA group, indicating that they had better

recognition than the TIA-treated mice (Fig. 1I). In addition,

TIA mice showed an impaired trend but not significantly

different from Ctrl. Collectively, these results reveal that

TIA mice display a slight cognitive dysfunction, and MMS

enormously improves learning and memory in TIA-treated

mice.

We further examined the synapses in TIA and MMS-

treated mice. The electrophysiological results indicated

that TIA inhibited the facilitation of LTP induction
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compared with Ctrl, and the normalized slope of fEPSPs

was significantly attenuated, and this was reversed by

MMS (Fig. 1J–K). Moreover, the Golgi-Cox staining and

the Sholl analysis showed that TIA significantly decreased

the average branch number (especially in the proximal

arbor) and the dendritic spine density of hippocampal

neurons compared with Ctrl, indicating a deficit of synaptic

structure in TIA-treated mice (Figs 1L–M and S2). By

contrast, an elevation of the branch number, dendritic

length in the distal arbor, and the spine density (even more

abundant than Ctrl) indicated an increased number of

synaptic contacts in TIA?MMS compared with TIA (Figs

1L–M and S2B–C). It is thought that mushroom and stubby

spines are stable and mature for communication, whereas

thin and branched spines appear to act as immature spines

[29]. Based on their appearance, we grouped the dendritic

spines and found that TIA impeded synaptic function while

MMS ameliorated it (Fig. 1N). Our data indicate that TIA

leads to morphological and functional deficiencies in

hippocampal neuronal synapses, which are rescued by

MMS.

In short, MMS contributes to the attenuation of exces-

sive spine pruning and enhances cognitive performance in

TIA-treated mice.

The CX3CR1 Level on Membrane is Reduced

by MMS via ANXA1 in Microglia of TIA-Treated

Mice

To confirm that ANXA1 is associated with synapses and

behavior after TIA and MMS, we measured the protein

level of ANXA1 in the hippocampus after such treatment.

IF and IB revealed that TIA upregulated hippocampal

ANXA1, especially in Iba1-positive cells. On the other

hand, the hippocampal ANXA1 protein level with

TIA?MMS was comparable to Ctrl (Fig. 2A–D). Since

the action of ANXA1 depends on its subcellular distribu-

tion, we further measured the ANXA1 levels in cytoplasm

and membrane fractions. Using IB, we confirmed that

MMS reduced the ANXA1 level on the membrane of TIA-

treated mice, while the cytoplasmic level was not affected

(Fig. 2E–F). It is worth noting that the increase in ANXA1

on membrane was without statistical significance after TIA,

in keeping with the behavioral impairment. Interestingly,

IB analysis of cellular components indicated that the levels

and distributions of proteins were similar for CX3CR1 and

ANXA1 (Fig. 2G–H).

We further explored the interaction between CX3CR1

and ANXA1. IF and IP assays revealed that more ANXA1

bound to CX3CR1 in the hippocampus after TIA, and this

was reversed by MMS (Fig. 3A–D). Given the reduction of

membranous ANXA1 and CX3CR1 after MMS, IP assays

were performed with membrane protein-enriched fractions

of hippocampal tissue lysates. We found that the binding of

CX3CR1 and ANXA1 on the membrane was similar to that

in the total cell lysates, showing no significant difference,

indicating that the increase of CX3CR1–ANXA1 binding

after TIA not only occurs on the membrane but also in the

cytoplasm (Fig. 3E–F).

In order to investigate the effect of ANXA1 on

CX3CR1, we further infected primary cultured microglia

with adenovirus to overexpress ANXA1. As shown in

Fig. 3G, the intensity of CX3CR1 on the microglial

membrane increased after overexpression of ANXA1

(Fig. 3H). Similar results were confirmed by IB (Fig. 3J–

K). In addition, the co-localization of CX3CR1 and

ANXA1 was also enhanced, as evaluated by Pearson’s

coefficient (Fig. 3I).

In summary, our results indicate that TIA increases

ANXA1 expression in the hippocampus and promotes the

membrane distribution of CX3CR1 through an interaction

between ANXA1 and CX3CR1. On the contrary, MMS

treatment reduces ANXA1 and the combination of ANXA1

and CX3CR1 on the membrane after TIA.

MMS Reduces the Combination of CX3CR1

and CX3CL1 Promoted by ANXA1 in Microglia

of TIA-Treated Mice

CX3CR1 and CX3CL1 are the bridge molecules for the

interaction between microglia and neurons. In this part, we

examined the CX3CR1–CX3CL1 combination in the

hippocampus after TIA and MMS. Co-IP experiments

revealed that the interaction of CX3CR1 and CX3CL1 was

enhanced in TIA-treated mice, and this was inhibited by

b Fig. 1 MMS attenuates excessive dendritic spine pruning and

enhances learning and memory in TIA-treated mice. A Experiment

schedule. Adult male mice were subjected to transient global cerebral

ischemia surgery (sham for Ctrl) after habituation for 7 days. After 3

days of recovery, mice underwent MMS treatments (handled-only for

Ctrl and TIA) for 35 days. On day 39, learning and memory were

evaluated by MWM and NOR, and the synaptic plasticity was

measured by long-term potentiation (LTP) and Golgi-Cox staining. B,

C Average escape latency to find the hidden platform (B) and

representative swimming tracings on day 6 (C). D–G In the first probe

test, tracings (D), escaped latency (E), times passing the platform (F),

and swimming time in the target quadrant (G). H, I Relative time to

explore two identical objects during the training session (H) and

explore the novel and familiar objects during NOR tasks (I). J, K LTP

is impaired after TIA and then rescued by MMS in male mouse

hippocampus slices. The average normalized slope and quantitative

statistics of the fEPSPs 40–50 min after HFS induction (K) are

shown. HFS, high-frequency stimulation; gray, before HFS induction;

colored, after HFS induction. L–N The dendritic spines of hippocam-

pal neurons reflected by Golgi-Cox staining (L), quantification of

spine density (M), and classification by appearance (N). Data are

presented for three independent experiments and shown as the mean

± SEM. *P\0.05, **P\0.01, ***P\0.001, and ****P\0.0001.
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Fig. 2 The ANXA1 and

CX3CR1 levels on membrane

are reduced by MMS in micro-

glia of TIA-treated mice. Male

mice were subjected to TIA or

sham surgery followed by 35

days of MMS and a series of

behavior tests, then sacrificed

for IB and IF analysis. A,

B Fluorescence images of

ANXA1 (red) and Iba1 (green)

co-labeled with DAPI (blue) in

hippocampal DG (A) and fluo-

rescence intensity of ANXA1

(B). C, D Expression of

ANXA1 in hippocampus by IB.

E–H ANXA1 (E, F) and

CX3CR1 (G, H) protein levels

in cytoplasm and membrane of

hippocampus by IB. Data are

presented for three independent

experiments and shown as the

mean ± SEM. ns for P[0.05,

*P\0.05, **P\0.01, and

****P\0.0001.
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Fig. 3 The level of CX3CR1 on membrane is promoted by ANXA1

in microglia of TIA-treated mice. A, B Fluorescence images and co-

localization of ANXA1 (red) and CX3CR1 (green) in hippocampal

DG after TIA and MMS treatments by IF. DiI is used as a membrane

stain to label the membrane location. Merged profiles of the

fluorescent intensity of ANXA1, CX3CR1, and DiI signals along

the lines crossing cells as indicated. Gray columns indicate the

cellular membrane location (A). Quantitative analysis is shown in (B).

C–F The interaction and quantitative analysis of ANXA1 with

CX3CR1 in total lysates (C, D) and membrane (E, F) of hippocampus

after TIA and MMS treatments by co-IP. G–I Representative images

(G), fluorescence intensity of membranous CX3CR1 (H), and

quantitative analysis of the co-localization of CX3CR1 (green) and

ANXA1 (red) (I) in control and ANXA1-overexpressing primary

microglia by IF. DiI marks the membrane location shown as the gray

columns in the plot profiles. J, K Representative images (J) and

quantitative analysis (K) of CX3CR1 in cytoplasm and membrane in

control and ANXA1-overexpressing primary microglia by IB. Data

represent at least three independent experiments and are shown as the

mean ± SEM. ns for P[0.05, *P\0.05, **P\0.01, ***P\0.001,

and ****P\0.0001.
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MMS both in the total extracts (Fig. 4A, B) and the

membrane fractions (Fig. 4C, D).

As described above, CX3CR1 was mostly expressed in

microglia in the CNS, while CX3CL1 was mainly detected

in neurons. Thus, we co-cultured primary microglia and

neurons. We first generated microglia that overexpressed

ANXA1 or blank vector and then transferred them to

neurons. We found that the distribution ratio of CX3CR1

on the membrane was significantly increased in microglia

overexpressing ANXA1 (Fig. 3G, H, J, K). Simultaneously,

CX3CL1-positive staining close to microglia was signifi-

cantly enhanced after overexpression of ANXA1 as well

(Fig. 4E, F). Meanwhile, IP analysis confirmed that the

binding of CX3CR1 and CX3CL1 was enhanced after

microglia overexpressed ANXA1 (Fig. 4G, H), suggesting

that ANXA1 promotes the recruitment of microglia to

neurons via a combination of CX3CR1 and neuron-derived

CX3CL1.

Moreover, we injected adeno-associated virus (AAV2/6)

expressing ANXA1 or control AAV (GFP) into the

hippocampus DG of Cx3cr1-cre mice, this virus has been

shown to target microglia/macrophages [28]. After model-

ing with TIA and MMS, we found that the TIA?MMS

?ANXA1 group showed an enhanced combination of

Fig. 4 MMS reduces the combination of CX3CR1 and CX3CL1

promoted by ANXA1 in microglia of TIA-treated mice. A–D The

interaction and quantitative analysis of CX3CL1 and CX3CR1 in total

lysates (A, B) and membrane (C, D) of hippocampus after TIA and

MMS by co-IP. E–H Primary cultured microglia infected with

adenovirus encoding ANXA1 or control vector for 48 h, followed by

co-culture with primary cultured neurons for another 24 h. Repre-

sentative IF images (E, F) and co-IP analysis (G, H) of CX3CR1

(green) and CX3CL1 (red). I–L Cx3cr1-cre male mice injected with

AAV-vector (GFP) or AAV-ANXA1 (ANXA1) in the bilateral

hippocampus 10 days before TIA, followed by 35 days of MMS. The

combination of CX3CL1 and CX3CR1 and quantitative analysis in

total lysates (I, J) and membrane (K, L) of hippocampus by co-IP.

Data represent at least three independent experiments and are shown

as the mean ± SEM. *P\0.05, **P\0.01.
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CX3CR1 and CX3CL1 in hippocampus tissue compared

with the TIA?MMS?GFP group (Fig. 4I–J). These results

were further confirmed by IP analysis of hippocampal

membrane-enriched components (Fig. 4K–L). Taken

together, TIA promotes the combination of neuronal

CX3CL1 and microglial CX3CR1 via ANXA1, while

MMS reduces the CX3CL1–CX3CR1 combination by

inhibition of ANXA1.

MMS Attenuates the Excessive Dendritic Spine

Pruning Promoted by ANXA1 in the Microglia

of TIA-Treated Mice

In co-cultured primary microglia and neurons, we further

investigated the effects of microglial ANXA1 on the

synapses of neurons. We measured the levels of the

presynaptic marker synaptophysin and the postsynaptic

density protein PSD95, and found that PSD95 was

significantly decreased after ANXA1 overexpression in

microglia, while the presynaptic components were not

affected (Fig. 5A–F), and this was further confirmed by

in vivo experiments (Fig. 5G–I). These data reveal that

microglial ANXA1 regulates the loss of postsynaptic

elements but does not affect presynaptic components.

Next, we infected primary cultured neurons with GFP-

labeled adenovirus and co-cultured them with microglia

expressing ANXA1 or blank vector. Confocal analysis

indicated that the neuronal synaptic density was reduced

after overexpression of ANXA1 in microglia (Fig. 5J, K).

Similar results were found in the hippocampus of mouse

models with ANXA1 overexpression (Fig. 5L, M). In

addition, Sholl analysis revealed that the effects of MMS

on the dendritic branch number and the branching com-

plexity of TIA-treated hippocampus were reversed after

ANXA1 overexpression (Fig. S3).

In summary, we confirmed that overexpression of

ANXA1 in microglia induces deficits of synaptic structure,

especially the postsynaptic components, suggesting that

ANXA1 is involved in the postsynaptic pruning by

microglia.

The Protective Effects of MMS in Learning

and Memory are Reversed by ANXA1 over-expres-

sion in the Microglia of TIA-Treated Mice

Having shown that ANXA1 plays a vital role in synaptic

structure, then we wondered whether ANXA1 participates

in the process of learning and memory in mice after TIA

and MMS. As shown in Fig. 6A, mice with microglia/ma-

crophage-specific overexpression of ANXA1 in the hip-

pocampus were created and treated with TIA and MMS.

MWM tests suggested that overexpression of ANXA1

partially reversed the protective effects of MMS on TIA-

treated mice in the first probe test, in terms of escape

latency, swimming distance in the target quadrant, and the

number of platform crossings (Fig. 6B–G). Meanwhile, in

the reversed probe test, the number of new target platform

crossings was decreased after overexpression of ANXA1

(Fig. S4A, B). In contrast, the number of passes through the

prior platform was not significantly changed (Fig. S4C). In

brief, the spatial learning and memory were reduced after

microglia/macrophage-specific overexpression of ANXA1

in the hippocampus, which may confer neurophysiological

and neurobehavioral mechanism in TIA-treated mice. The

NOR tasks further verified that MMS had protective effects

on hippocampus-dependent recognition in TIA-treated

mice, and these effects were blocked by overexpression

of ANXA1 in microglia (Fig. 6H, I).

In all, we conclude that ANXA1 in hippocampal

microglia participates in the processes of learning and

memory after TIA and MMS. The overexpression of

ANXA1 in microglia results in impaired cognition after

TIA and MMS treatment, indicating that MMS-mediated

neuroprotection may be ANXA1-dependent.

Discussion

TIA significantly raises the risk of stroke and heart diseases

that comprise the most common cause of morbidity and

mortality in the world. However, only 5.02% of TIA

patients receive treatment, in large part because many

episodes of TIA are minimally symptomatic and usually

last for a few minutes [31, 32]. As early as 15 years ago,

targeting the risk factors of TIA, Hackam and Spence

proposed that drugs combined with longer intervals of diet

and exercise therapy may lead to further gains [33]. We

wondered whether physical stimulation could alleviate TIA

and what the mechanisms were. Although the mechanisms

of neuronal death and behavioral deficits after ischemic

stroke have been widely researched, the specific mecha-

nisms of reversible and recrudescent impairments after TIA

are still not fully clarified. In this study, we investigated the

TIA mouse model and found that learning and memory

were impaired. Following the effective preventions from

the comprehensive and multifactorial approach to TIA, we

generated an MMS paradigm involving physical and

psychological aspects to intervene in TIA. Interestingly,

we found that MMS remarkably rescues the cognitive

function after TIA, which verified the supposition.

MMS was adapted from the CMS procedure that

concentrates on diet and exercise to positively intervene

in TIA. Considering that CMS is a paradigm to induce

depression, we abandoned some of the stressors that can

lead to a severe mood disorder such as restraint, white

noise, and strobe light illumination, and found that the
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depressive disorder was alleviated in adult C57 male mice

(data not shown). Next, we investigated how MMS rescued

the cognitive deficits caused by TIA. Studies in elderly

mice have shown that intermittent fasting and energy

limitation might improve cognitive ability by increasing

dendritic spines in the DG and decelerate brain aging [34].

On the other hand, the changeable environment and

inappropriate bedding in MMS may increase the possibility

of mice being forced to exercise, which could be related to

hippocampal neurogenesis and the secretion of neu-

rotrophic factors (such as brain-derived neurotrophic

factor) that improve the animal’s cognition [35]. Besides,

motor impairments increase the odds of subsequent stroke,

further demonstrating the necessity of exercise [36]. In the

present study, we found that damage to neuronal spines and

synaptic function mainly caused the transient and rever-

sible learning and memory impairments of TIA. Thus, it is

crucial to determine whether MMS improve the neuronal

tolerance to ischemia via neuronal branch spines.

Microglia have powerful phagocytic effects and play a

vital role in the homeostasis of synapses and neural circuits

through the CX3CR1–CX3CL1 signal. CX3CL1 is

Fig. 5 MMS attenuate the

excessive dendritic spine prun-

ing promoted by ANXA1 in

microglia of TIA-treated mice.

A–F Primary cultured microglia

infected with blank vector or

ANXA1-overexpressing aden-

oviral for 48 h, then co-cultured

with primary cultured neurons.

Representative confocal images

(A) and quantification of PSD95

(green, B) and synaptophysin

(red, C) in co-cultured neurons

and microglia. PSD95 and

synaptophysin protein levels

quantified by IB (D–F). G–I
Cx3cr1-cre male mice injected

with an AAV vector (GFP) or

AAV-ANXA1 (ANXA1) in the

bilateral hippocampus 10 days

before TIA, followed by 35 days

of MMS. PSD95 and synapto-

physin protein levels in hip-

pocampus measured by IB. J,

K Neurons infected with GFP-

tagged adenoviral vector and

co-cultured with microglia.

Representative images (J) and

quantitative analysis (K) of

spines. L, M Images and quan-

tification of Golgi-Cox staining

for analysis of hippocampal

dendritic spines. Data represent

at least three independent

experiments and are shown as

the mean ± SEM. ns for

P[0.05, *P\0.05, **P\0.01,

***P\0.001, and

****P\0.0001.
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Fig. 6 The protective effects of

MMS in learning and memory

are reversed by ANXA1 over-

expression in microglia of TIA-

treated mice. A Experimental

schedule: adeno-associated

viruses are injected into the

hippocampus of Cx3cr1-cre

mice to overexpress ANXA1 in

microglia/macrophages. Ten

days later, mice are subjected to

TIA and MMS and then learn-

ing and memory are evaluated

by MWM and NOR. B Average

escape latency to the hidden

(days 1–6 and 8–10) and with-

drawn (days 7 and 11) platform.

C Representative tracings on

day 6. D–G Representative

tracings (D), escape latency (E),

swimming distance in the target

quadrant (F), and passes

through the target platform

(G) on day 7 (the first probe

test). H, I Time spent exploring

two identical objects (Objects 1

and 2) during the training ses-

sion (H) as well as a novel (New

object) and a familiar (Object 1)

objects during the test session

(I). Data represent three inde-

pendent experiments and are

shown as the mean ± SEM.

*P\0.05, **P\0.01, and

***P\0.001.
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considered to be an ‘‘eat-me’’ signal released from neurons

after ischemia and is specifically recognized by CX3CR1

on the microglial membrane. After that, the surplus

synapses and the stressed neurons are engulfed by

microglia [14]. We found that MMS reduced the CX3CR1

level on the membrane, corresponding with the attenuation

of the CX3CR1–CX3CL1 interaction and the decreased

deficits in postsynaptic elements, similar to Paolicelli’s

research [14]. Nevertheless, no significant change was

found for presynaptic substances. Probably because micro-

glia-dependent dendritic spine turnover is associated with

the formation of presynaptic filopodia [37], the presynaptic

protein level we measured might be a dynamic balance

between synaptic phagocytosis and synaptic remodeling.

Generally, our results indicate that MMS protects neuronal

function by inhibiting the over-pruning of synaptic spines

via regulating the CX3CR1 level on the microglial

membrane.

Our previous studies have focused a Ca2?-dependent

annexin protein, ANXA1, that is widely expressed in the

immune system, especially in microglia of the CNS. We

reported that ischemia caused by oxygen-glucose depriva-

tion/reoxygenation (OGD/R) in vitro induces the elevation

of ANXA1 expression in microglia [38]. Besides, micro-

glial ANXA1 causes distinct neuronal fates after ischemia

depending on its subcellular location. Phosphorylation of

the serine 27 residue promotes the nuclear translocation of

ANXA1 and increases pro-inflammatory cytokines [38].

Cytoplasmic ANXA1 regulates microglial polarization

through selective autophagy [28, 39]. Secreted extracellu-

lar ANXA1 can bind to microglia-specific formyl peptide

receptors to promote the activation and migration of

microglia, thereby exerting powerful anti-inflammatory

activity [40]. In addition to the above functions, we

supposed that ANXA1 might play a key role in membrane

translocation based on the membrane-binding property and

wondered whether the elevated ANXA1 affected the

membrane distribution of CX3CR1. For this reason, we

overexpressed ANXA1 in primary cultured microglia. As

we supposed, the membrane distribution of CX3CR1 was

promoted by the enhanced interaction of ANXA1 and

CX3CR1 in microglia, confirming the vital role of ANXA1

in the membrane distribution of CX3CR1. These results

suggest that ANXA1 participates in the synaptic pruning of

microglia via regulating CX3CR1 membrane translocation.

Further study is still needed to identify the specific

ANXA1–CX3CR1 interaction sites or other crosslinked

proteins and the post-translational modifications of

ANXA1, which regulate the combination with CX3CR1.

Next, we focused on the actions of ANXA1 in the

process of synaptic pruning regulated by microglia under

TIA. First, we found that TIA promoted the expression of

ANXA1, similar to OGD/R [38]. Moreover, TIA

upregulated the interaction of ANXA1 and CX3CR1 and

increased the membrane distribution of CX3CR1. Consid-

ering these results, we further confirmed that TIA upreg-

ulated the CX3CR1 level in the membrane fraction via the

elevated expression of ANXA1. Thus, we further explored

whether MMS could reverse the neurological deficits

through downregulating ANXA1. As expected, MMS

reduced the expression of ANXA1, the interaction of

ANXA1 and CX3CR1, and the CX3CR1 level on the

microglial membrane, further consistent with the marked

protective effects on learning and memory. In addition, the

protective effects of MMS on the synapses and cognition in

TIA-treated mice were inhibited after specifically overex-

pressing ANXA1 in microglia, which further supported the

hypothesis that elevated ANXA1 promotes the synaptic

pruning by microglia after TIA, while MMS restores the

synapses via ANXA1 downregulation. This indicates that

appropriate dendritic spine pruning regulated by ANXA1

in microglia might be a potential treatment strategy for

diseases with abnormal synapses and neuronal circuits in

CNS maturation and homeostasis, such as enhancing the

pruning of neuronal spines by overexpression of ANXA1

in Alzheimer’s disease and epilepsy, or decreasing it by

downregulating ANXA1 in autism. In addition, whether

ANXA1 in the CNS can pass the blood-brain barrier or

indirectly change the peripheral protein level after ischemia

to conveniently diagnose the synaptic dysfunction as an

indicator is also a problem worthy of discussion.

From the present study, MMS provides a potential

treatment strategy to ameliorate synaptic structure and

cognitive function after TIA or other synaptic dysfunctions.

However, further improvement is still needed. The degree

of amelioration in TIA-treated mice depends on the

intensity, frequency, and duration of the stimulations.

Excessive stimulations could even aggravate the ischemic

impairment and cause emotional disorders. Moreover, the

detailed methods of MMS intervention still need to be

refined for application to the clinic.

In conclusion, our findings confirm that MMS abolishes

the upregulation of ANXA1 caused by TIA and then

reduces the CX3CR1 level on the microglial membrane,

followed by a decreased interaction between CX3CR1 and

CX3CL1, and inhibits excessive synaptic pruning, which

further results in the improvements of cognition after TIA.

This study reveals the novel function of ANXA1 in

dendritic spine pruning and tolerance to ischemia and

suggests that microglial ANXA1 may be a promising

therapeutic target for cerebral ischemia or other diseases

with synaptic dysfunction.
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Abstract In mammals, the piezoelectric protein, Prestin,

endows the outer hair cells (OHCs) with electromotility

(eM), which confers the capacity to change cellular length

in response to alterations in membrane potential. Together

with basilar membrane resonance and possible stereociliary

motility, Prestin-based OHC eM lays the foundation for

enhancing cochlear sensitivity and frequency selectivity.

However, it remains debatable whether Prestin contributes

to ultrahigh-frequency hearing due to the intrinsic nature of

the cell’s low-pass features. The low-pass property of

mouse OHC eM is based on the finding that eM magnitude

dissipates within the frequency bandwidth of human

speech. In this study, we examined the role of Prestin in

sensing broad-range frequencies (4–80 kHz) in mice that

use ultrasonic hearing and vocalization (to[100 kHz) for

social communication. The audiometric measurements in

mice showed that ablation of Prestin did not abolish

hearing at frequencies [40 kHz. Acoustic associative

behavior tests confirmed that Prestin-knockout mice can

learn ultrahigh-frequency sound-coupled tasks, similar to

control mice. Ex vivo cochlear Ca2? imaging experiments

demonstrated that without Prestin, the OHCs still exhibit

ultrahigh-frequency transduction, which in contrast, can be

abolished by a universal cation channel blocker, Gadolin-

ium. In vivo salicylate treatment disrupts hearing at

frequencies \40 kHz but not ultrahigh-frequency hearing.

By pharmacogenetic manipulation, we showed that specific

ablation of the OHCs largely abolished hearing at frequen-

cies [40 kHz. These findings demonstrate that cochlear

OHCs are the target cells that support ultrahigh-frequency

transduction, which does not require Prestin.

Keywords Prestin � PIEZO2 � Ultrahigh-frequency hear-

ing � Electromotility � Outer hair cells

Introduction

Mammalian auditory function has ample capacity to

discriminate sound frequencies ranging from several Hz

to[100 kHz [1]. In large part, this functionality relies on

the organ of Corti, a relatively newly-evolved organ

Supplementary Information The online version contains supple-
mentary material available at https://doi.org/10.1007/s12264-022-
00839-4.

Jie Li, Shuang Liu, and Chenmeng Song contributed equally to this

work.

& Yi Wang

yiwang2020@tsinghua.edu.cn

& Lei Song

lei.song@yale.edu

& Wei Xiong

wei_xiong@tsinghua.edu.cn

1 School of Life Sciences, Tsinghua University,

Beijing 100084, China

2 IDG/McGovern Institute for Brain Research at Tsinghua

University, Tsinghua University, Beijing 100084, China

3 Chinese Institute for Brain Research, Beijing 102206, China

4 School of Basic Medical Sciences, Capital Medical Univer-

sity, Beijing 100069, China

5 Department of Otolaryngology, Head and Neck Surgery,

Shanghai Ninth People’s Hospital, Shanghai Jiao Tong

University School of Medicine, Shanghai 200011, China

6 Ear Institute, Shanghai Jiao Tong University School of

Medicine, Shanghai 200092, China

7 Shanghai Key Laboratory of Translational Medicine on Ear

and Nose Diseases, Shanghai 200011, China

123

Neurosci. Bull. July, 2022, 38(7):769–784 www.neurosci.cn

https://doi.org/10.1007/s12264-022-00839-4 www.springer.com/12264



comparable to that found in lower vertebrates, which is

comprised of three rows of outer hair cells (OHCs) and one

row of inner hair cells (IHCs). The frequency-selectivity of

hair cells is determined by their position along the cochlear

coil. At the apex, the hair cells sense low frequencies; at

the basal turn, they detect high frequencies [2, 3]. At each

frequency, a travelling wave vibrates on the basilar

membrane and finds its best matching position where

OHCs actively and locally amplify the motion between the

tectorial and basilar membranes [2, 4]. OHCs can change

their length in response to fluctuations in receptor potential,

a property also defined as electromotility (eM) [5–8].

OHC-based eM is believed to contribute to cochlear

amplification, which significantly improves hearing sensi-

tivity and frequency-selectivity in mammals [2, 3].

The somatic eM of the OHC is generated by the motor

protein, Prestin [2, 9, 10]. As it is extensively expressed on

the lateral membrane of OHCs, Prestin behaves as a

biological piezoelectric element containing at least two

functional domains: a voltage sensor, which detects

fluctuations in membrane potential, and an actuator, which

can undergo conformational change [10–12]. Recently,

these component domains have been depicted by cryoelec-

tron microscopy as discrete structures [13–15]. Prestin is

the key protein enhancing the frequency-tuning process by

providing OHCs with eM that is the basic mechanism

driving cochlear amplification [10, 16, 17].

Although active cochlear amplification has been

recorded both in vivo and in vitro at wide-ranging

frequencies, the contribution of Prestin-based somatic eM

at high frequencies remains elusive. In order to generate

cochlear amplification, the OHC must change its length in

a cycle-by-cycle manner, as reported at lower frequencies,

such as 1 kHz [4, 9]. However, theoretically, Prestin-driven

amplification is limited by two low-pass filters: one is

formed by the resistance and capacitance of the cell

membrane [18] and the other is due to the internal

limitations in the velocity of conformational change of

Prestin [19]. Using different recording configurations, the

measured cut-off frequency of OHC eM varies consider-

ably across several studies, in which the upper limit ranged

from a few kHz [20] to at least 79 kHz [21–23]. Thus,

whether Prestin-based OHC motility can power amplifica-

tion through ultrahigh frequencies has not yet been

established.

Interestingly, many animals, including mice, use ultra-

sonic hearing and vocalization (20 kHz to [100 kHz) for

communication [24]. Previous phylogenetic and functional

studies on Prestin have revealed trends in the distribution

of genetic polymorphisms that appear to coincide with the

ability of particular species to echolocate [25–29]. This

suggests a co-evolution of Prestin eM with the ultrasonic

vocalization of echolocating animals, such as cetaceans,

bats, and dolphins. Also noteworthy, in vivo approaches

have shown that Prestin enhances hearing sensitivity across

the whole frequency range [16, 30]. On the other hand, our

recent study revealed that PIEZO2, a mechanically-acti-

vated channel, likely mediates ultrasonic hearing via OHCs

[31]. Taken together, these data have motivated further

study of the essential role Prestin plays in ultrasonic

hearing.

Materials and Methods

Mouse Strains and Animal Care

Prestin-knockout (Prestin-KO) and Prestin-P2A-DTR

(diphtheria toxin receptor) (Prestin-DTR) mouse lines

were generated as described [32, 33]. Wild-type (WT)

C57BL6 (B6) mice were used as controls for Prestin-KO

mice. Prestin-DTR and littermate controls at the age of 3

weeks received a single intraperitoneal (i.p.) injection of

diphtheria toxin (DT; Sigma, 2 lg/mL dissolved in saline)

at a dose of 20 ng/g body weight. One week later, foot-

shock behavior and audiometry were recorded in both DTR

and littermate mice. The experimental procedures were

approved by the Institutional Animal Care and Use

Committee of Tsinghua University.

Modified Auditory Brainstem Response (mABR)

Mice of either sex were anesthetized with 0.4% pentobar-

bital sodium in saline (0.2 mL/10 g, volume/body weight,

i.p.). During the whole experiment, body temperature was

maintained at 37 �C by a heating pad. After vertex skin

removal, the skull was exposed and secured with a

stainless-steel screw (M1.4 9 2.5). In contrast to the

classical ABR configuration, a modified ABR (mABR)

configuration was recorded to acquire better ABRs in

response to ultrahigh-frequency stimuli. This was accom-

plished by connecting the electrode to a microscrew

attached to the skull posterior to bregma (–7 mm AP,

0 mm ML), as previously described [31]. Precautions were

taken not to puncture the dura. A recording electrode was

connected to the screw by a silver wire with a diameter of

0.1 mm. Other operations were similar to regular ABR

procedures. Reference and ground electrodes were inserted

subcutaneously at the pinna and groin, respectively. The

animals were overdosed with pentobarbital at the end of

acute experiments. In survival experiments, the screw was

secured with dental cement for later measurements. After

surgery, lidocaine ointment was applied locally and

Meloxicam (4 mg/kg i.p.) was injected for anesthesia,

analgesia, and anti-inflammation.

mABR data were collected at *200 kHz by an RZ6

workstation controlled by BioSig software (Tucker-Davis
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Technologies, Alachua, FL). Clicks and 4–16 kHz pure-

tone bursts were generated by a TDT MF1 closed-field

magnetic speaker. A TDT EC1 (Coupler Model) electro-

static speaker was used to generate high frequencies

(32–80 kHz). Prior to experiments, the two speakers were

calibrated using 377C01 (free-field) or 377C10 (pressure)

microphones with a 426B03 preamplifier and a 480C02

signal conditioner (PCB Piezotronics, Depew, NY). For

sound stimulation, 0.1-ms clicks or 5-ms tone-bursts with a

0.5-ms rise/fall time were delivered at 21 Hz, with

intensities ranging from 90 to 10 dB SPL in 10-dB steps.

Responses to each acoustic stimulation with defined

frequency and intensity levels were bandpass filtered

(100 or 300 to 3000 Hz), amplified by RA4LI & RA4PA

Medusa PreAmps (Tucker-Davis Technologies, Alachua,

FL), repeatedly sampled 512 times, and then averaged. For

lower frequencies, the lowest stimulus sound level at which

a repeatable wave I could be identified was defined as the

threshold [34]. Typically, frequencies [54 kHz in wave-

form were hard to identify due to the low signal-to-noise

ratio. In most cases, wave I was missing in the waveform as

reported by other groups [35]. However, one peak appeared

at *3 ms and its latency increased and amplitude

decreased with stimulus levels. This peak was used to

identify the threshold when wave I could not be detected.

The responses disappeared postmortem, so the signals were

biological.

Salicylate, a known competitor of intracellular chloride

binding, was used to inhibit the functionality of Prestin.

Specifically, 200 mg/kg sodium salicylate was applied i.p.

to 1-month-old WT B6 mice. A higher salicylate dose was

avoided since it can induce higher hearing-threshold

elevation, making survival more difficult for mice during

the 2-h measurement sessions. The 200 mg/kg limit

introduced only mild hearing threshold elevation at lower

frequencies by *20 dB SPL. mABR thresholds were

monitored every 10 min until 120 min post-injection and

were measured again on day 2 to record the recovery. For

finer time resolution, the responses were averaged 256

times, and only the EC1 speaker was used to deliver the

pure tone stimuli (12–80 kHz) in a close-field configura-

tion. Each measurement took *8 min.

Acoustic Cue-Associated Freezing Behavior

Male mice were used to investigate freezing behavior.

Mouse locomotion in an operant (cubic, 30 9 30 9

30 cm3) or activity box (cylindrical, diameter of 35 cm and

height 30 cm) was carried out in a soundproof chamber

(Shino Acoustic Equipment Co., Ltd, Shanghai, China),

and captured on camera with an infrared light source. Each

mouse was allowed to freely explore the operant box for 30

min before the sound-associated foot-shock training.

During the training, an acoustic cue of 10 s containing a

50-ms pure tone (16 kHz or 63 kHz) at 50-ms intervals,

was played. Electrical shocks of 1 s at 0.6 mA were given

to the mouse at 5 s and 10 s. In the operant box, the

electrical shocks were delivered by a metal grid floor

powered by an electrical stimulator (YC-2, Chengdu

Instrument Inc., Chengdu, China). Acoustic cues were

generated by a free-field electrostatic speaker ES1 placed

15 cm above the floor and powered by an RZ6 workstation

with BioSig software (Tucker-Davis Technologies, Ala-

chua, FL). The cue was delivered every 3 min, and

repeated 10 times before the trained mouse was placed

into the home cage. After 24 h, the trained mouse was

transferred to an activity box to test freezing behavior. In

the activity box, the same ES1 speaker was placed 15 cm

above the chamber floor to generate a 16 kHz or 63 kHz

acoustic cue of 10 s duration (identical to the training

cues). Cues were delivered at least 5 times during each test

procedure. The sound intensity on the arena floor was

calibrated from 70 dB SPL to 90 dB SPL, which is in the

range of mouse hearing.

Immunostaining

Mice were selected for immunostaining at the ages of

3 weeks, 1 month, 6 weeks, or 2 months. After anesthesia

with Avertin (30 mg/mL in saline, 0.12–0.15 mL/10 g),

mice were perfused with ice-cold phosphate-buffered

saline (PBS), and then sacrificed by decapitation. The

inner ears were dissected from the temporal bone, and fixed

in fresh 4% paraformaldehyde (DF0135, Leagene, Anhui,

China) in PBS for 12–24 h at 4 �C. After fixation, the inner

ears were washed three times (10 min each) with PBS, and

then immersed in 120 mM EDTA decalcifying solution

(pH 7.5) for 24 h at room temperature (RT, 20–25 �C).

This step was also followed by PBS washing.

The cochlear coils were finely dissected from the inner

ears in PBS and blocked in 1% PBST [PBS ? 1% Triton

X-100 (T8787, Sigma-Aldrich, St. Louis, MO)] with 5%

BSA (A3059, Sigma-Aldrich, St. Louis, MO) at room

temperature for 1 h. The cochlear tissue was then incubated

in 0.1% PBST/5% BSA solution with MYO7A antibody

(1:1000, Cat.25-6790, Proteus Biosciences Inc., Ramona,

CA) overnight at 4 �C and washed 3 times with 0.1%

PBST at RT. The tissue was incubated with secondary

antibody (Invitrogen anti-rabbit Alexa Fluor 647, 1:1000,

A21244; Invitrogen Alexa Fluor 488 Phalloidin, 1:1000,

Cat. A12379) and 1:1000 DAPI in 0.1% PBST/5% BSA

solution at RT for 2–4 h. The tissue was washed 3 times

with 0.1% PBST and mounted with ProLong Gold

Antifade Mountant (Cat. P36930, Life Technology, Rock-

ville, MD). Fluorescent immunostaining patterns were

captured by an A1/SIM/STORM confocal microscope (A1
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N-SIM STORM, Nikon, Japan). Whole-view images of

cochlear tissue were composited using Photoshop software

(Adobe, San Jose, CA).

Cochlear Ca21 Imaging

A hemicochlear preparation [36, 37] was used for Ca2?

imaging of OHCs [31]. Mice at 1 month of age were

anesthetized with isoflurane and sacrificed, and then the

cochleae were dissected out using a dissection solution

containing (in mmol/L): 5.36 KCl, 141.7 NaCl, 1 MgCl2,

0.5 MgSO4, 0.1 CaCl2, 10 H-HEPES, 3.4 L-glutamine, 10

D-glucose (pH 7.4, osmolarity 290 mmol/kg). After

immersion in cutting solution containing (in mmol/L) 145

NMDG-Cl, 0.1 CaCl2, 10 H-HEPES, 3.4 L-glutamine, 10

D-glucose (pH 7.4, osmolarity 290 mmol/kg), cochleae

were glued to a metal block with Loctite 401 and cut into 2

halves by a vibratome (VT1200S, Leica, Wetzlar, Ger-

many; FREQ index at 7/Speed index at 50). The section

plane was configured in parallel to the modiolus to

minimize tissue damage. The hemicochleae were trans-

ferred into a recording dish, glued to the bottom, and

loaded with 25 lg/mL Fluo-8 AM (Invitrogen, Waltham,

MA) in the recording solution. After 10-min incubation in a

dark box at RT, the dye-loading solution was replaced by

dye-free recording solution containing (in mmol/L): 144

NaCl, 0.7 Na2PO4, 5.8 KCl, 1.3 CaCl2, 0.9 MgCl2, 10

H-HEPES, 5.6 D-glucose (pH 7.4, osmolarity 310 mmol/

kg).

An upright microscope (BX51WI, Olympus, Tokyo,

Japan) equipped with a 609 water immersion objective

(LUMPlanFL, Olympus, Tokyo, Japan) and an sCMOS

camera (ORCA Flash 4.0, Hamamatsu, Hamamatsu-Shi,

Japan) was used for Ca2? imaging, controlled by

MicroManager 1.6 software [38] with a configuration of

4 9 4 binning, 100-ms exposure time, and 2-s sampling

interval. To maintain the best performance of the hemic-

ochlea preparations, the whole procedure from cutting to

imaging was finished within 15 min to ensure tissue sample

integrity.

Ultrasound Generation and Delivery ex vivo

A customized 80-kHz ultrasound transducer 27 mm in

diameter was powered by a radio-frequency amplifier

(Aigtek, ATA-4052, China) integrated with a high-fre-

quency function generator (Rigol, DG1022U, China). An

80-kHz transducer was chosen because of its relatively

small size (the lower the frequency, the larger the size) and

its compatibility with physiological hearing frequencies in

mice. For calibration, a high-sensitivity hydrophone (Pre-

cision Acoustics, UK) was positioned directly above the

vibration surface. Transducer outputs were calibrated in a

tank filled with deionized, degassed water under free-field

conditions. To stimulate the cochlea, the transducer was

tightly fixed to the bottom of the recording dish with

ultrasound gel. The distance between the tissue and

ultrasound transducer was \5 mm. For the 80-kHz ultra-

sonic stimulation, a single pulse of 100 ms was applied,

with a calibrated intensity at 8.91 W/cm2 ISPTA.

Low-frequency Fluid-jet Stimulation of Cochlea

The fluid-jet configuration was used as previously reported

[39]. Briefly, a 27-mm diameter circular piezoelectric

ceramic was sealed in a self-designed mineral oil tank. An

electrode with a 5–10 lm diameter tip filled with recording

solution (in mmol/L: 144 NaCl, 0.7 Na2PO4, 5.8 KCl, 1.3

CaCl2, 0.9 MgCl2, 10 H-HEPES, 5.6 D-glucose, pH 7.4,

osmolarity 310 mmol/kg) was mounted in the tank and

transmitted the pressure wave to the hair bundle of an OHC

in cochlea samples. The circular piezoelectric ceramic was

driven by a sinusoidal voltage fluctuation generated from a

patch-clamp amplifier (EPC10 USB, HEKA Elektronik,

Lambrecht/Pfalz, Germany) and amplified 20-fold with a

custom high-voltage amplifier. The 100-ms sinusoidal

stimulation was delivered at a frequency of 2000 Hz and

an amplitude of 130 V.

Nonlinear Capacitance Recording

Neonatal mice at P7–P8 were used. Basilar membrane with

hair cells was dissected and bathed in external solution

containing (in mmol/L): 120 NaCl, 20 TEA-Cl, 2 MgCl2, 2

CoCl2, and 10 H-HEPES (pH 7.3 with NaOH, osmolality

300 mmol/kg with D-glucose). An internal solution at the

same pH and osmolality contained (in mmol/L): 140 CsCl,

2 MgCl2, 10 EGTA, and 10 H-HEPES. Whole-cell patch

clamping was done at a holding potential of 0 mV (Axon

Axopatch 200B, Molecular Devices, Sunnyvale, CA). A

continuous high-resolution two-sine stimulus (390.6 and

781.2 Hz) with 10 mV peak amplitude superimposed on a

250-ms voltage ramp (from ?150 to –150 mV) was used.

Data were acquired and analyzed using jClamp (Scisoft,

New Haven, CT). Capacitance-voltage data were fit with a

two-state Boltzmann function.

Cm ¼ NLC þ Clin ¼ Qmax

ze

kBT

b

1þ bð Þ2
þ Clin

where

b ¼ exp �ze
Vm � Vh

kBT

� �

Clin is the linear membrane capacitance, Qmax is the

maximum nonlinear charge, z is valence, e is electron
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charge, KB is the Boltzmann constant, T is absolute

temperature, Vm is membrane potential, and Vh is voltage

at peak capacitance.

Experimental Design and Statistical Analysis

For animal tracing and locomotion evaluation, videos of

mouse locomotion in foot-shock were analyzed using

MatLab (MathWorks, Natick, MA) and EthoVision XT

software (v11.5, Noldus, Wageningen, Netherland). The

center of each mouse was used to draw the locomotion

trace. To show speed, the locomotion trace was dotted every

0.5 s. To analyze foot-shock behavior, the percentage

freezing time pre-cue (30 s before conditioned stimulus),

and post-cue (30 s after conditioned stimulus), were

calculated to compare the effect of sound-induced freezing.

For Ca2? data analysis, to extract fluorescence signals

we visually identified the regions of interest (ROIs) based

on fluorescence intensity. To estimate fluorescence

changes, the pixels in each specified ROI were averaged

(F). Relative fluorescence changes, DF/F0 = (F–F0)/F0,

were calculated as Ca2? signals. The cochlear imaging data

were analyzed offline using Micromanager software. An

ROI was drawn to cover each hair cell. The fluorescence

intensity of each ROI was normalized to its value in the

frame immediately prior to each stimulation.

Data were managed and analyzed with MatLab 2014b

(MathWorks, Natick, MA), Excel 2016 (Microsoft, Seattle,

WA), Prism 6 (GraphPad Software, San Diego, CA), and

Igor pro 6 (WaveMetrics, Lake Oswego, OR). N numbers

are indicated in the figures or legends. For audiometry and

behavioral experiments, N values present biological repli-

cates of individual mice. For cochlear Ca2? imaging

experiments, N values indicate biological replicates of

individual cells, which were collected from at least 3 mice.

All data are shown as the mean ± SD, as indicated in the

figure legends. We used a two-tailed t-test for one-to-one

comparison or one-way ANOVA for one-to-many com-

parisons to determine statistical significance (*P \0.05,

**P \0.01, ***P \0.001, and ****P \0.0001), which

were compared by nonparametric tests if the data distri-

bution was not Gaussian.

Results

Ultrahigh-frequency Hearing is Preserved in Mice

with Prestin Knockout

In order to determine whether Prestin is crucial for

ultrahigh-frequency hearing, the ABR thresholds were

measured in both Prestin-KO and WT mice for hearing

sensitivity at multiple frequencies (up to 80 kHz) (Fig. 1).

The Prestin-KO mouse was generated by a CRISPR/Cas9-

mediated base editing approach, and showed a loss of

OHC-eM [32] as previously described [17].

Consistent with previous studies [17], 2-month old

Prestin-KO mice exhibited significantly elevated pure-tone

mABR thresholds at 4–32 kHz cues; although these

thresholds were relatively high (*70 dB SPL), they were

still in the detectable range (Fig. 1A, E, dark purple).

However, at frequencies[40 kHz, the Prestin-KO mice at

2 months showed mABR thresholds [90 dB SPL, the

ceiling threshold indicative of profound deafness in general

ABR testing (Fig. 1A, D, E, dark purple). One-month-old

Prestin-KO mice showed mABR deficits similar to

2-month-old Prestin-KO mice at hearing frequencies

ranging from 4 kHz to 32 kHz (Fig. 1B, E, light purple

vs dark purple). However, hearing in the 40–80 kHz range

was preserved with thresholds similar to control WT mice

(Fig. 1C, D, E, light purple vs gray), distinct from that of

2-month-old Prestin-KO mice (Fig. 1D, E, light purple vs

dark purple). The amplitude of P1–N1 of the mABR

waveform in 1-month-old Prestin-KO mice was decreased

by nearly half (Fig. S1). This implies that the Prestin-KO

mice suffered some degree of neuronal loss prior to the

elevation of mABR thresholds. Together, these results

indicate that in mice, Prestin enhances hearing sensitivity

primarily in an upper limit range of 40 kHz, but plays a less

important role at frequencies above 40 kHz.

Freezing Behavior Associated with Ultrahigh-fre-
quency Hearing is Preserved in Prestin-KO Mice

To confirm that Prestin-driven OHC mechanics were not

crucial for ultrahigh-frequency hearing, sound-associated

fear conditioning experiments were performed for low- and

high-frequency hearing in Prestin-KO mice (Fig. 2A). In

the Prestin-KO mice and control cohorts, fear-conditioning

tests were applied using an acoustic cue that was paired

with electrical shocks to generate conditioned-freezing

behaviors (Fig. 2A). On day 2, 1-month-, 2-month-old

Prestin-KO, and 1-month-old WT mice were examined for

sound cue-associated freezing behavior (Fig. 2B). The

1-month-old Prestin-KO mice were able to be trained to

respond to the 16-kHz cue at 90 dB SPL but had a limited

response to this cue at 60 dB SPL, while the control WT

mice responded to the 16-kHz cue at both intensities

(Fig. 2B–D). This demonstrates that the cochlear amplifier

is intact in WT in the low-frequency range.

By comparison, both the 1-month-old Prestin-KO and

WT mice acquired freezing behavior in response to the

63-kHz cue at 90 dB SPL (Fig. 2B, E). Consistent with the

above mABR results, Prestin-KO mice showed associative

freezing to the 63-kHz cue at 1 month but lost this
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sensitivity at 2 months of age (Fig. 2B–E). Freezing

behavior in Prestin-KO mice was not as pronounced as that

seen in WT mice when coupled with either 16 kHz or

63 kHz (Fig. 2C–E). This was thought to be the result of

decreased freezing time potentially due to disrupted

cochlear function [10, 16, 17]. These results suggest that

Prestin and its eM may modestly contribute to, but are not

essential for ultrahigh-frequency hearing.

Progressive Loss of Cochlear Hair Cells in Prestin-
KO Mice

It has been reported that ablation of Prestin induces the

progressive loss of hair cells [40]. Therefore, we assessed

the survival of hair cells in Prestin-KO mice at different

ages. At 2 months of age, Prestin-KO mice lost the

majority of OHCs and some basal IHCs (Fig. 3A, D). This

may explain the abolished mABR signals at ultrahigh

frequencies (Fig. 1E, dark purple). The absence of hair

Fig. 1 Prestin-knockout mice show distinct sensitivity at low and

high frequencies. A Representative example of mABR signals in a

2-month-old (2M) Prestin-KO mouse. B Representative example of

mABR signals in a 1-month (1M) Prestin-KO mouse. C Representa-

tive example of mABR signals in a 1-month (1M) WT C57BL/6

mouse. D Enlarged mABR traces with 54 kHz, 63 kHz, and 80 kHz

sound stimuli in (A–C). Bold lines indicate visual thresholds. Peak at

*3 ms was used to identify the threshold for high frequencies.

E Pure-tone mABR thresholds in Prestin-KO mice and control mice

at designated ages. Note the distinct ABR thresholds to ultrasound

frequencies between Prestin-KO mice at 1 month (1M, light purple)

and Prestin-KO mice at 2 months (2M, purple). 1-month-old (1M)

Prestin-KO mice vs control mice, Kruskal-Wallis test, 4 kHz, ***P =

0.0002; 8 kHz, ***P = 0.0006; 12 kHz, **P = 0.0026; 16 kHz,

***P = 0.0002; 32 kHz, **P = 0.0047; 40 kHz, P = 0.7802; 54 kHz,

P[0.9999; 63 kHz, P = 0.9704; 80 kHz, P[0.9999. 2-month (2M)

Prestin-KO mice vs control mice, Kruskal-Wallis test, 4 kHz, ***P =

0.0005; 54 kHz and 80 kHz, ***P = 0.0003; ****P\0.0001 at other

frequencies. 1-month-old (1M) Prestin-KO mice vs 2-month-old (2M)

Prestin-KO mice, Kruskal-Wallis test, 4 kHz, P[0.9999; 8 kHz, P[
0.9999; 12 kHz, P = 0.7182; 16 kHz, P[0.9999; 32 kHz, P = 0.734;

40 kHz, **P = 0.0016; 54 kHz, ***P = 0.0001; 63 kHz, ***P =

0.0009; 80 kHz, **P = 0.0013. Data are presented as the mean ± SD.

N numbers are shown in panels.
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cells in 1.5-month Prestin-KO mice was not as profound as

that in 2-month-old animals (Fig. 3E). Prestin-KO mice at

the age of 1 month showed mostly preserved OHCs and

IHCs, except for some OHC loss at very basal locations

(Fig. 3B, F). Mechanistically, this may hinder the preser-

vation of ultrahigh-frequency hearing (Fig. 1E). Further,

we examined the cochleae from 3-week-old Prestin-KO

mice and found that most of their hair cells were preserved

(Fig. 3C, G). Thus, by measuring mABR thresholds in

3-week-old Prestin-KO mice (Fig. 4), we continued to

show an obvious loss of hearing sensitivity at 4–32 kHz, as

was seen in the 1-month-old Prestin-KO mice. Neverthe-

less, ultrasonic hearing in the range from 40 kHz to 80 kHz

remained similar to the control cohort (Fig. 4C, D, gray vs

yellow). These results from 3-week-old mice provide

further confirmation that the Prestin defect disrupts lower

frequency- but not ultrahigh-frequency hearing. The

mABR thresholds of 3-week-old mice at ultrahigh

Fig. 2 Ultrahigh-frequency hearing-associated freezing behavior is

preserved in 1-month-old (1M) Prestin-KO mice. A Paradigm of

sound-cue associated freezing behavior. Pure-tone sound at 16 kHz or

63 kHz played by a TDT ES1 (Free Field) electrostatic speaker is

used as the conditioned stimulus, and foot-shock was used as the

unconditioned stimulus. B Representative examples of locomotion of

control mice, 1-month (1M), and 2-month (2M) Prestin-KO mice

before (gray, 30 s), during (red, 10 s), and after (blue, 30 s) the pure-

tone sound cue. The mice had been trained to pair either the 16-kHz

or the 63-kHz cue with the foot-shock-induced freezing. Dots indicate

the location of a mouse every 0.5 s. Note that the 2M Prestin-KO

mouse reacts to the 16 kHz but not the 63 kHz cue at 90 dB SPL.

C Percentage freezing time with the 16-kHz cue at 90 dB SPL. Pre-

cue vs post-cue, paired t-test test, Prestin-KO 1-month (1M), t9 =

13.7, ****P\0.0001; Prestin-KO 2-month (2M), t4 = 9.477, ***P =

0.0009; WT, t9 = 27.57, ****P\0.0001. D Percentage freezing time

with the 16-kHz cue at 60 dB SPL. Pre-cue vs Post-cue, paired t-test

test, Prestin-KO 1M, t4 = 1.0, P = 0.3739; WT, t5 = 3.796, *P =

0.0127. E Percentage freezing time with the 63-kHz cue at 90 dB

SPL. Pre-cue vs Post-cue, paired t-test test, Prestin-KO 1M, t9 =

14.07, ****P\0.0001; Prestin-KO 2M, t7 = 0.7977, P = 0.4512; WT,

t9 = 15.81, ****P\0.0001. In (C–E), data are presented as the mean

± SD, and N numbers are shown in panels.
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Fig. 3 Progressive loss of hair

cells in Prestin-KO mice.

A Reconstructed whole cochlear

coil showing outer hair cell

(OHC) survival from a

2-month-old (2M) Prestin-KO

mouse. The cochlea is labeled

with MYO7A antibody (white),

phalloidin (red), and DAPI

(blue). Left panels: scale bar,

300 lm. Right panels: enlarged

images of apical, middle, and

basal fragments in the dashed-

line frames in (A). Scale bar,

100 lm. Note OHCs are only

preserved in the apical coil. B,
C Reconstructed whole cochlear

coils showing OHC survival

from a 1-month-old (1M) Pres-
tin-KO mouse (B) and a

3-week-old (3W) Prestin-KO

mouse (C). All the staining

conditions are similar to (A).

Note that most of the OHCs are

present except in the basal part

(B). D–G Loss of OHCs and

IHCs in positions along the

cochlear coil (as ratios) in 2M

(D), 6W (E), 1M (F), and 3W

(G) Prestin-KO mice. In (D–G),

data are presented as the mean

± SD, and N numbers are

shown in panels.
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frequencies were slightly higher than those of 1-month-old

animals (Fig. 1E vs Fig. 4D), probably because ultrasonic

hearing was not fully mature at 3 weeks of age.

Ultrahigh Frequency-induced Response
in Cochlear OHCs After Prestin Deletion

As the cells responsible for cochlear amplification, OHCs

possess mechano-electrical and electro-mechanical trans-

ducers (for functional forward and reverse transduction) at

low frequencies, both of which are required for normal

functionality. We examined both transductions, including

ultrahigh-frequency transduction in ex vivo cochlea prepa-

rations. First, reverse transduction was tested with nonlin-

ear capacitance (NLC) recordings, which showed complete

loss of motility in Prestin-KO OHCs, but not in the control

cohort (Fig. 5A, B). Next, we tested whether Prestin

contributes to ultrahigh-frequency forward transduction at

the cellular level. The OHCs were stimulated by ultrahigh-

frequency vibration while responses were monitored using

Ca2? imaging of the hemicochlea with an epifluorescence

microscope [31]. A custom-made ex vivo stimulation stage

delivered vibration of 80 kHz, which mimicked mechanical

vibration in the cochlea driven by ultrahigh frequency

(Fig. 5C). The cochlea preparation was loaded with Fluo-8

AM, a sensitive Ca2? dye, to illuminate the vibration-

evoked Ca2? response of the hair cells.

The major cell type that takes up Ca2? dye, the OHCs in

1-month-old WT mice showed a significant increase in

fluorescence when subjected to 80 kHz vibration (Fig. 5D,

E). A similar ultrahigh-frequency-elicited Ca2? response

Fig. 4 mABR measurements from 3-week-old (3W) Prestin-knock-

out mice. A Representative example of mABR signals in a 3W WT

mouse. B Representative example of mABR signals in a 3W Prestin-

KO mouse. C Amplified representative examples of mABR signals in

response to 54–80 kHz, 60–90 dB SPL stimuli (visual thresholds

bolded). The peak at *3 ms is used to identify the threshold. D Pure-

tone mABR thresholds in Prestin-KO and control mice at 3W. Groups

are compared at each frequency. Prestin-KO mice vs control mice,

Sidak’s multiple comparisons test, 4 kHz, ****P \0.0001; 8 kHz,

****P \0.0001; 12 kHz, ****P \0.0001; 16 kHz, ****P \0.0001;

32 kHz, ****P \0.0001; 40 kHz, P = 0.9824; 54 kHz, P [0.9999;

63 kHz, P [0.9999; 80 kHz, P [0.9999. Data are presented as the

mean ± SD. N numbers are shown in panels.
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was recorded in WT OHCs, Prestin-KO OHCs, and WT

OHCs when exposed to salicylic acid perfusion (10 mmol/

L), which blocks Prestin function (Fig. 5D, E) [41].

Furthermore, this response was abolished by treatment with

the non-selective cation channel blocker, Gd3? (10 lmol/

L) (Fig. 5D, E). In addition, low-frequency fluid-jet-

induced hair-bundle mechanotransduction was preserved in

Prestin-KO OHCs (Fig. S2). This result is similar to that

seen in WT animals; inhibition by the mechanotransduc-

tion channel blocker dihydrostreptomycin (Fig. S2). These

results suggest that Prestin is not responsible for ultrahigh-

frequency forward transduction.

Salicylate Disrupts Low-frequency Hearing
but not Ultrahigh-frequency Hearing

The OHC loss in Prestin-KO mice (Fig. 3) may compro-

mise efforts to fully define the role of Prestin in ultrahigh-

frequency hearing. To test this hypothesis more closely, we

used pharmacological methods to acutely disrupt Prestin

function while maintaining OHC integrity. One-month-old

WT mice were injected i.p. with salicylate to inhibit Prestin

electromotility in vivo [42, 43]. The mABR thresholds

were monitored every 10 min until 120 min after the

thresholds stabilized, and were measured again on day 2 to

test hearing recovery. Fig. 6A shows the mABR threshold-

changes vs tone frequencies after salicylate injection. The

threshold variation after salicylate injection is shown in

Fig. 6B at a finer time resolution. Immediately after the

injection, the 32–40 kHz thresholds were elevated. 70 min

after injection, lower frequency thresholds (12–40 kHz)

were elevated by *20 dB SPL and stabilized. In contrast,

higher frequency thresholds (54–80 kHz) showed no

significant change. The threshold elevation of 12–40 kHz

recovered on the second day, indicating that the elevation

was due to salicylate injection. These results indicate that

the hearing sensitivity at lower frequencies (12–20 kHz)

largely relies on Prestin electromotility, while sensitivity at

higher frequencies (54–80 kHz) does not. It is interesting

to note that 32–40 kHz thresholds showed different

variation compared to lower and higher frequencies

Fig. 5 Ultrahigh-frequency-induced response in cochlear OHCs after

Prestin deletion. A Nonlinear capacitance (NLC) in both Prestin-

knockout and WT control OHCs. A representative example showing

typical NLC pattern from a control OHC (gray). The NLC is absent in

Prestin-knockout OHCs (purple). B Qsp (Qmax/Clin) in Prestin-KO and

WT OHCs. Unpaired t-test, ****P \0.0001. C Schematic showing

preparation of hemicochlea and setup for ultrasonic transducer

stimulation. An 80-kHz transducer is fixed underneath the recording

dish with ultrasound gel. D Ultrasonic stimulation evokes Ca2?

responses in OHCs of cochlea preparations from control and Prestin-

KO mice. WT cochleae, Prestin-KO cochleae, WT cochleae treated

with 10 mmol/L salicylic acid (WT?SA) were examined for the

blockade of Prestin, and WT cochleae were treated with 10 lmol/L

Gd3? (WT?Gd). Arrows indicate ultrasonic stimulation. The images

were collected at 2-s intervals. E Quantification of the peak Ca2?

responses of OHCs calculated from recordings in (D). Kruskal-Wallis

test: WT vs Prestin-KO, P[0.9999; WT vs WT?SA, P[0.9999; WT

vs WT?Gd, ***P = 0.0001. In (B) and (E), data are presented as the

mean ± SD, and N numbers are shown in panels.
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(Fig. 6): the thresholds increased immediately after salicy-

late injection (0 min) and had not completely recovered to

the untreated level by the second day. This may be due to

salicylate-induced tinnitus, a known side-effect [44].

Prestin-DTR Mice Used for Selective OHC
Ablation

The previous experiments with Prestin-knockout mice

exposed to salicylate were designed to examine Prestin’s

role in ultrahigh-frequency hearing distinct from other

OHC factors. Next, we investigated ultrahigh-frequency

hearing in mice with OHC-specific ablation, using the DT/

DTR system that has been applied successfully to kill cells

of interest [45]. A Prestin-P2A-DTR knock-in mouse line

was generated (Prestin-DTR mice), which exhibit Prestin

promoter-driven DTR expression in its entirety, while

preserving intact OHC Prestin expression [33]. After one

injection of DT (20 ng/g) at postnatal day 21 (P21), the

cochleae were dissected from heterozygous Prestin-DTR/?

and littermate (?/?) control mice, at P28 (Fig. 7A).

Compared to the DT-injected controls in which all hair

cells were intact (Fig. 7B, D, E), injected Prestin-DTR/?

mice showed OHC loss of *90% along the cochlear coils

(Fig. 7C, D), in contrast to IHCs (Fig. 7C, E). This

immunostaining result demonstrates the high efficiency of

DT/DTR-driven OHC damage in Prestin-DTR mice.

Ultrahigh-frequency Hearing Is Disrupted
in Prestin-DTR Mice

Using a similar injection procedure (as in Fig. 7A), we

measured the mABR thresholds in the two mouse groups.

Compared with the control littermate mice in the 4–80 kHz

frequency range (Fig. 8A, C), mice with DTR-induced

OHC loss showed significant elevation of the mABR

threshold (Fig. 8B, C). This suggested that reduction in

OHCs resulted in severe hearing loss over the entire

frequency range. mABR audiograms showed two kinds of

threshold elevation profile (Fig. 8C). For 4–40 kHz, the

experimental mice retained residual hearing with thresh-

olds *10 dB below 90 dB SPL (Fig. 8C, green). In line

with previous reports, residual hearing capacity in this

frequency range relies on intact IHCs when amplification is

uniquely disrupted by a lack of OHC-based eM [17]. On

the other hand, for 40–80 kHz frequencies, there were no

detectable mABR thresholds to 90 dB SPL in Prestin-DTR/

? mice (Fig. 8C, green). This indicates that there is more

disrupted hearing sensitivity in ultrahigh frequencies.

Moreover, it suggests that the loss of OHCs, rather than

the lack of OHC eM, is the determining factor in abolishing

ultrahigh-frequency sensitivity.

Next, sound-associated fear conditioning experiments

were applied to assess hearing function in the Prestin-DTR/

? mice and controls. Figure 8D shows an example of

locomotion in injected experimental mice and littermate

controls. Freezing behavior was quantified as the percent-

age of time that the mice stopped moving as a function of

the fright response (Fig. 8E, F). With 16-kHz 90-dB SPL

Fig. 6 Salicylate disrupts low-frequency hearing but not ultrahigh-

frequency hearing. A Pure-tone mABR thresholds change after 200

mg/kg salicylate i.p. injection in 1-month-old C57BL/6 mice.

Thresholds before the injection, just after the injection (0 min), and

at 70 min, 110 min, one day (day 2) post-injection are shown.

Thresholds at 12–20 kHz show significant elevation after injection

and stabilize at 70 min post-injection. This elevation recovered on the

second day. In contrast, 54–80 kHz thresholds remained unchanged.

Before vs 110 min, Dunnett test, 12 kHz, **P = 0.0041; 16 kHz,

***P = 0.0005; 20 kHz, ****P \0.0001; 32 kHz, ****P \0.0001;

40 kHz, ****P \0.0001; 54 kHz, P = 0.1380; 63 kHz, P [0.9999;

80 kHz, P = 0.8995. Before vs day2, Dunnett test, 12 kHz, P =

0.8995; 16 kHz, P = 0.4577; 20 kHz, P [0.9999; 32 kHz, *P =

0.0280; 40 kHz, ***P = 0.0005; 54 kHz, P = 0.1380; 63 kHz, P =

0.4577; 80 kHz, P = 0.8995. B Time-lapse mABR threshold variation

after salicylate injection. The injection time was defined as 0 min

(gray arrow). Data are presented as the mean ± SD. n = 3.
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cues, control mice exhibited significantly different freezing

times pre- and post-cue (Fig. 8E, right). However, Prestin-

DTR mice showed no learning deficits with 16-kHz 90-dB

SPL cues since freezing was preserved after DTR-induced

OHC knockout (Fig. 8E, left). The stimulus at 90 dB SPL

was used because it was higher than the hearing threshold

at 16 kHz as demonstrated by mABR testing (Fig. 8E).

Freezing time was slightly reduced in DTR-induced OHC-

knockout mice due to hearing loss. The freezing behavior

of control mice in response to 63-kHz 90-dB SPL cues was

well preserved (Fig. 8F, right). In contrast, OHC-knockout

mice lacked this behavior, as their freezing times for both

pre- and post-sound cues were near 0% (Fig. 8F, left).

These results, which complement the mABR data and

behavioral data from Prestin-KO mice (Figs 1, 2, and),

show that the presence and functionality of OHCs are

essential for ultrahigh-frequency sound detection.

Discussion

In summary, we found that OHCs are essential for sensitive

ultrahigh-frequency hearing. When OHCs were killed,

either by DT/DTR-mediated cell toxicity in 1-month-old

Prestin-DTR mice (Fig. 7C, D), or by extensive degener-

ation due to removal of Prestin in 2-month-old Prestin-KO

mice (Fig. 3A, D), ultrahigh-frequency hearing ([40 kHz)

was completely abolished. Our data suggest that Prestin is

not essential for ultrahigh-frequency hearing, since ultra-

high-frequency hearing in 3-week-old Prestin-KO mice

was preserved when Prestin was absent but OHCs were still

present. These conclusions were supported by mABR

recordings (Figs 1, 4, and 8A–C) and freezing behavior

tests (Figs 2 and 8D–F).

By providing locally enhanced amplification, Prestin

appears to improve frequency tuning [10, 16, 30]. This

raises the question of how wide a hearing frequency range

Fig. 7 Cochlear OHC loss in

DT-injected Prestin-DTR mice.

A Schedule of DT injection and

related tests. B Immunostaining

image showing hair cell status

in a control mouse at P28.

Enlarged images show survival

of OHCs in apical, middle, and

basal locations. The cochlea is

labeled with MYO7A antibody

(white), phalloidin (red), and

DAPI (blue). Note that most

OHCs are lost but IHCs are not.

Scale bar, 100 lm. C Immunos-

taining image showing hair cell

status in a Prestin-DTR mouse

at P28. The staining protocol

and display conditions are as in

(B). Scale bar, 100 lm. D, E
Percentage loss of OHCs

(D) and IHCs (E) at locations

along the cochlea coil of P28

Prestin-DTR and control mice.

N numbers are shown in panels.

123

780 Neurosci. Bull. July, 2022, 38(7):769–784



Prestin supports. Compound action potential (CAP) record-

ings have been used to probe the frequency-sensitivity in

Prestin-KO mice [10, 46]. However, in these experiments,

older mice (30–58 days) were used, and demonstrated a

complete CAP threshold shift from a low- to higher-

frequency (45 kHz) boundary of recordings. There is

extensive OHC loss in mice older than 1 month [40], and

two studies have shown further evidence of hearing

Fig. 8 mABR measurements and acoustically-associative freezing

behavior of DT-injected Prestin-DTR mice. A Representative exam-

ple of mABR signals in an injected littermate control mouse.

B Representative example of mABR signals in an injected Prestin-
DTR/? mouse. C mABR thresholds in the Prestin-DTR/? mice

(green) and control littermate mice (without Prestin-DTR expression,

dark gray). All mice were injected with DT. Note that the injected

Prestin-DTR/? mice show no detectable mABR response at 90 dB

SPL at frequencies from 54 kHz to 80 kHz. Control vs injected

Prestin-DTR/?, Mann-Whitney test, **P = 0.0012 at 40 kHz, ***P =

0.0006 at other frequencies. D Representative examples of locomo-

tion of control and Prestin-DTR/? mice before (gray, 30 s), during

(red, 10 s), and after (blue, 30 s) the pure-tone sound cue at 90 dB

SPL. The mice had been trained to pair either the 16-kHz or the

63-kHz cue with the foot-shock-induced freezing. Dots indicate the

location of a mouse every 0.5 s. Injected littermate mice were used as

controls. E, F Percentage freezing time with the 16-kHz cue (E) or the

63-kHz cue (F). Pre-cue vs Post-cue, paired t-test, Prestin-DTR/?
mice at 16 kHz, t6 = 13.81, ****P\0.0001; Control mice at 16 kHz,

t5 = 9.774, ***P = 0.0002; Prestin-DTR/? mice at 63 kHz, t8 =

0.1187, P = 0.9094; Control mice at 63 kHz, t5 = 5.386, **P = 0.003.

In (C), (E), and (F), data are presented as the mean ± SD. N numbers

are shown in panels. All the mice were *1 month old.
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sensitivity and frequency selectivity in Prestin-KO mice

(17–21 days old) [16, 30]. Interestingly, in Prestin-KO

mice, the CAP thresholds were elevated at all frequencies

from low to high (up to 70 kHz) [30], and basilar

membrane displacement measured by interferometry

showed that the tuning characteristic frequency shifted

from 60 kHz to 45 kHz [16, 30]. Subsequently, data from

Prestin-499 mice that carry a motility-defect V499G point

mutation, showed that Prestin-499 mice completely lost

sharp frequency tuning. This effect is similar to that

reported in post-mortem studies [30], which argue that

knockout of Prestin affects both the stiffness of OHCs and

organ of Corti mechanics.

Furthermore, with phylogenetic analysis, Prestin shows

an evolutionary correlation with echolocation

[25–27, 29, 47]. The resulting membrane-conformation of

prestin appears to be linked to its NLC function, which

may participate in high-frequency hearing. In contrast, the

combined experimental data from our investigations of

Prestin-DTR mice and Prestin-KO mice provided evidence

that distinguishes the role of Prestin from that of OHCs in

frequency selectivity. For frequencies between 4 kHz and

32 kHz, 3-week- and 1-month-old Prestin-KO mice had

audiometric thresholds and behavioral test results similar to

2-month-old Prestin-KO mice. This suggests that Prestin is

essential for low-frequency hearing. However, at frequency

ranges beyond 32 kHz, 3-week- and 1-month-old Prestin-

KO mice showed hearing sensitivity similar to control

mice, and this disappeared 2 months after OHCs died,

indicating that OHC maintenance, not Prestin, is key to

ultrahigh-frequency hearing.

In vivo recordings measuring the motion of the organ of

Corti have provided insight into frequency selectivity in

mice. However, due to in vivo experimental limitations, the

cycle-by-cycle response of OHCs to high-frequency stimuli

is hard to determine. Some authors have proposed that this

is not a necessary requirement for the cochlear amplifier to

operate [48]. A more recent study of organ of Corti motion

patterns from the apical cochlea in mice show that the

cycle-by-cycle response is enhanced by OHCs at frequen-

cies\10 kHz, while this enhancement is reduced in Prestin

499 mice [49]. Yet, it is still questionable how high the cut-

off frequency of Prestin-based eM is supported by its

molecular properties. Before Prestin was cloned [9], eM in

guinea-pig OHCs was found to be responsive to stimulus

frequencies beyond 79 kHz [23], or limited to the 22-kHz

boundary [21]. However, these results were made in

microchamber preparations that bypassed membrane filter-

ing problems [50–52]. A whole-cell patch capacitance

measurement approach revealed that the limiting frequency

is near 25 kHz [22].

In vitro measurements of OHC electromotility and

membrane filtering properties were made to bridge the gap

between the experimental findings and the presumed

theoretical barrier. By introducing the intrinsic piezoelec-

tric property, it has been shown that the resistance–

capacitance (RC) time constant is not a problem for high-

frequency performance [53]. The RC time constant has

been probed by assays ranging from an extracellularly-

based cross-membrane voltage stimulus [21], to a robust

K? current that drops membrane resistance, Rm [54], and

subsurface cisternae resistance [55, 56]. It has been

suggested that OHCs exhibiting a lower in vivo resting

Rm and activating more ion channels, could, in theory,

improve the RC time constant of the cell membrane [57].

However, NLC, the signature property of Prestin, seems to

inhibit facilitation of the high-frequency eM response

because peak NLC (nearly double the linear capacitance)

slows the membrane time constant [56, 58, 59]. Recently,

the membrane filtering issue has been revisited by simul-

taneous measurement of motility and NLC using both

microchamber and whole-cell patch clamping techniques

[19, 20]. With appropriate compensation of significant

series resistance, the most optimistic estimation of the

frequency-following capability for OHC electromotility

does not exceed 16 kHz [60]. This is far below the known

high-frequency hearing range in mammals, including

humans. Due to the capacitive nature of the Prestin

response, in order for eM to follow the cycle-by-cycle

motion of the basilar membrane, the operation of Prestin

needs to shift off the peak of the NLC curve. This shift is

necessary to gain a slightly faster time constant at the

expense of a lower contribution to mechanical input to

organ of Corti movement [60, 61].

It should be noted that receptor potentials are driven by

the opening and closing of the mechano-electrical trans-

duction (MET) channels located at the tips of the

stereocilia [62, 63]. Although MET channels have a

super-fast activation time constant that is shorter than

10 ls ([100 kHz) [64], whether the bundle as a whole can

overcome mechanical obstacles such as the viscoelastic

drag of the fluid, and whether tectorial membrane coupling

allows high-speed cyclical motion, remains an open

question. These factors alone may exclude the possibility

of Prestin-based eM in a cycle-by-cycle manner during

ultrahigh-frequency stimulation. Thus, while benefiting

from position-derived frequency selectivity, high-fre-

quency OHCs may not require cycle-by-cycle motility.

Rather, by using mechanics-based OHC-DC (Dieter’s Cell)

movement, or the mechanical properties inferred from the

in vivo measurements taken by Vavakou et al., high-

frequency OHCs may serve as modulators for sound-

evoked vibration [48].

In conclusion, our study has revealed that Prestin may

not be an essential element for hearing at ultrahigh

frequencies, the major frequency range for auditory
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communication in mice. Prestin enhances the hearing

sensitivity at low frequencies but is less likely to be an

important biological factor in high-frequency hearing.

Combined with our previous work [31], we speculate that

the mechanosensitive channel PIEZO2 may acquire the

ultrasonic energy and vibrate the cuticular plate, which

further orchestrates the MET channel opening in hair

bundles. Thus, Prestin enhances the sensitivity to low-to-

middle-high frequencies by endowing OHCs with somatic

motility, while PIEZO2 contributes to the detection of

ultrahigh frequencies by vibrating stereocilia. Future work

should recruit in vivo approaches, such as interferometry,

to study organ of Corti motion patterns in more basal coil

locations. This configuration would directly interrogate

OHC motility across the cochlear coil upon hearing

ultrahigh frequencies. Other genetically-engineered mouse

models may be used, such as Prestin-499 and conditional

knockout of Prestin. For example, conditional knockout

mice provide an excellent opportunity to examine the effect

of Prestin deletion in adult animals that are known to have

well-developed cochlear structure and the associated

mechanical properties.
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Abstract Stimulus-specific adaptation (SSA), defined as a

decrease in responses to a common stimulus that only

partially generalizes to other rare stimuli, is a widespread

phenomenon in the brain that is believed to be related to

novelty detection. Although cross-modal sensory process-

ing is also a widespread phenomenon, the interaction

between the two phenomena is not well understood. In this

study, the thalamic reticular nucleus (TRN), which is

regarded as a hub of the attentional system that contains

multi-modal neurons, was investigated. The results showed

that SSA existed in an interactive oddball stimulation,

which mimics stimulation changes from one modality to

another. In the bimodal integration, SSA to bimodal

stimulation was stronger than to visual stimulation alone

but similar to auditory stimulation alone, which indicated a

limited integrative effect. Collectively, the present results

provide evidence for independent cross-modal processing

in bimodal TRN neurons.

Keywords Stimulus-specific adaptation � Regularity �
Novelty detection � Thalamic reticular nucleus � Cross-

modal

Introduction

Stimulus-specific adaptation (SSA) is the process whereby

a neuron responds better to a rare stimulus than to the same

stimulus presented frequently; this is regarded as one of the

mechanisms behind novelty and change detection [1–3].

SSA is common in the brain and has also been investigated

in the auditory [4–7], visual [8], and somatosensory [9]

pathways. However, only a few studies have included more

than one modality [10, 11]. Cross-modal interaction and

integration are common in daily life, since the everyday

environment has auditory and visual information that

appears alternately or synchronously. However, it is

unclear how the brain interacts with alternating bimodal

stimulation or integrates synchronous bimodal stimulation

through SSA. Besides, no study has assessed the cross-

modal interactive effect in SSA when the auditory or visual

stimulation is separately presented, and thus it is unknown

how the brain responds to the modal stimulation change.

Visual and auditory information is usually integrated in the

brain of humans and other animals to form the perception

of unitary cross-modal events when the auditory and visual

stimulations are synchronously presented [12, 13]. How-

ever, it is also unclear whether the cross-modal integration

benefits novelty detection.

Reches et al. explored the modulatory effect of SSA in

the forebrain of the barn owl [10], where neurons respond

to visual rather than auditory stimulation, and found that

bimodal (visual and auditory together) deviant stimuli

evoke more robust responses than visual stimuli alone,
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suggesting a cross-modal modulatory effect in SSA.

Therefore, it is important to investigate truly bimodal

neurons that respond to each mode of stimulation, to better

understand the cross-modal effect during interaction and

integration in SSA. However, such research is extremely

limited. Unlike neurons in the forebrain of the barn owl, the

multisensory neurons in the thalamic reticular nucleus

(TRN) respond robustly to visual and auditory stimuli [14].

In this study, we used the TRN to investigate the cross-

modal effect in SSA for the following reasons. First, the

TRN is a good candidate to investigate the relationship

between attention and novelty detection since it is strate-

gically located between the thalamus and cortex, and both

thalamocortical and corticothalamic projections pass

through to give collateral branches to the TRN [15]. The

TRN consists of GABAergic neurons, which project back

only to the dorsal thalamus [16]. The TRN is the

gatekeeper for information flow from the thalamus to the

cortex, and it plays a crucial role in attention due to its

anatomical location [17, 18]. Therefore, the relationship

between attention and novelty detection deserves explo-

ration. Second, multimodal neurons may play roles in the

TRN. A mapping study of sensory responses in the TRN

has shown that a subset of TRN cells contains multimodal

sensory neurons [14]. However, the functional significance

of these neurons is unknown. Third, neurophysiological

properties suggest that SSA exists in multimodal TRN

neurons. TRN neurons in the auditory sector have slow

recovery and strong adaptation to repetitive identical

stimuli [19]. Moreover, the adaptation is stimulus-specific

in the frequency [20] and spatial domains [21], and thus a

strong SSA may be present in multimodal TRN neurons.

Taken together, the TRN provides an exciting opportunity

to investigate the cross-modal effect in SSA.

Materials and Methods

Animals

We used young adult male Wistar rats (260–330 g; 6–8

weeks old) with clean external ears. Electrophysiological

data were collected from *40 rats. Animals were housed

three per cage in a temperature- (24 ± 1�C) and humidity-

(40%–60%) controlled facility with a 12-h light/12-h dark

cycle (lights on from 08:00 to 20:00). They had free access

to food and water. All procedures were approved by the

Animal Care and Use Committee of Zhejiang University

and were performed according to the National Institutes of

Health Guide for the Care and Use of Laboratory Animals.

The rats were anesthetized with urethane (1.35 g/kg

body weight; 20% solution, i.p.). The anesthesia level was

monitored through pedal-withdrawal and corneal reflexes,

and the rats were kept stable using supplementary doses of

urethane (0.5 g/kg body weight, per hour) as needed.

Atropine sulfate (0.05 mg/kg body weight, s.c.) was

administered 15 min before anesthesia to suppress tracheal

secretions. A local anesthetic (xylocaine, 2%) was liberally

applied to reduce the pain during surgery. The body

temperature was maintained at 37–38�C using a closed-

loop heating system controlled by a rectal probe (FHC,

Bowdoin, USA) throughout the experiments.

The rats underwent surgery as previously described

[19, 20, 22, 23]. Briefly, the rat was mounted on a

stereotaxic apparatus (Narishige SR-6R, Tokyo, Japan)

after anesthesia induction. Then the dorsal surface of the

skull was exposed. The connective tissue was removed and

the bone surface was cleaned with saline and alcohol. A

metal head-post was then implanted in the skull, and the rat

was removed from the stereotaxic device. The rat was then

held by the head post and exposed to a free-field acoustic

environment. A craniotomy was made over the left

hemisphere during each experiment to give dorsoventral

access to the auditory sector of the TRN.

Recording

Recordings were obtained using 2–7 MX tungsten micro-

electrodes (Frederick Haer & Co., Bowdoinham, USA) in

anesthetized rats in a sound-proof room. The electrode was

inserted into TRN based on a rat brain atlas [24] and

remotely controlled using a microdrive (Narishige MO-10,

Tokyo, Japan) located outside the sound-proof chamber.

A Tucker–Davis Technologies (TDT, Alachua, USA)

OpenEx system was used to record the signal (sampling

rate, 25 kHz, bandpass filter, 300–5000 Hz), then stored for

further offline analysis in MatLab (MathWorks, Natick,

USA).

Anatomical Confirmation

An electrolytic lesion was made at the end of each

experiment to verify coordinate accuracy. The rats were

given an overdose of sodium pentobarbital (150 mg per rat

i.p.; 30 mg/mL), then were transcardially perfused using

0.9% saline and 4% paraformaldehyde in 0.1 mol/L

phosphate buffer (pH 7.3). The brain was removed after

perfusion, then placed in 30% sucrose in 0.1 mol/L

phosphate buffer. Consecutive coronal sections were cut

at 50 lm around the recording location, then Nissl stained.

The Nissl image was overlaid with electrode tracks using

the electrolytic lesions for guidance.
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Stimulus Presentation

A computer-controlled TDT Auditory Workstation (Sys-

tem 3) was used to generate digital acoustic stimuli (100

kHz sampling rate) and to deliver the sound through

magnetic speakers (MF1, TDT, Alachua, USA). The sound

pressure of the speaker was calibrated with a �00 condenser

microphone (Brüel & Kjær 4954, Nærum, Denmark) and a

PHOTON/RT analyzer (Brüel & Kjær), then set to 65 dB.

Visual stimuli were generated using a single white LED

(diameter: 4 mm) triggered by the TDT system. The

following stimuli were used when a single bimodal TRN

neuron was isolated.

Single-Modal Stimulation

The noise burst or light stimulation was generated using a

speaker or LED, both of which were located at the same

site, 45� from the midline of the rat and contralateral to the

recording side in the rat horizontal plane. The 100 ms noise

burst (or light) was generated at a 1.2 s interstimulus

interval (ISI) with 30 repetitions. A TRN neuron was

defined as bimodal when it showed a significant response

to both noise burst and light stimulation (200 ms response

window before vs after stimulus onset; Wilcoxon’s

matched-pairs test, P\ 0.01).

Interactive Cross-Modal Oddball

The interactive cross-modal oddball paradigm was pre-

sented after the neuronal responses to the noise and light of

single-modal stimulation were recorded. The interactive

cross-modal oddball had two sets of stimuli. In one set, the

noise was presented five times as the standard stimulus

followed by a single light stimulus as a deviant stimulus

(Fig. 1A). This block (five standard stimuli followed by

one deviant stimulus) was repeated 16 times at 200 ms ISI.

In the other set, the standard and the deviant stimuli were

reversed. These two sets were randomly presented five

times each. The interactive cross-modal oddball was

designed to investigate the interactive effect in SSA when

the stimulation switches from one mode to the other.

Integrative Cross-Modal Oddball

Two auditory, two visual, and two bimodal stimuli were

used. The two visual stimuli only had a different azimuth

of the horizontal position, 45� from the midline of the rat in

the horizontal plane. The two auditory stimuli were set to

match the locations of the visual stimuli. The visual and

auditory stimuli at the same location were simultaneously

presented in the bimodal condition. The oddball had six

sets: two auditory, two visual, and two congruent bimodal

sets (Fig. 1B). Each set consisted of a sequence of 96

stimuli [(5 standard stimuli ? 1 deviant stimulus) 9 16]

with a stimulus duration of 100 ms and an ISI of 200 ms.

The standard stimulus in each block was presented five

times followed by a single deviant stimulus. Six sets were

randomly presented during the experiments. The integra-

tive cross-modal oddball was designed to investigate the

integrative effect in SSA when the bimodal stimulations

were synchronously presented instead of only one modal

stimulation in the interactive cross-modal oddball. Here,

the integration and interaction during bimodal processing

indicated two different scenarios, one corresponding to

alternation of the presentation of each stimulation while the

other corresponded to the synchronous presentation of both

stimulations.

Data Analysis

We used two SSA indexes, the stimulus index (SI) and

common-stimulus-specific index (CSI) [20, 25, 26]. The SI

was used to assess the normalized difference between the

response to the rare appearance and the response to the

common appearance of the same stimulus and was defined

as follows: SIi = (di - si)/(di ? si) (i = 1, 2), where si and di

represent neuronal firing rate (0–200 ms window relative to

the stimulus onset) induced by the standard and deviant

Fig. 1 Experimental setup. A Each row represents a sample sequence

from a single oddball block. The background color of the box

represents location of the stimulus [black: location 1 (contralateral

site, Loc 1); grey: location 2 (ipsilateral site, Loc 2)]. The two blocks

show the interactive cross-modal oddball and are randomly presented;

the sound and light stimuli are only presented at Loc 1. B The six

rows represent the integrative cross-modal oddball and are randomly

presented. Each block contains 96 successive stimuli with a 200-ms

interstimulus interval and a 4.8 s period of silence after the last

stimulus.
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stimulation, respectively, and i represents each of two

stimuli in the oddball paradigm. The CSI was used to

quantify the tendency of the neuron to respond to a rare

stimulus, independent of the stimulus, and was defined as

follows: CSI = [d1 ? d2 - s1 - s2]/[d1 ? s1 ? d2 ? s2]. The

CSI describes the degree of SSA for the neuron. The

possible SI and CSI values range from -1 to ?1, where

positive values indicate that the response to the deviant

stimulus is greater and negative values show that the

response to the standard stimulus is greater.

The firing rate of the deviant and standard responses was

calculated using a 200-ms response window starting from

the stimulus onset. Peristimulus time histograms (PSTHs;

8-ms binwidth) were computed from 400 and 80 trials for

the standard and deviant stimuli, respectively. MatLab

software was used for statistical analyses. Statistical test

was performed through a paired t-test between the set of

single-trial responses and the corresponding pre-stimulus

activity levels, and between the different deviant responses

(e.g. the bimodal deviant responses vs the auditory deviant

responses) of the same neurons. We used the ANOVA post

hoc test to compare deviant responses and standard

responses for a single neuron. P \ 0.01 was considered

statistically significant.

Results

SSA in the Cross-Modal Interaction

The auditory TRN neurons had strong SSA in the

frequency and spatial domains [20, 21]. Here we examined

whether the TRN neurons have cross-modal SSA. An

essential screening of the responses was conducted for

single-modal stimulation. TRN neurons (Fig. 2A; arrow)

responded significantly to both sound and visual stimula-

tion (Fig. 2B, 200 ms response window before vs after

stimulus onset; Wilcoxon’s matched-pairs test, P\0.001).

We used an interactive oddball paradigm (Fig. 1A) with

one auditory stimulus and one visual stimulus presented at

the same location in front of the rat. The raster plots

showed responses to the sound and the light when the

stimulus was deviant (Fig. 2C, top row) and standard

(Fig. 2C, bottom row): the representative neuron had a

stronger response to the deviant stimuli than to the standard

stimuli for both modalities, and the PSTHs (Fig. 2D)

demonstrated a significant difference between deviant and

standard responses for both sound and light stimulations

(P\0.001 for both modalities, ANOVA post hoc test).

The population-level analysis, including 68 neurons, is

shown in Fig. 3 The mean firing rate in the 200-ms window

after the stimulus onset increased from 25.2 Hz (standard

sound) to 43.6 Hz (deviant sound) (Fig. 3A left, P\0.001,

ANOVA post hoc test), and from 28.3 Hz (standard light)

to 46.5 Hz (deviant light) (Fig. 3A right, P \0.001,

ANOVA post hoc test), suggesting a strong SSA in cross-

modal interaction. Scatter-plots of the stimulus-specific

index SIsound versus SIlight, revealed that most points (64/

68) fell within the first quadrant (Fig. 3B), similar to

previous reports [20, 25, 27, 28]. The CSI, describing the

strength of SSA, was *0.28 (Fig. 3C), which was

significantly greater than 0 (P \ 0.001, t-test), indicating

that SSA existed at the population level for cross-modal

interaction.

Fig. 2 Responses of a TRN neuron to interactive oddball stimulation.

A Nissl stain showing the track of a recording electrode (arrow,

recording location; scale bar, 1 mm). Inset, spikes of all responses

during the recording. B Raster plots showing the responses to the

sound alone and light stimulation alone. The bars below the plots

indicate the stimuli. C Raster plots corresponding to noise (left, blue)

and light stimulation (right, pink) as the deviant (upper panels) and

standard (lower panels) stimuli in the interactive oddball paradigm.

The plots show the last 80 trials for standard responses, and all 80

trials for deviant responses. D PSTHs showing the deviant (dev; 80

trials) and standard responses (std; 400 trials). Error bars, SEM.
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We directly compared the deviant response in the

interactive cross-modal oddball and the response in the

single-modal stimulation paradigms to explore whether the

deviant response in one modality is affected by the

background stimulation of the other modality. All the dots

were close to the unitary line and were not significantly

different for sound (P = 0.11, deviant responses vs alone

responses, paired t-test, Fig. 4A) and light (P = 0.27, paired

t-test, Fig. 4B) stimuli. These results suggest that the

responses to one modality of stimuli are not affected by the

preceding stimulation of the other modality in bimodal

TRN neurons.

SSA in Cross-Modal Integration

After characterizing the SSA response in the cross-modal

interaction, we explored whether TRN neurons integrate

the synchronous bimodal stimulation through SSA. The

congruent bimodal stimulation was presented at two

oddball paradigm locations and single-mode stimulation

at the same locations in the oddball paradigm was

presented as the control (Fig. 1B). TRN neurons

(Fig. 5A, left panel) showed robust responses to sound

alone and light alone (Fig. 5B). Here, one visual stimulus

Fig. 3 Responses to interactive oddball stimulation in the TRN

neuronal population. A PSTHs of 68 neurons showing responses to

noise (left) and light (right) stimulation. Error bars, SEM. B Scatter-

plots of SI (noise) (SI: stimulus-specific index) versus SI (light).

C Distribution of common stimulus-specific index (CSI) for interac-

tive oddball stimulation (arrow indicates the mean).

Fig. 4 Similar responses to deviant and alone stimuli. Scatterplots

displaying the comparisons among deviant responses in the interac-

tive cross-modal oddball and those in the single modal paradigm for

the sound (A) and light (B) stimuli.

Fig. 5 Response of a TRN neuron to integrative oddball stimulation.

A Nissl staining showing the track of the recording electrode (arrow,

recording location; scale bar, 1 mm). Inset, spikes of all responses to

different stimulations. B Raster plots showing the responses to the

sound and light stimulation alone. Bars below the plots indicate the

stimuli. C–H PSTHs showing the deviant (dev; 80 trials) and standard

responses (std; 400 trials) for the noise stimuli (C, D), light stimuli (E,

F), and bimodal stimuli (G, H) in the integrative oddball. Error bars,

SEM.
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was positioned on the right at 45� (Loc 1, contralateral

stimulus) and the other on the left at 45� (Loc 2, ipsilateral

stimulus), and the two speakers were set to match the

locations of the two visual stimuli. The bimodal stimuli had

matching pairs of auditory and visual stimuli spatially. The

auditory responses at the rare location were significantly

stronger than the responses at the same location as the

standard site (heavy blue versus light blue. Figure 5C: P\
0.001, Loc 1; Fig. 5D: P = 0.02, Loc 2, ANOVA post hoc

test), suggesting the presence of auditory spatial SSA in the

TRN, consistent with the previous results [21]. SSA to the

location of the visual stimuli was also apparent (deviant

stimuli versus standard stimuli. Fig. 5E: P\0.001; Fig. 5F:

P \ 0.001, ANOVA post hoc test). The results from the

bimodal oddball blocks showed significant differences at

both locations (Fig. 5G, H: P \ 0.001, ANOVA post hoc

test). The CSIs were 0.44, 0.38, and 0.44 for auditory,

visual, and bimodal stimulations, respectively.

We compared the deviant responses among the three

conditions to explore an integrative effect. The population

PSTH from 25 single units (SUs) is shown in Fig. 6A, B.

The auditory and visual deviant responses at location 1

(Fig. 6A) peaked at 16.5 ms and 80.5 ms, respectively.

Bimodal deviant responses had two peaks, which were

close to the peaks of the single modal responses. Bimodal

responses at location 2 (Fig. 6B) also had two peaks, which

were close to those of single modal responses. These

results suggest that the bimodal responses are the summa-

tion of independent inputs from single-mode stimulation.

We further compared the responses between the bimodal

and single-mode conditions in two windows (0–50 ms and

50–200 ms) to test the above hypothesis. The first window

was chosen as the auditory response while the second as

the visual response. For the first window (Fig. 6C, D), the

bimodal deviant responses were marginally stronger than

the auditory deviant responses (Fig. 6C: P = 0.02; Fig. 6D:

P = 0.01, paired t-test) at both locations, but all the dots

were very close to the unitary line (Fig. 6C, D). Consis-

tently, the bimodal and visual deviant responses in the

second window were not different (Fig. 6E: P = 0.57;

Fig. 6F: P = 0.69, paired t-test), and all the dots lay along

the unitary line. These results suggest that bimodal

stimulation has a very limited integrative effect.

We then explored the SSA property of the integrative

oddball. Most values in the scatter plots for SILoc1 (location

1) versus SILoc2 (location 2), were in the first quadrant,

implying the presence of SSA in these recorded neurons for

all three conditions. The further the dots deviated from the

diagonal, the more the SSA. However, the dots in the

bimodal condition did not show any more deviation than

single-mode conditions. The CSI averages were 0.22 ±

0.029 (SEM), 0.13 ± 0.025, and 0.21 ± 0.027 for auditory,

visual, and bimodal conditions, respectively (Fig. 7D–F).

These values were significantly greater than 0 (P\ 0.001

for all the three conditions, t-test), indicating spatial SSA

for auditory, visual, and bimodal stimuli. The CSI was

greater in the bimodal condition than in the visual

condition. However, CSI in the bimodal and auditory

conditions were comparable (P = 0.03, bimodal vs visual

conditions; P = 0.67; bimodal vs auditory conditions, one-

way ANOVA with post hoc test).

We further plotted the CSI of the bimodal condition

against a single-mode condition to explore the relationship

among the SSA strength of the different conditions

(Fig. 7G, H). The CSIs were greater in the bimodal

condition than in the visual condition (Fig. 7H, P\0.001,

paired t-test) but were similar to those in the auditory

condition (Fig. 7G, P = 0.46, paired t-test). Furthermore,

the CSIs of different combinations were positively corre-

lated (Pearson correlation; Fig. 7H, r = 0.78, P \ 0.001;

Fig. 7G, r = 0.68, P \ 0.001), indicating that the CSI

Fig. 6 Responses to the deviant stimuli of the integrative oddball. A,

B PSTHs showing the deviant response (80 trials) for the noise stimuli

(blue color), light stimuli (pink color), and bimodal stimuli (yellow

color) at the two locations (A: Loc 1; B: Loc 2). Error bars, SEM. C–

F Scatterplots illustrating the comparison between the bimodal

deviant response and single-mode deviant response (auditory: C, D;

visual: E, F) for two windows: 0–50 ms (C, D) and 50–200 ms (E–F).
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reflects some intrinsic neuronal property regardless of the

stimulus type.

Time Course of Cross-Modal Interaction

and Integration

We first examined the response dynamic in the 96

stimulations in the block of the interactive oddball to

assess the time course of the oddball paradigms in the

recorded neuronal population (Fig. 1A). The neuronal

response to sound continuously decreased from the first to

the fifth stimulus, while it significantly increased to the

sixth stimulus (light stimulation) (Fig. 8A, left panel). The

response then successively decreased in the next five sound

stimuli (from the seventh to the eleventh stimulus) and then

increased again to the second light stimulation (the twelfth

stimulus). This response pattern was repeated during the

whole block, and thus the amplitude of the neuronal

response formed a saw-tooth shape, with the deviant

response to the light stimulation at the tip of the saw-tooth

(Fig. 8A, left panel). The saw-tooth response pattern was

still evident when the standard and deviant stimuli were

swapped (Fig. 8A, right panel), and the deviant response to

the noise stimulation was also at the tip of the saw-tooth.

We then examined the response change over the 96

stimulations in the block of the integrative oddball

(Fig. 8B). The neuronal response to sound at Loc 2

decreased with repetition and significantly increased to the

sixth stimulus, sound at Loc 1 (Fig. 8B, left panel, upper

row). The response then successively decreased for the

next five sound stimuli (from the seventh to the eleventh

stimulus), then increased to the deviant sound stimulation

(the twelfth stimulus). This response pattern was repeated

during the whole block, resembling the pattern of the time

course of the interactive oddball (Fig. 8A). Moreover, the

response significantly decreased from the first to the

twelfth stimulation, then peaked when the standard and

deviant locations were swapped (Fig. 8B, right panel, upper

row). The response profile after the light stimulation

(Fig. 8B, left panel, middle row) was similar to that of the

sound stimulation with the deviant response (Loc 1) at the

peak of the saw-tooth. The response decreased from the

Fig. 7 Responses to the inte-

grative oddball stimulation in

the TRN neuronal population.

A–C Scatterplots of SILoc2 ver-
sus SILoc1 for noise (A), light

(B), and bimodal (C) stimuli.

D–F Distribution of the com-

mon stimulus-specific index

(CSI) for noise (D), light (E),

and bimodal (F) stimuli. Arrows

indicate the mean. G, H Scat-

terplots showing the relation-

ship among CSI for the noise,

light, and bimodal stimuli. G,

bimodal vs noise; H, bimodal vs
light.
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first to the twenty-fourth stimulation, then peaked when the

standard and deviant locations were swapped (Fig. 8B,

right panel, middle row). The response profiles of the

bimodal stimulation were similar to those of the sound

stimulation for both locations (Fig. 8B, lower row).

Discussion

We explored the cross-modal effect through interaction and

integration in SSA. The TRN neurons showed robust SSA

in the alternating bimodal oddball stimulation. For the

synchronous bimodal stimulation, the strength of SSA in

the bimodal condition was comparable to that in the

auditory condition.

SSA in the Cross-Modal Interaction

SSA has been found and studied in almost all sensory

modalities such as the visual [8], auditory [4–6], and

somatosensory [9] systems. These studies have been

conducted within the same sensory modality; to the best

of our knowledge, no study has assessed the cross-modal

interaction through SSA. The first part of the current study

was designed to show how the one modal information pops

out among the other modal background.

Fig. 8 Time course of the responses in the interactive and integrative

oddballs. A Response as a function of stimulus number in a block of

interactive oddball (pink, light; blue, noise). B Response as a function

of stimulus number in a block of the integrative oddball for noise

stimuli (upper panels), light stimuli (middle panels), and bimodal

stimuli (lower panels).
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We formed an interactive oddball paradigm with

auditory and visual stimuli at the same location to

investigate the nature of cross-modal SSA through inter-

action (Fig. 1A). The interactive oddball paradigm (Figs. 2,

3) showed significant SSA, suggesting that the bimodal

TRN neurons adapt to the high-probability occurrence of

one modality while providing a robust response to the low-

probability occurrence of another modality. The time-

course analysis of the response during the interactive

oddball stimulation showed that the deviant responses lay

at the peak for both modalities (Fig. 8A), indicating the

presence of SSA in the cross-modal interaction. Moreover,

whether SSA reflects true deviance detection or simply

adaptation has recently attracted much attention [28–30].

As a result, researchers have developed new sets of control

experiments, including ‘‘deviant alone’’ and ‘‘many stan-

dards’’ to assess the above [28–30]. ‘‘Deviant alone’’

sequences consist only of the deviant stimulus, with the

standard presentations replaced by non-stimulation. The

temporal setting in the single-mode stimulation is exactly

the same as the ‘‘deviant alone’’. Here, the deviant

responses were similar to the firing in single-mode

stimulation (Fig. 4), suggesting novelty detection in the

TRN in the cross-modal interactive environment. There-

fore, the interactive cross-modal SSA described here

provides a neural mechanism for novelty detection across

sensory modalities.

SSA in Cross-Modal Integration

Besides the cross-modal interaction, cross-modal integra-

tion is ubiquitous in everyday life. The integration of

information from different sensory modalities has many

advantages for human observers, including enhanced

salience, resolution of perceptual ambiguities, and unified

perception of objects and surroundings [31, 32]. The

advantage of the cross-modal integration through SSA was

first investigated in the entopallium [10]. Although neurons

in the entopallium have weak or no response to the auditory

stimuli, congruent auditory stimuli substantially enhance

the visual SSA. The modulation effect of auditory stimu-

lation on the visual SSA suggests that cross-modal

integration can improve visual change detection when

additional auditory information is available.

We also explored the cross-modal integration in the

TRN in a similar experiment setting. For unimodal

stimulation, the TRN neurons showed robust spatial SSA

(Figs. 5C, D and 7A, D) for auditory stimulation, consistent

with previous research [21]. Moreover, we also showed

that the TRN neurons had strong spatial SSA for visual

stimulation (Figs. 5E, F and 7B, E), suggesting that TRN

neurons play a crucial role in spatial saliency for both

auditory and visual modalities. In bimodal stimulation, the

SSA was stronger in the bimodal condition than in the

visual condition (Fig. 7H), but similar to the auditory

condition (Fig. 7G), suggesting a limited integrative effect

in the TRN. Notably, there could be an integrative solid

effect in the other scenario such as unsynchronous

presentation of the two modal stimulations since the

cross-modal effect may depend on the relative timing of

the two modal stimulations.

Multiple Sensory Processing in the TRN

The TRN is composed of sensory sectors, and each

primarily controls the sensory processing of a given

modality. A small subset of TRN cells contains multimodal

sensory neurons, which lie near the border of sectors [15].

Anatomically, a single auditory neuron may receive inputs

from visual cortical or thalamic inputs [22, 33]. Subthresh-

old sound or light stimuli modulate the responses of the

unisensory visual or auditory neurons [34, 35]. These TRN

cells sent axonal projections to first-order or higher-order

thalamic nuclei, probably leading to cross-modal sensory

influence in the thalamus [36, 37]. These results raise the

possibility that the TRN constitutes neural pathways

involved in cross-modal sensory gating. However, the

nature of cross-modal sensory processing of multimodal

sensory neurons in the TRN is unknown. We selectively

recorded bimodal TRN neurons with two oddball stimula-

tions (Fig. 1). The TRN neurons could rapidly switch to a

response from the background mode of stimulation to the

other mode of stimulation (Fig. 8). The TRN neurons

specifically adapted to one modality but robustly responded

to the other modality, enhancing modality-specific adapta-

tion (Fig. 8). These results can be explained using the

widely-accepted model ‘‘adaptation in narrowly-tuned

modules’’ (ANTM) [38]. The ANTM model postulates

that SSA in widely-tuned neurons reflects adaptation

specific to inputs from neurons narrowly tuned to a

repetitive frequency [39], enhancing frequency-specific

adaptation. These results can also apply to awake subjects

since the ANTM model can be operated through synaptic

adaptation [39], which exists in both anesthetized and

awake subjects.

The mode-specific adaptation in bimodal TRN neurons

was also demonstrated in the integrative oddball experi-

ment (Fig. 7). Besides, the strength of SSA in the bimodal

and unimodal conditions was comparable, indicating that

bimodal TRN neurons can process cross-modal informa-

tion in a distributed and independent manner. Meanwhile,

the deviant responses in the interactive oddball were

similar to the responses to the same stimuli but without the

other modality of background stimulation (Fig. 4). The

bimodal deviant responses in the integrative oddball were

also similar to the unimodal deviant responses in their
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corresponding windows (Fig. 6). These results show that

cross-modal processing in a single bimodal TRN neuron is

independent, and this provides a neuronal mechanism for

switching attention among different sensory modalities

since the TRN plays a crucial role in attention [17, 18].
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Abstract In contrast to traditional representational per-

spectives in which the motor cortex is involved in motor

control via neuronal preference for kinetics and kinematics,

a dynamical system perspective emerging in the last decade

views the motor cortex as a dynamical machine that

generates motor commands by autonomous temporal

evolution. In this review, we first look back at the history

of the representational and dynamical perspectives and

discuss their explanatory power and controversy from both

empirical and computational points of view. Here, we aim

to reconcile the above perspectives, and evaluate their

theoretical impact, future direction, and potential applica-

tions in brain-machine interfaces.

Keywords Dimensionality reduction � Neural network �
Machine learning � Population decoding � Brain-machine

interface

Introduction

The ultimate purpose of the nervous system is to produce

appropriate action, and the motor cortex has long been

thought to play a crucial role in planning and generating

movement. Since the motor cortex was identified by Fritsch

and Hitzig through surface electrical stimulation in the

1870s, several dogmas have been proposed to describe how

it controls our musculoskeletal system. Anatomically, the

motor cortex innervates the motoneuron pool in the spinal

cord to drive skeletal muscles, and its neurons are clustered

in accordance with the musculature following a somato-

topic map [1]. Neurophysiological studies in non-human

primates revealed that neuronal activity in the motor cortex

is tuned to single-joint movements [2] and isometric force

[3]. Since the 1980s, further studies of whole-arm move-

ments have demonstrated that activity in the motor cortex

represents a variety of motor parameters, such as direction

[4], speed [5, 6], trajectory [7], and posture [8, 9].

Although the above representational perspective that

directly maps neuronal activity to movement parameters is

straightforward and has fostered brain-machine interfaces

(BMIs), it still cannot explain the heterogeneous, complex,

and time-varying firing patterns exhibited by many neurons

in the motor cortex [10]. Since the 2000s, advances in

neural interface and data science have enabled us to record

and analyze large-scale neural signals. Recent studies have

progressed from analyzing individual neurons to a systems

approach, to the collective operation of neuronal popula-

tions. In line with this progression, Shenoy and colleagues

proposed a dynamical system perspective [11, 12] which

views the motor cortex as a dynamical machine that

autonomously evolves during execution to issue descend-

ing motor commands. Based on the evaluation of neural

data with a complex spatiotemporal structure, the
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dynamical system perspective has provided a deeper

insight into high-dimensional neural trajectories in relation

to motor planning and execution.

In this review, we not only summarize the paradigm

shift from parametric representation to a dynamical system

perspective, but also aim to reconcile these two viewpoints,

which seem contradictory at first glance. Moreover, we

present a global view of the integration of neural dynamics

in the motor cortex with empirical studies on cortico-

subcortical motor circuitry, theoretical work on the internal

model, and BMI applications.

Representation of Movement Parameters
in the Motor Cortex

A fundamental doctrine of neuroscience is that brain

structure and connectivity determine functionality. A

central goal of neurophysiology has long been to determine

where the function is implemented, and how the informa-

tion is represented in various brain areas. Following this

principle, Fritsch and Hitzig identified the motor cortex by

determining an area of the cerebral cortex from which

movements were evoked by the application of electrical

stimulation (for review, see [13]). Now we know that both

the primary motor cortex (M1) and premotor cortex send

descending projections to the spinal cord via the corti-

cospinal (CS) tract [14, 15]. The descending CS influence

on muscles is indirectly mediated by spinal interneuronal

circuits (Fig. 1A). From monkeys to apes to humans, an

increasing number of CS axons directly innervate

motoneurons in the spinal ventral horn [15, 16], forming

the cortico-motoneuronal projection. These anatomical

findings provide a solid support for a causal role for the

motor cortex in muscle control. Moreover, the motor cortex

also receives projections from the visual and somatosen-

sory cortices [17], which provide information about the

external environment and internal body status essential for

motor control. Taken together, the motor cortex receives

information about sensory input, motor intention, deci-

sions, and body status, and generates motor commands that

descend to the spinal cord and other subcortical areas [18].

Beyond the corticocortical and corticospinal connections,

the basal ganglia-thalamocortical circuitry and corticocere-

bellar circuits also play important roles in motor initiation,

termination, sensorimotor representation, and motor learn-

ing [19, 20]. Their outputs are delivered to the motor areas

through the ventrolateral thalamus, while the motor areas

project to the basal ganglia via the striatum, and to the

cerebellum via the pontine nuclei [19, 21, 22]. Nonetheless,

how the motor program is accomplished and its underlying

computational mechanisms are still elusive.

Inspired by the visual system, where neuronal responses

encode the properties of visual stimuli, neuroscientists

initially investigated the motor cortex by determining how

its activity represents motor variables. Influenced by the

somatotopic anatomical organization of the motor cortex,

Evarts utilized single-joint movements to determine how

M1 activity varies with certain joint parameters, such as

force, joint angle, and speed [2, 23]. Fetz and colleagues

[3] simultaneously recorded electromyography (EMG) and

neuronal activity in the motor cortex, and found that the

facilitation of specific muscles can be induced by sub-

threshold intracortical microstimulation (ICMS). These

studies suggested that M1 neurons encode detailed infor-

mation regarding intrinsic skeletomuscular parameters and

help drive the effectors to accomplish the desired move-

ment. For whole-arm reaching movements, neural activity

in M1 is tuned to the directions of the endpoint movements

(Fig. 1B) [4], and the firing rate (or discharge, D) is related

to movement direction via a cosine function (Fig. 1C):

D ¼ bþ acos ðh� PDÞ

where a is modulation depth, b is baseline, h is the

movement direction, and PD is the preferred direction.

Single-neuron activity in the motor cortex can be repre-

sented as a vector component projecting to the neuronal PD

in accordance with the current firing rate, though the PDs

might shift during motor adaptation [24, 25]. If a large

population of neurons is recorded (Fig. 1D), a population

vector algorithm [26, 27] is applied for BMIs [28] by using

neuronal PDs and their instantaneous firing rates to decode

the actual movement direction. First, the weight of each

neuron in a time bin is calculated as the baseline-subtracted

firing rate. Then, the resulting vector sum of all neurons’

weights, multiplied by the unit vector along their PDs, is

defined as the instantaneous population vector, which

closely points to the actual movement direction. The

whole-arm reach movement seems a good task for

examining the correlation between high-level extrinsic

information and neuronal activity in the motor cortex.

Due to the degrees of freedom problem in multi-joint

movements, it is easier to study motor planning at the

kinematic level, and directional tuning becomes a promi-

nent feature for evaluating the impacts of other factors.

Hence, it is unclear how M1 neurons represent high-level

parameters like hand path. Because the high-level param-

eters are usually correlated with low-level muscle

responses, a substantial effort has been made to dissociate

them. Kakei et al. trained monkeys to perform step-

tracking movements while gripping a handle with three

different postures [29] to distinguish extrinsic (movement

direction) from intrinsic (joint/muscle contraction) coordi-

nates. About half of their recorded neurons displayed a

stable PD in the various intrinsic coordinates, suggesting
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that both ‘‘muscles’’ and ‘‘movements’’ are equally repre-

sented in M1. However, for most neurons the load applied

during movement induced PD changes in M1 [30] within

different 3D workspaces [31], which might have resulted

from the task involving different covariates. Even for

unconstrained arm movements, directional tuning is also

time-varying and segmented into two or three tuning

components, and varies with other parameters [10, 32].

Hatsopoulos argued that single neurons are tuned to a

direction at both lead and lag times, thus resulting in

Fig. 1 Illustration of the representational perspective. A M1 neurons

mainly project to interneurons in the spinal cord via the corticospinal

tract. Specifically, in primates, the corticomotoneurons are mainly

located in the M1 sulcus, project monosynaptically to the motoneuron

pool in the ventral horn. B Neuronal activity varies when monkeys

push the manipulandum in different directions in the center-out task,

which indicates selectivity for movement direction. C Firing rate of

M1 neurons can be regressed with movement directions as a cosine

function. The direction with the highest firing rate is called the

preferred direction (PD). D Single neurons are represented as vectors

with PDs whose length is the firing rate. The summation of these

vectors is congruent with the actual movement direction. A and D
adapted from Principles of Neural Science, fifth edition, 2013:

835–864 [128] with permission from McGraw Hill; B and C adapted

with permission from Georgopoulos et al., 1982 [4].
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temporally-evolving movement trajectories, rather than

simply instantaneous movement parameters [7]. In this

view, the PD shift in the center-out task could be induced

by the mismatch between the preferred trajectory and the

constant target directions.

In principle, the motor cortex performs not as a

parametric representation to describe movement but as a

repertoire to produce it. Soon after Fritsch and Hitzig found

that brief electrical stimuli evoked twitches, Ferrier showed

that longer electrical stimulation evoked complex move-

ments [33, 34]. Graziano and coworkers refined this

experiment using a behaviorally relevant duration of

ICMS, and found that the evoked behaviors of monkeys

were complex, coordinated, and ‘‘purposive’’ [35, 36].

Moreover, the stimulation sites in the macaque motor

cortex are clustered according to categories of evoked

actions, so it is difficult to build an explanatory model

following the repertoire hypothesis. The potential dimen-

sionality of movement categories makes it a non-deter-

ministic polynomial problem, and the continuity and

flexibility of natural movements are challenging for data

collection and analysis.

An alternative approach to refining the representational

model is to introduce more parameters. For instance,

movement speed is also conveyed in the motor cortex, and

a gain-offset modulation model can fit this correlation well

[5, 37]. Like the aforementioned posture effect, the PD

shift was believed to be the result of sensorimotor

transformations [38]; this is accomplished by posture-

related gain modulation in a recurrent network of extrinsic-

like units with different preferences [39–41].

Heterogeneity and Complexity of Firing Patterns
in the Motor Cortex

The representational perspective is more focused on the

‘‘encoding-decoding’’ problem. Especially for movement

kinematics and kinetics, it attempts to build the represen-

tational function in the generalized form:

rnðt � snÞ ¼ fn½param1ðtÞ; param2ðtÞ; param3ðtÞ. . .�

where neuronal activity rn is jointly tuned to movement

parameters parami and time lag sn is used to cover the

neuron-specific latency between cortical activity and

parameters; neuronal conjunctive tuning to several vari-

ables is called mixed selectivity. If the tuning functions for

each parameter are independent, fn is a linear function

[5, 7, 12, 28].

Another problem is the heterogeneity of neuronal

activity in the motor cortex. As noted above, further

studies on the tuning properties revealed that the temporal

pattern does not always follow the representational model.

In contrast to responses in the visual system that are

triggered by the stimulus and maintained with stable pref-

erence, many neurons in the motor cortex exhibit ramping

activity before movement onset, so-called preparatory

activity, and a rapid bell-shaped peri-movement activity,

although some neurons exhibit execution activity only, and

others may show opposite tuning between preparation and

execution. In addition, movement speed might not only

reflect the change of firing rate and PD, but also the

temporal relation between the neuronal response and the

movement (Fig. 2A, [10, 32]). Even though some of the

above findings might be explained by better behavioral

measurements and by introducing more parameters into the

representational model, they cast doubt on the model’s

reliability. Following the doctrine that individual neurons

are the basic computational units that represent information

during each epoch in motor generation, such as the

translation from extrinsic to intrinsic, from high-level to

low-level, or formation and adjustment of the internal

model, every stage and intermediate variable should be

represented by the corresponding neuron, and all neurons

together should formulate the movement command like the

population vector. However, to compensate for the hetero-

geneous and time-varying tuning properties in the frame-

work of representational perspective, nonlinear functions,

and temporal profiles must be introduced, leading to

increasingly complicated descriptive models without

generalization.

Neural Population Dynamics in the Motor Cortex

Interestingly, although single neurons show great hetero-

geneity, the linear decoding algorithms maintain stability

and efficiency, indicating a robust linear readout at the

population level, although there is a heterogeneous non-

linear response at the single-neuron level [26, 42, 43].

Several hypotheses have been proposed to explain this

cFig. 2 Illustration of the dynamical systems perspective. A In this

task, the monkey performs a center-out reach with two distances and

two hand speeds (gray, averaged hand velocity; red and green, mean

firing rates fast and slow reaches, respectively). For neuron A46,

tuning width varies with hand speed; for A56, the neural response

leads the velocity profile in slow reach, while lagging in some

directions of fast reach; B68 shows a multiphasic pattern with a

different directional preference between preparatory and execution

periods; and B107 presents a neuron that is exited only for long-

distance reaches with speed-varied PD (adapted with permission from

Churchland and Shenoy, 2007 [10]). B Neurons form a high-

dimensional state space where the brain state evolves towards the

optimal preparatory region to accomplish motor preparation (adapted

with permission from Churchland et al., 2006 [80]). C The efferent

descending motor program from neural dynamics leads the temporal

sequence of muscle activation and holistic movement.
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phenomenon. The reliability of linear decoding algorithms

such as population vectors may be due to the existence of a

large population of neurons related to hand directions with

uniformly distributed PDs [44]. The mixed selectivity

produces high-dimensional neural representations, and

enables a linear readout for every task-relevant parameter

[45, 46]. In a neural network, it is granted that the neuronal

connectivity preserves a coordinating functional organiza-

tion with intrinsic dynamical evolution. Noise correlation

and preference distribution somehow may reflect this

dynamic procedure [47–49]. This neural constraint by

connectivity is also related to population plasticity in motor

learning [50–53]. On the other hand, both kinematic and

kinetic spaces cannot explain as much neural population

variance as the peri-movement space [11], indicating that

neural activity contains task-irrelevant elements. Church-

land et al. tried to interpret the neural population in the

motor cortex as a dynamical system and applied jointed

principal component analysis (jPCA) to extract compo-

nents of evolution that form a temporally oscillating

structure. Because the oscillation emerged from not only

a rhythmic movement, but also from a single reach, they

claimed the rotations of the populational state are a

prominent feature of the motor cortex. This simple and

consistent feature challenges the framework of representa-

tional perspective by emphasizing the population state

evolution which can be described with ordinary differential

equations as the dynamical system (Fig. 2B, C) [54]. It has

been recently revealed that the ‘‘hand knob’’ area in the

human premotor cortex is indeed tuned to the entire body;

following the dynamical system view, its control is

supposed to be accomplished through limb-specific parts

and general movement dynamics rather than the motor

homunculus [55].

However, Lebedev et al. argued that the oscillation

structure is only a byproduct of jPCA, by which any neural

population with temporal shifts of individual neurons’

firing rates, and a condition-specific temporal sequence,

would result in such an oscillation structure. Therefore, it is

an exaggeration to claim that the structure is related to ‘‘an

unexpected yet surprisingly simple structure in the popu-

lation response’’ which ‘‘explains many of the confusing

features of individual neural responses.’’ [56]. Later studies

further addressed the ‘‘epiphenomenon’’ problem and

tended to agree with both of the opinions that the

oscillation structure is a byproduct, while the population

dynamics during reach is better explained by a dynamical

system than representational framework [57]. The signif-

icant difference is possibly embedded in the covariance

across time, neurons, and conditions [58].

Although the dynamical perspective inspired a new

direction for understanding population activity and

improved comprehension of the motor cortex, it seems to

dwell in the qualitative description and visualization of

high-dimensional data, but to lack a tight link to the

behavior as the representational perspective. Understand-

ing the encoding of the population dynamics, and the

triggering and control of temporal evolution will require

further quantitative approaches.

Dimensionality Reduction and Neural Manifold

A variety of dimensionality reduction methods have

emerged, enabling selective extraction of information from

high-dimensional neural data. The resulting principal

components are believed to be the epitome of complex

neuronal activity, as they are chosen to preserve or

highlight some instructive characteristics in the data [59].

In practice, components acquired with different dimen-

sionality reduction methods reveal different structural

features of the data. For example, the most widely used

method, principal component analysis (PCA) can identify

components capturing the largest variance, and meanwhile

orthogonal to each other, making it efficient for separating

the dominant dynamics linearly. In contrast, factor analysis

(FA) leads to components regarding shared variance. In

addition to these two methods based on the covariance of

trial-averaged neural data, there are also unsupervised

methods to depict the temporal dynamics of single-trial

population activity in time-series data, such as hidden

Markov models (HMM), Gaussian process factor analysis

(GPFA), latent linear dynamical systems (LDS), and latent

nonlinear dynamical systems (NLDS). Methods to preserve

dependent variables have been developed as well: linear

discrimination analysis (LDA) can maximize cross-group

variance compared to the within-group variance if given

the number of separate groups, while demixed PCA

(dPCA) gives principal components according to discrete

task-relevant parameters and their possible combinations

(for review, see [59–61]).

Dimensionality reduction facilitates observation and

understanding by realizing the visualization of data in a

low-dimensional space, for the time-varying neural activity

can be represented as continuous neural trajectories or the

instantaneous neural states in the space defined by principal

components. For instance, the fact that the largest compo-

nent detected by dPCA was nearly condition-invariant, but

time-varying, suggests the apportion for neural encoding in

the motor cortex [62]. In addition, the clustering and

separating of neural states corresponding to different task

variables in a low-dimensional space implicate distinct

neural encoding rules, and thus help to distinguish different

cortical regions [63].

More importantly, given that they are not actual

neuronal activities, what is the connotation or essence of
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these principal components? It has been speculated that

these components are key elements underlying behavior-

relevant firing patterns that generate motor commands.

This idea is embodied in a ‘‘manifold’’ theory, in which a

manifold appears as a stable space restricted by some

potent neural activity patterns called ‘‘neural modes’’

(Fig. 3A) [64]. It has been reported that a consistent neural

manifold serves as the base for multiple motor behaviors

[65], implying the possibility of a few basic sets of neural

modes shared by the neural population.

Moreover, the finding that long-term learning would

induce novel neural response patterns [52], shows the

flexibility of such movement-relevant manifolds. On the

other hand, the perturbation on manifold or off manifold

are both favored to correlational studies, as they raise

mechanistic hypotheses related to behavior [66].

Furthermore, principal components suggest functional

partition in high-dimensional neural dynamics. It has been

reported that subspaces captured by low-dimensional

neural responses in different epochs, like preparatory and

movement subspaces, are nearly orthogonal to each other,

demonstrating their distinguishing functions [67, 68].

Beyond these period-relevant subspaces, a new method

called preferential subspace identification (PSID) has lately

been developed to model the neural dynamics relevant to

behavior [69]. The transitions between subspaces and their

relationships are expected to promote the understanding of

the neural mechanism for motor control.

Computational Models of Neural Dynamics
for Movement Generation

With the observation of common tracks for neural trajec-

tories from single trials in the same task, the temporal

evolution of the neural population is deemed to generate

movement itself, other than its parametric representation.

In this sense, the framework of neural dynamics, which is a

subject that studies those systems evolving with time [70],

has been introduced.

In fact, it is not novel to view the cortex as a dynamical

system: Decades ago the dynamical systems perspective

nourished central pattern generator theories for the spinal

cord and an equilibrium point hypothesis for motor control

[71]. However, just as the analogy between a dynamical

system and mind was controversial in the 1990s [72, 73], it

is intriguing today to consider the motor cortex from a

dynamical system perspective.

An approach to casting the motor cortex as a dynamical

system is to regard the nervous system as a machine that

generates an appropriate neural response pattern to trigger

the holistic movement [12]. In this framework, time-

varying neuronal activities contribute to motor control as

drivers, and the temporal evolution can be independent of

the kinematic or kinetic parameters. In general, the

temporal pattern of neuronal activities r(t) can be described

with a differential equation,

srðtÞ ¼ h½rðtÞ� þ uðtÞ

where the temporal derivative of neural activity _r, is

modulated by a time constant s and impacted by the local

interactions in the motor cortex h( ) and the input from

other brain areas u(t) srðtÞ ¼ h½rðtÞ� þ uðtÞ [12]. In such a

system, the initial states, the synaptic inputs due to

connectivity among local circuits, the external inputs, and

even the time constant, all have a considerable influence on

neural activities.

Nevertheless, it has not been without confusion to verify

the existence of such a dynamic system. For this purpose,

surrogate datasets designed randomly, but sharing certain

features of the original data were built with the ‘‘corrected

Fisher randomization’’ (CFR) and ‘‘tensor maximum

entropy’’ (TME) methods. As a result, preserved features

alone cannot reproduce the dynamical structure in real

neural data [58]. Thus, although this did not directly unveil

the neural dynamical system, it indicated that the neural

dynamics changed with an intrinsic logic.

To uncover a neural dynamical system, one cannot

avoid depicting it. For this purpose, the neural trajectories

now take on new values, since they not only exhibit the

real-time neural states, but also indicate trends in the phase

space. Measurements of condition-varying trajectories thus

offer insights into neural mechanisms. The length, speed,

and curvature of single trajectories, along with the angle

between them, can be calculated to test hypotheses in a

differential geometric way [74, 75]. While neural trajec-

tories from data show the actual situations, ‘‘fixed points’’,

as one of the most salient features of phase portraits, can be

even more significant because of their ability to predict

situations starting from new initial states [70]. In neuro-

science, stable fixed points or attractors, corresponding to

steady states or equilibria of the system, can be regarded as

stable response patterns such as memory [76, 77] or

appropriate states necessary for movement [78].

Finding specific neural states that reflect the dynamical

system is promising, but just the beginning. It is more

important, but difficult, to figure out how the system is

related to the behavior. In other words, how to explain the

neural mechanism with the structure of the proposed

dynamical system. It has been shown that one-dimensional

dynamics are enough to model the transition from spon-

taneous activity to delay activity in the macaque lateral

intraparietal area for spatial attention diversion [79], but

things get more complicated for motor control. For a

specific example of arm movement, the preparatory

activity has been proposed to act as the initial state of a
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dynamical system for action [11]. In neural space, the

population dynamical states converge to ‘‘a relatively tight

set’’ after the appearance of targets (Fig. 2B). This set,

called the ‘‘optimal subspace’’, is supposed to benefit

evolution to the desired motor command. According to the

optimal subspace hypothesis, the goal of motor preparation

is to set the population dynamical state into this optimal

preparatory subspace [12, 80]. In fact, it is impractical to

build a unified dynamical system for the entire movement

generation process, for it has been demonstrated that

different motor areas contain distinct neural dynamics [81].

Like the optimal subspace hypothesis, period- or location-

specific dynamical systems may have more practical value

at present.

Meanwhile, modeling efforts under the dynamical

system perspective have been emerging [82–85]. Take

the classical model of two-interval discrimination as an

example. It is a simple mutual-inhibition network model

that captures all task phases within a single framework. In

this model, the population of neurons is simplified as an

excitatory and an inhibitory node. Then the phase-plane

plot of input/output functions of these two nodes is

sufficient to reveal the dynamics in each phase, including

the shift of stable fixed points as well as the appearance and

disappearance of line attractors [82].

While discrete attractor dynamics have recently been

shown to support short-term memory associated with motor

planning in mice [86], continuous attractor dynamics seem

to have entered the field earlier. An early form of

continuous attractor neural network (CANN) was a neural

field consisting of several types of neurons as homoge-

neous subnets. This network could obtain equilibrium

solutions without input, and react to a stimulus of

stationary patterns [87]. Now CANNs (Fig. 3B, top) can

be regarded as a kind of recurrent network adept at

information representation, for stimuli can be encoded as

their stable activity patterns (attractors). The translation-

invariant connection determines this kind of network and

becomes the most prominent feature [88]. In the field of

motor control, CANNs have been applied to explain the

encoding of continuous changing direction [89] and

anticipative tracking [90].

Fig. 3 Illustration of neural manifolds and two kinds of recurrent

network models. A Neural manifolds. The activity of three neurons

(N1, N2, and N3) can be captured by a manifold spanned by two

neural modes (u1 and u2, as basic vectors). As a specific space defined

by latent and shared neural activity patterns, a neural manifold can be

approached by linearization despite its curvature in higher dimensions

(adapted with permission from Gallego et al., 2017 [64]). It is implied

that the manifold underlies movement preparation and generation,

because the necessary neural activity is expected to evolve on it. B
Diagram of Continuous Attractor Neural Networks (CANNs). A

CANN receives the external input Iext x; tð Þ and the synaptic input

U x; tð Þ at time t for neurons with preferred stimulus at x. All the

model neurons are connected with each other, in a way that the

difference between their preference for a stimulus determines the

strength of connectivity, J x; x
0� �

denoting the interaction from the

neuron at x to the neuron at x
0
, (adapted with permission from Wu S

et al., 2016 [88]). Therefore, this kind of recurrent network is highly

structural and analytical. C Diagram of Recurrent Neural Networks

(RNNs). The RNNs in modeling motor control now are usually based

on dynamic nodes. That is, the neural nodes evolve following a

differential equation, rather than being filtered by simple activation

functions. The yellow dots denote the nodes with only inhibitory

(negative) connections while the purple dots denote the others, as a

possibility. The inputs for these networks can be external signals in

step form, while the outputs so far have been EMG, velocity, and

hand trajectories.
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Recurrent network models are established under the

dynamical system perspective as well. Recurrent neural

networks (RNNs, Fig. 3B lower), whose neurons evolve

according to a group of ordinary differential equations, can

generate desired EMG signal patterns after training.

Moreover, the dynamics of either single neurons or the

population of the model are comparable to real data [91]. In

many applications, RNNs show eminent flexibility that is

attributable to the adjustable connection structure

[57, 92–96]. This plasticity, along with their temporal

extensibility, makes RNNs the first choice for studies on

the emergent property and behavior-relevant neuronal

activities. Nonetheless, RNNs with fixed structural con-

nectivity have recently been built. In an excitation-inhibi-

tion balanced recurrent network, which can generate

complex movements, the neural dynamics also largely

agree with experimental findings. The optimization for the

stability of the connectivity in this network was guided by

dynamics theory [97]. Except for being applied to build

network models, mathematical knowledge and techniques

in dynamics have also been introduced to open the ‘‘black

box’’ of high-dimensional RNNs. In a theoretical study, the

effect of linearization in realms of phase space around fixed

points or points with very slow movements was explored.

In the example cases provided, the mechanisms of

networks could be deduced from linearized dynamics

around these important points [98].

Perspectives

Emerging as a new framework for understanding the neural

basis of motor control, the dynamical systems perspective

indeed is a complement or extension of the representational

perspective, rather than a firm refutation. It emphasizes that

the autonomous dynamical evolution is predominately

determined by preparatory activity, consistent with the

central concept in the prevalent theory of motor control, the

internal model [99, 100]. Numerous behavioral and com-

putational studies suggest that the motor program is

inversely preplanned (inverse model) based on the forward

model of future states, rather than adjusted online relying

on continuous sensorimotor transformation during execu-

tion [101, 102]. From our point of view, dynamical

evolution from initial neural states set by preparatory

activity provides a plausible neural mechanism underpin-

ning the internal model.

In principle, if the neural dynamical machine in the

motor cortex autonomously generates motor commands, a

cohesive motor program could be decoded from prepara-

tory activity to rapidly drive an external actuator to

implement BMIs. Although some models aimed to link

neural dynamics and the muscle/arm [91, 97, 103],

remarkable advances in BMIs over the past two decades

largely relied on a representational perspective [104–110].

In the current BMI framework, a decoder first is trained to

find a parametric mapping between recorded neural activity

and movement covariates, and then it continuously con-

verts neural activity to control variables guiding external

objects (see review, [111]). For this representative map-

ping, the population vector algorithm, as noted before,

makes use of clear analytical relations which are intuitive

and interpretable. In fact, the essence of decoders based on

representational perspectives does not go beyond the

population vector algorithm. Putting aside cosine tuning

and Cartesian coordination, Sanger showed that the

population vector can be found with the simple assump-

tions that neurons respond to behavior in a predictable way,

and that neuronal preferences are approximately uniformly

distributed in task space [112]. However, this frame is

static, essentially depending on the previously-recorded

fluctuating neural responses. Consequentially, movement

of the actuator requires the continuous adjustment of brain-

controlled signals without prior trajectory formation, unlike

naturalistic movements planned in a feedforward manner,

leading to unsatisfactory performance of BMIs for viable

clinical applicability in terms of motion speed and

smoothness (Fig. 4A, [113]).

In contrast to discriminative decoding algorithms fos-

tered by representational perspectives that continuously

translate neural signals into movement parameters, the

decoders inspired by the dynamical systems perspective

should be temporally generative to yield an integrative

control program based on preparatory activity (Fig. 4B).

Ideally, clinically feasible BMIs should be able to interact

with dynamic environments in realtime, demanding a

feedforward controller to produce ballistic movements

[114–116]. Recently, in nonhuman primates, we tested a

BMI with a generative model to intercept moving objects

indicating potential advantages of feedforward control in

dynamic BMI design for more biomimetic and flexible

neuroprosthetics [117, 118].

So far, BMIs have distinguished themselves from a

static decoder in various aspects. The good performance of

current static decoders based on discriminative models may

be due to neural redundancy and low task dimensionality

[46, 64, 119, 120]. However, considering the limited,

biased, and unstable sampling of daily neural recordings, a

generative model would be preferred for a more naturalistic

prosthesis.

Moreover, while a static decoder is not suitable for

dynamic sensorimotor contingencies [121], novel BMIs

based on neural dynamical systems enable the sophisti-

cated integration of feedforward control and multi-modal

feedback (e.g., via ICMS) [116, 122]. While the external

device is controlled by only cortical signals, the control and
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feedback of brain-controlled neuroprosthetics are different

from natural movements, leading to novel neural responses

[51–53, 123], suggesting an inherent difference between

BMI control and neural decoding.

Furthermore, an optimistic dynamical perspective

emphasizes the importance of initial state and temporal

dynamics within the cortex, which subsequently triggers

the detailed control program in subcortical and spinal

circuitry [12, 124, 125], demanding hierarchical decoding

algorithms for next-generation BMI control.

From our viewpoint, neural population dynamics and

single-neuron characteristics complement each other. Neu-

ral population dynamics rely on the coordinated tuning of

individual neurons, whereas single neurons must be

spatiotemporally orchestrated to generate motor com-

mands. On the other hand, the parametric representation

and the dynamical systems perspectives are two sides of a

coin. It is fair to suggest that the representation perspective

asks, ‘‘what motor parameters are involved?’’, while the

dynamical system perspective focuses on ‘‘how does

function evolve in time?’’. Since the dynamical states can

be representational [126], it is reasonable to hope that these

two perspectives can be incorporated into one framework,

though this will demand great effort. In the future, it will be

helpful to quantitatively link neural population dynamics

and holistic physical movement, as well as to identify the

recurrent neural circuitry underlying dynamical rules and

external triggers for the transition from preparation to

execution [127]. Studies on the initial state, local dynam-

ics, and external inputs of a dynamical system could

provide inspiration. Nevertheless, it is still unclear if neural

dynamics emerge from the motor cortex alone or a larger

brain network. Thus, it is important to identify the specific

roles of multiple brain areas in future studies.
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Fig. 4 Decoding frameworks of BMIs based on representational (A)

and dynamical systems (B) perspectives. A Neural activities within a

certain sliding window ahead of the decode time tdecode are binned

with 100 ms to form a high-dimensional matrix. BMIs based on

representational perspectives usually use fixed decoders like the

Wiener filter to map high-dimensional neural activities into low-

dimensional control signals. From the start (green point) to the end

(red point), the endpoint (endpt) trajectory (blue line) is segmented

due to feedback adjustment (modified with permission from Athalye

et al., 2017 [113]). B Schematic for BMIs from the dynamical

systems perspective. This regards the motor cortex as a machine to

generate proper neural activity patterns for the desired movement, and

thus the movement can be implemented once the mapping between

neural dynamics and concrete muscle activity is defined. In this

situation, it is essential to first figure out stable neural states, for they

function as attractors, and then design reliable generative algorithms

(e.g. RNNs) for efficient neuron-to-muscle signal transition.
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Abstract Alzheimer’s disease (AD) is the most prevalent

neurodegenerative disease featuring progressive cognitive

impairment. Although the etiology of late-onset AD

remains unclear, the close association of AD with

apolipoprotein E (APOE), a gene that mainly regulates

lipid metabolism, has been firmly established and may shed

light on the exploration of AD pathogenesis and therapy.

However, various confounding factors interfere with the

APOE-related AD risk, raising questions about our com-

prehension of the clinical findings concerning APOE. In

this review, we summarize the most debated factors

interacting with the APOE genotype and AD pathogenesis,

depict the extent to which these factors relate to APOE-

dependent AD risk, and discuss the possible underlying

mechanisms.

Keywords Apolipoprotein E � Alzheimer’s disease � Eth-

nicity � Diet � Geographic factor � Aging � Gender

Background

Alzheimer’s disease (AD) is one of the most prevalent and

influential neurodegenerative diseases, characterized by

typical pathological findings of beta-amyloid (Ab) and tau

plaques [1, 2]. Featuring irreversible and progressive

deterioration of cognitive function and mainly affecting

the elderly, AD imposes an enormous burden on patients,

communities, and healthcare systems. Unfortunately, as

life expectancy increases, the population of AD patients is

expanding rapidly. The number of AD patients in the USA

is estimated to grow from 4.7 million to 13.8 million from

2010 to 2050 [3]. Other countries are believed to be

confronted with a similar impact of AD.

Apolipoprotein E (APOE) is a multifunction protein that

plays a crucial role in the intercellular and interstitial

transport of lipid and the mediation of dynamic lipid levels

and lipid metabolism [4]. APOE fulfills its function by

forming a close connection with lipoproteins and their

receptors. Besides, APOE is also involved in neurophys-

iological processes such as synapse development and

remodeling. Two vital single nucleotide polymorphisms

(SNPs) located in APOE coding regions, rs429358 (C[T)

and rs7412 (C[T), define the three major subtypes of

APOE allele, e2, e3, and e4. Alteration of e2, e3, and e4

confers crucial variation on the protein structure of APOE,

its physiological function, and its effect on related diseases

[5, 6]. Besides its crucial effect on lipid metabolism, e4 is

the first, by far the most relevant and the most intensively

studied risk gene for late-onset AD [6, 7]. APOE e4 carriers

have a higher lifetime incidence of AD and an earlier onset.

In rough estimation, Farrer et al. found that individuals

who carry one e4 allele bear a 2–4 fold AD risk, and those

with two copies of e4 have an 8–12 fold AD risk [8].

Since the close association of APOE and AD was

explicitly established in 1993, many studies have explored

the underlying mechanism. Although the exact mechanism

remains obscure, it is widely acknowledged that APOE is

extensively involved in various pathologic processes of

AD. (1) Ab-dependent pathways: APOE-related AD risk

can be largely attributed to an alteration of protein

deposition, for the APOE genotype is no longer
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significantly associated with the clinical phenotype after

controlling for AD pathology [9]. APOE e4 carriers and e4

knock-in mice both manifest exacerbated Ab proteinopathy

[10, 11]. Experiments showed that Apoe/APOE co-precip-

itates with Ab in mice and AD patients [12], APOE e4 may

facilitate the aggregation both in vitro and in vivo [13, 14].

Researchers also reported the more rapid formation of Ab
oligomer as well as slower clearance of Ab in e4 knock-in

rats, which corresponds with the results from studies in

APOE e4 cells [15–17]. (2) Ab-independent pathways:

APOE e4 can up-regulate neuroinflammation, as reported

in e4 carriers and knock-in mice [18, 19], possibly through

regulation of glia [20–22]. APOE e4 is harmful to the

integrity of the blood-brain barrier in mice [23], and blood-

brain barrier impairment of the hippocampus and medial

temporal lobe, correlated with cognitive dysfunction, has

been reported in human e4 carriers. Besides, the APOE

genotype may alter the production of brain-derived neu-

rotrophic factor and neuroprotective sirtuin, as well as

energy expenditure [24–26].

APOE-related AD risk can be influenced by various

factors, such as ancestry, gender, environment, and diet.

These factors may exert their influence through distinct

mechanisms such as regulation of transcription or expres-

sion of APOE, alteration of lipid metabolism, impacting the

AD pathological process in which APOE is deeply

involved. Previous epidemiological research provides

abundant evidence to understand how these factors interact

with APOE-related AD risk and the possible physiological

explanation of these interactions. Here, we provide an

overall review of the most debated confounding factors and

discuss how they are connected to APOE and the patho-

genesis of AD (Fig. 1).

Ethnicity and APOE

The rough frequency ranges of the APOE e2/3/4 alleles are

(0–7)%/(69–85)%/(4–40)% across the world [7], but this

ratio varies significantly among different ethnicities

(Table 1). Generally, the frequency of the e2 allele is

relatively constant, which leads to the negative correlation

of the e3 and e4 alleles [27]. The APOE e4 allele comprises

a larger proportion in Central Africa (40%), Oceania

(37%), and Australia (26%), while in Europe and Asia, the

e4 allele frequency ranges from 10% to 25%, roughly

positively related to the latitude of residence [7].

The ethnic background has a certain impact on AD risk,

based on numerous epidemiological studies (Table 1). A

7-year longitudinal study based on the multi-ethnic pop-

ulation in New York established that, compared with

Caucasians, African-American people [hazard ratio (HR) =

2.6] and Caribbean Hispanic people (HR = 2.3) are

confronted with a significantly higher risk of AD [32].

Later, the cohort study conducted in Northern Califor-

nia included six ethnic groups further demonstrated that

Asian Americans have the lowest incidence of AD,

followed by Caucasians, Pacific Islanders, and Latin

Americans (HR = 1.25–1.29), then American Indians

(HR = 1.43), and the most affected African Americans

(HR = 1.73) [33]. Kevin and his team summarized

28,027,071 beneficiaries of the Medicare Fee-for-Service

to estimate the prevalence of AD and related dementias in

different subgroups. The result showed that the order of

ethnicities with prevalence from low to high is Asian and

Pacific Islanders (8.4%), American Indians and Alaska

Natives (9.1%), non-Hispanic Caucasians (10.3%), His-

panics (12.2%), and African Americans (13.8%) [34].

Since these studies included and analyzed several con-

founding factors such as educational level, vascular

diseases, and other comorbidities, the authors made it

clear that the inequalities in AD incidence most likely

result from the diversity of ethnic genetic backgrounds.

The meta-analysis by Farrer and colleagues found that

African and Hispanic e4 carriers, compared with Caucasian

e4 carriers, have a lower APOE-related AD risk [8].

Meanwhile, Japanese e4 carriers have an even higher odds

ratio than Caucasian Americans. The data roughly showed

that, with respect to ancestry difference, APOE e4 fre-

quency is inversely associated with the e4-related AD risk,

implying that the APOE gene polymorphism partially

contributes to the vulnerability to diseases like AD. In two

cohort studies by Tang et al. and Evans et al., APOE e4

was found to cause a lower increase in AD incidence in

Africans than in Caucasians, despite African Americans

bearing higher basal AD incidence [32, 35].

The mechanisms underlying the distinct ancestry-speci-

fic e4-related AD risk remains unclear, but genetic research

has provided insightful explanations regarding this issue.

By comparing the association between SNPs and odds

ratios in respect of AD, researchers have found that

variations in the region surrounding the APOE gene

accounts for most of the ethnicity-specific APOE effect

on AD. Blue et al. compared 3,067 Caribbean Hispanics

with 3,028 Europeans concerning the APOE genotype,

local ancestry, genome-wide ancestry, and AD risk [36].

They discovered that local ancestry shows the strongest

association (odds ratio, OR = 0.61) with AD risk other than

the e4e4 genotype (OR = 8.59), while the impact of

genome-wide ancestry is much less (OR = 1.004). Rajabli

et al. used 5,496 African American and 389 Puerto Rican

individuals to analyze the effect of local ancestry and

global ancestry on APOE e4-related AD risk. They found

that only local ancestry has a significant influence (P =

0.019) [37]. Cornejo-Olivas et al. conducted genome-wide

genotyping in the Peruvian population. They reported that

123

810 Neurosci. Bull. July, 2022, 38(7):809–819



the ancestry local to the APOE gene, rather than the whole

genome background, contributes to the e4-related AD risk

[38]. Conversely, a few studies have reported that the

heterogeneous ancestry-specific APOE e4 effect may be

derived from different genetic backgrounds or environ-

ments. Blue et al. noted that European carriers have a three

times higher OR than the Hispanic population even when

they share the same origin of e4 allele [36]. By genetic

screening in specific Arabic populations with high AD

incidence, Farrer and colleagues discovered that the

elevated AD risk has little connection with e4 but plausible

connections with other genetic or environmental factors

[39].

To further understand why genetic polymorphisms local

to the APOE gene cause ethnic differences, we might first

turn to genome-wide association sequencing and phyloge-

netic research regarding the detection of AD risk factors.

To date, the polymorphisms found most relevant to APOE

and AD are in the sequences of Translocase of the Outer

Mitochondrial Membrane 40 (TOMM40) and apolipopro-

tein C1 (APOC1), two flanking genes on each side of the

APOE region. In 1998, Lai and colleagues finished

mapping SNPs around APOE and established a 4-Mb

high-density sequence containing 121 SNPs [40]. Later,

their team tested these SNPs for their relevance to AD and

identified 2 SNPs in the TOMM40 gene showing a strong

association with both e4 allele and AD risk [41]. Roses

et al. reported one polymorphism, rs10524523, located in

intron 6 of TOMM40, defined by the length of its polyT

tract, to be closely associated with the age at AD onset

[42]. After that, surging amounts of evidence showing the

interaction between TOMM40 and AD have been pub-

lished, suggesting that the TOMM40/APOE alleles are

better predictors of disease onset than APOE alone [43].

Interestingly, the rs10524523 polymorphism is signifi-

cantly distinct between different ethnicities, which might

explain the inconsistent effect of APOE polymorphism on

ethnicity [43]. Specifically, about half of the APOE e4

alleles of African Americans are linked with the S allele of

TOMM40, which is associated with a lower risk or reduced

onset of AD than its counterpart, the L allele. In contrast,

only 2% of the APOE e4 alleles of Caucasians are linked

with the S allele. However, whether the action of

TOMM40 polymorphism depends on APOE remains

obscure. Although Caselli et al. reported that TOMM40

influences the decline in cognitive performance in non-AD

subjects in an APOE-independent manner [44], more

evidence is required to verify the interaction between

APOE and TOMM40. These two genes are in linkage

disequilibrium. Zhou et al. reported that variation in

APOC1 confers an e4-independent risk of AD, and the

distribution of the APOC1 polymorphism, not surprisingly,

varies significantly in different ethnicities [45]. To sum up,

polymorphisms in TOMM40 and APOC1 may explain

ethnicity-related AD risks, but the underlying mechanisms

need further studies.

Fig. 1 Interaction of confounding factors with the APOE e4 allele

and Alzheimer’s disease (AD). APOE e4 influences AD through

regulation of b-amyloid and tau deposition, neuroinflammation, and

neuronal nutrition. Confounding factors may influence the e4-AD

association though the following mechanisms: ethnicity impacts the

local ancestry of the APOE gene and thus AD risk; gender acts with

the effects of hormones, mainly estrogen, to change APOE expression

and neuroinflammation; aging directly enhances proteinopathy; diet

and geographic location alter the nutritional status, jointly with

APOE. APOE, apolipoprotein E; TOMM40, Translocase of the Outer

Mitochondrial Membrane 40; APOC1, apolipoprotein C1; DHA,

docosahexaenoic acid.
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Gender and APOE

In medical studies, gender represents the identity defined

by the biological distinction between male and female,

which results from differences in expression of gender-

related genes, gonadal development, and hormone levels

[46].

Tremendous efforts have been made to establish the

correlation between gender and AD risk. A large popula-

tion-based study in the USA reported that 2/3 of all AD

patients are female, and the longer average life span of

women is the most probable cause. In respect of age-

stratified AD risk, the specific impact of gender remains

debatable. In Europe, most researchers have reported that

women suffer a higher incidence of AD, and this phe-

nomenon is more evident in the oldest group ([75 years)

[47–49]. Research conducted in Asian countries such as

Japan [37] and China [38] found consistent result, while in

the USA, most studies on this topic, including the MoVIES

Project, the Framingham study, and the Baltimore Longi-

tudinal Study, failed to reach the same conclusion [50–52].

Since the connection of the APOE gene and AD was

established, researchers have focused on the gender-

dependent effect on APOE function. Payami and col-

leagues first reported that the APOE e4 allele, especially in

heterozygous carriers, confers more AD risk on female

carriers than males [53]. After that, the meta-analysis by

Farrer et al., collecting data from [5,000 AD patients,

concluded that female e4 carriers face a larger increase of

AD risk than their male counterparts, as illustrated by the

age-stratified OR curve [8]. Subsequent research confirmed

this conclusion, and it has become clearer that male carriers

with one copy of e4 have the same AD risk as non-carriers

[54, 55]. Besides cross-sectional studies, a longitudinal

study by Altmann el al., which focused on the speed at

which healthy people convert to cognitive impairment

during aging, also demonstrated a stronger effect of APOE

e4 on women [56]. A recent study analyzing the chromatin

accessibility landscape in 19 postmortem late-onset AD

brains in comparison with 21 control brains reported that

APOE loci have more pronounced differences in females

than in males [57]. While all the donors in this study were

homozygous for APOE e3, it will be interesting to find out

whether these gender-dependent differences in the chro-

matin accessibility landscape have any APOE isoform-

specific characteristics.

The gender-dependent effect of APOE on AD-risk is

evident, but the mechanism behind it remains vague.

Fortunately, both clinical and animal studies have provided

clues for a possible explanation. It has gradually become

clear that the variation of cerebrospinal fluid (CSF) tau

levels in patients according to APOE gene diversity also

occur in a gender-dependent manner. Damoiseaux and

colleagues reported a greater elevation of CSF tau, but not

b-amyloid, in female e4 carriers, which coincided with the

conclusion of Altmann et al. [56, 58]. Hohman et al.

summarized the information from several large AD

cohorts. They reported a stronger effect of APOE e4 in

women to cause increased CSF tau, but they failed to find

the same difference compared to pathological findings [59].

Later, the same team examined healthy cohorts a with high

Ab burden and found much earlier tau deposition in

women than men. Still, this gender-related effect was

found to be independent of APOE genotype [60]. Besides

interaction with CSF tau, gender may influence AD

pathogenesis by an estrogenic effect. Specifically, estrogen

replacement treatment has been shown to be beneficial for

non-e4 female carriers while it is detrimental for carriers in

terms of cognitive performance and AD risk [61, 62].

Estrogen may interact with APOE and AD risk by multiple

Table 1 Frequency of APOE e4 allele in different ethnic groups.

Ethnicity Country APOE e4 frequency in the entire

population

AD risk OR

(e3e4)

AD risk OR

(e4e4)

References

African USA 19.0 1.1 5.7 Farrer L.A. et al., 1997 [8]

Caucasian Multinational 13.7 2.7 12.5 Farrer L.A. et al., 1997 [8]

Hispanic Multinational 11.0 2.2 2.2 Farrer L.A. et al., 1997 [8]

Japanese Japan 8.9 5.6 33.1 Farrer L.A. et al., 1997 [8]

Chinese

(Han)

China 13.5 2.7 8.3 Tan L. et al., 2013 [28]

Indian India 7.0–12.7 4.2 4.8 Agarwal R. et al., 2014

[29]

Chilean Chile 19 2.4 12.8 Quiroga P. et al., 1999 [30]

Iranian Iran 2.6–6.7 3.7 7.5 Abyadeh M. et al., 2019

[31]

APOE, apolipoprotein E; AD, Alzheimer’s disease; OR, odds ratio.
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mechanisms. First, estrogen might directly regulate the

expression of both APOE and APOE receptors. Stone et al.

found that estrogen replacement treatment up-regulates the

APOE mRNA level in brain tissue, and Wang et al.

suggested that this specific regulation occurring in the brain

results from the specific distribution of different estrogen

receptors in glia [63, 64]. Second, the neurogenetic effect

of estrogen is influenced by APOE polymorphism. Estro-

gen has been reported to promote neurite expansion, which

only happens when APOE e2 or e3, but not e4, is present

[65]. Third, estrogen might alleviate the inflammatory

response, as NO and cytokine production by immune-

activated microglia, and the APOE e4 genotype is reported

to inhibit this anti-inflammatory effect [66]. In addition to

the tau- and estrogen-related mechanisms discussed above,

Ca2? hyperactivity and the gut microbiome have also been

reported to be affected by gender-APOE association in

animal models [67, 68].

Aging and APOE

Aging is one of the most established and crucial risk factors

for AD. Epidemiological studies have found that AD risk

increases with age, even in the oldest group ([80 years).

The incidence of AD per year gradually grows from 0.6%

in people aged 65 to 69 years, to 3.3% in persons aged 80

to 84 years, and even higher in persons aged 85 years and

older [69].

APOE e4 acts synergistically with the process of aging,

resulting in a distinctive pattern of AD. First, APOE e4

leads to a more severe phenotype of cognitive decline. A

pattern of more cognitive decline, mimicking the process

of AD, has been found in clinically normal APOE e4

carriers [70]. This cognitive decline was later reported to

be strengthened by aging [71]. Second, APOE e4 is

associated with accelerated augmentation of AD incidence

with age. Qian et al. integrated four large cohorts, and their

model showed the hazard ratio of AD per year is positively

related to the e4 dose (1.08–1.16, 1.51–2.23, and 2.63–3.57

for 0, 1, and 2 copies) [72]. Third, APOE e4 may have an

altered impact on different age groups. A longitudinal

study by Bonham manifested a bell-curve association of

e4-related AD risk and age. The strongest effect of e4 was

found in the 70–80 years group, with a peak hazard ratio of

1.8 [73]. However, the difference of e4-related AD risk

across groups failed to reach significance.

APOE e4-related age-dependent AD risk may be

partially explained by accelerated deposition of Ab. Morris

et al. examined CSF biomarkers and cerebral Ab imaging

in healthy subjects grouped by APOE genotype and

demonstrated that e4 carriers show a heavier burden of

Ab42 deposition [11]. Notably, in the 45–49 years age

group, the Ab imaging showed positive findings only in e4

carriers (10.7% vs 0%), indicating that e4 enhances

preclinical AD pathogenesis in adults. Besides, the cortical

binding potential of Ab markers rises with aging in

association with the e4 dose (0.020, 0.013, and 0.003 per

year in e4 homozygotes, e4 heterozygotes, and non-

carriers, respectively), suggesting that e4 significantly

aggravates the progress of AD pathology. Similar effects

on other AD pathologies have also been reported in AD

patients carrying the e4 allele [74]. Several studies have

reported that a similar pattern of tau deposition is seen in e4

carriers [75, 76], but this has been challenged by other

studies. Proteinopathy of tau and Ab is widely recognized

to act in an age-dependent manner [77]; APOE seems to

influence aging-related AD by regulating tau and Ab
metabolism.

Diet and APOE

Since no current medication can stop or reverse the

progress of AD, an increasing number of studies (mainly

cross-sectional) have been carried out to uncover the exact

role of diet in modulating the course of the disease. Diverse

nutrients such as vitamins, antioxidants, and lipids, gener-

ally recognized as necessities in brain development and

regeneration, came first when searching for AD modifiers.

Researchers found that specific types of nutrient impacted

the risk of cognitive decline and AD risk. Vitamin B,

especially folate and niacin, was reported to be protective

against cognitive decline in two observational studies on

young adults and older people [78, 79]. Randomized

clinical trials testing folic acid supplementation in the

elderly revealed the positive effect of maintaining cogni-

tive ability [80]. Vitamin D deficiency, defined as serum

vitamin D\10 ng/mL, was shown to be hazardous for AD

according to several cohort studies [81], and Zhao et al.

conducted a prospective cohort study that verified that high

vitamin D supplementation is protective against dementia

[82]. Omega-3 fatty acids from seafood is another compo-

nent found to be beneficial by inhibiting cognitive decline.

Zhang et al. summarized 21 cohorts to conclude that a diet

with a higher intake of fish, omega-3 fatty acids, or

docosahexaenoic acid (DHA, the major component of

dietary omega-3 fatty acids) leads to a lower risk of AD

[83], and clinical trials supported the mentally protective

effect of DHA in DHA-deficient people [84]. Besides

single nutrients, dietary patterns have also been frequently

tested for their possible effect on cognitive function. The

Mediterranean diet, the Dietary Approaches to Stop

Hypertension (DASH) diet, and the Mediterranean-DASH

Intervention for Neurodegenerative Delay (MIND) diet

have been the major focus of research. Besides fruits,
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vegetables, and whole-grains, the Mediterranean diet

features the consumption of olive oil, plant protein, and

seafood, and the DASH diet emphasizes a reduction of

saturated and trans lipids, sodium, and sugar intake;

whereas the MIND diet is a combination of the former

two diets [85]. Numerous cross-sectional studies and

several clinical trials have reported that adopting the

Mediterranean diet reduces the risk of both cognitive

decline and AD [86–88]. Studies focusing on the DASH

diet reported that lower sodium intake is associated with

better executive functions. Further studies have reported

that MIND has a better protective effect against AD than

the Mediterranean or DASH diet [89, 90]. Moreover, the

ketogenic diet or supplementation with the ketogenic

medium are associated with cognitive improvement and a

lower risk of AD, with a deceleration of tau and Ab
accumulation in the brain [91, 92].

The benefits gained from diets against AD seem to

partially depend on APOE polymorphisms. Deficiency of

vitamin B12 and vitamin D are both associated with

weaker cognitive function based on observational studies,

and this is more evident in APOE e4 carriers [93, 94].

Notably, APOE e4 is associated with a lower risk of

vitamin D deficiency [95]. The majority of studies

examining omega-3 fatty acid supplements reported that

its benefits are restricted to only e4 carriers. In a large

longitudinal study of the elderly population conducted by

Ondine van de Rest et al. [96], weekly seafood consump-

tion with the optimal amount of omega-3 fatty acid intake

from food was found to enhance global and several

cognitive domains of cognitive function in e4 carriers.

Cross-sectional analyses of deceased subjects reported that

weekly seafood consumption was associated with fewer

pathological AD findings by autopsy only in e4 carriers

[97]. A randomized clinical trial in younger groups

demonstrated that 6 months of DHA supplementation

conferred better cognitive performance [98]. Carbohydrate

intake could be another dietary factor involved in APOE-

dependent AD risk. Gendreau et al. reported that the

glycemic load in the afternoon (mostly representing

afternoon snacks) had a synergic effect with e4 to elevate

AD risk [99]. In another recent report, both Mediterranean

and MIND diet patterns are more beneficial to e4 carriers,

as was found by Debora et al. when examining the

association between MIND diet score and cognitive

assessment in the Framingham Heart Study [100].

The interaction of AD and diet might function in

different manners. APOE e4 has been reported to elevate

the serum level of vitamin D [93], indicating a putative

protective effect. We postulate that APOE e4 regulates

vitamin D transport, conferring resistance to vitamin D

deficiency. Therefore, low serum vitamin D in APOE e4

carriers might manifest a more severe undernutrition

condition. For saturated fatty acids, Hanson et al. reported

that the CSF levels of lipids deplete Ab, which is hazardous

for AD pathogenesis, and that this is closely associated

with the APOE genotype and excessive intake of dietary

saturated fatty acids [101]. They proposed that collabora-

tion of the APOE e4 allele and dietary saturated fatty acids

leads to less lipidation of CSF Ab, which results in less Ab
binding to APOE and more deposition of toxic Ab [101].

For unsaturated fatty acids, omega-3 fatty acids, Yassine

and colleagues proposed that e4 interferes with DHA

metabolism, having a neurotoxic effect at an early stage of

neurodegeneration [102]. Yassine et al. deduced that: (1)

DHA is catabolized faster in e4 carriers [103], possibly

because very low-density lipoprotein is catabolized faster

than high-density lipoprotein in the liver, and preferential

binding with the very low-density lipoprotein of e4 thus

facilitates lipid transport and catabolism, including DHA

consumption; (2) e4 damages the blood-brain barrier

integrity, which inhibits the cerebral uptake of DHA; and

(3) e4 is associated with less lipidation and decelerates the

transfer of lipids in the central nervous system. The above

led to the conclusion that APOE e4 lowers CSF DHA,

playing a crucial role in AD pathogenesis. In addition,

DHA is widely known for its anti-inflammatory effect

[104] and acts by mediating activated microglia [105]. Bos

et al. demonstrated that supplementation with DHA

through upregulation of peroxisome proliferator-activated

receptor-gamma (PPAR-c), mitigates inflammation in e4

carriers [106]. For carbohydrates, Zhao et al. reported that

APOE e4 in mice impairs the insulin pathway by trapping

the insulin receptors in endosomes [107], and hyper-

glycemia, in turn, facilitates the glycation of APOE and

exacerbates AD pathogenesis [108], so that carbohydrate

intake elevates AD risk synergistically with APOE e4.

Geographical Location and APOE

A limited number of studies indicate that geographical

factors modify the pathogenesis or progress of AD. Most

studies have reported a positive correlation of residential

altitude with the severity of cognitive impairment. In the

comparison of a population living at low altitude (500 m),

Bolivians living at high altitude (3,700 m) have a slower

processing speed and reduced attention, independent of age

and ancestry [109]. Hota et al. reported that after living at

high altitude for one year, acclimatized lowlanders are

more susceptible to cognitive decline [110]. Conversely,

Thielke et al. reported that, in California counties, the

mortality rate attributed to AD is inversely associated with

the altitude of residence, which fits their theory that long

terms of hypoxia might slow the progress of AD [111].

Russ and colleagues explored dementia standardized

123

814 Neurosci. Bull. July, 2022, 38(7):809–819



mortality ratios in Italy and New Zealand and concluded

that living at higher latitudes is associated with higher

mortality of dementia [112].

Since few studies have concentrated on the interaction

between geographic location, APOE, and AD, the distri-

bution of APOE polymorphisms might help us to deduce

how the APOE effect is modified by altitude and latitude.

Epidemiological data suggest that geographical factors

distinctly shape the distribution of APOE polymorphisms.

In Europe and Asia, the APOE e4 allele frequency is

positively correlated with latitude [113, 114]: the lowest

value is\10% in the Mediterranean area and South China,

and gradually ascends to 25% in northern areas. This

gradient suggests that a low latitude might enhance the

pathogenic effect of e4.

It is hard to explicitly determine how altitude or latitude

factors affect APOE-related AD risk due to the many

cofounders such as ethnicity, diet, and economy. However,

the geographical distribution of APOE may shed light on

the mechanism. Vitamin D production by ultraviolet light

and temperature account for the major biological effect of

latitude. As noted above, the e4 allele is associated with a

higher level of serum vitamin D [115], which may explain

why northern populations that receive less UV light exhibit

a higher frequency of APOE e4. Eisenberg proposed that

temperature may also contribute to the geographic distri-

bution of APOE in that people in tropical areas display

faster lipid depletion, thus favoring APOE e3 [116].

Although little evidence supports the interaction of APOE

and altitude, considering that hypoxia-induced cognitive

impairment is regulated by the APOE genotype [117],

APOE e4 may be less frequent in highland populations.

Conclusions

In this review, we summarized the major confounding

factors that might influence the APOE genotype-associated

AD risk and discussed plausible mechanisms behind these

factor-factor interactions. Ethnicity, gender, and age, as

observational factors, clearly alter the APOE-dependent

risk, mainly through variation in local ancestry, hormones,

and aging-related proteinopathy, respectively. Diet and

geographic location, as interventional factors, are compli-

cated due to their interaction with other confounding

factors. However, clinical trials provide evidence verifying

that certain subfactors, such as vitamin D, DHA, latitude,

and altitude, can influence e4-related AD risk to some

extent.

Since the last several decades have seen repetitive

failures to develop Ab- or tau-targeted therapies for AD,

strategies besides decreasing fibril aggregation are gaining

popularity, including APOE-targeted therapies. Based on

several putative roles that APOE plays in AD pathology,

current research mainly focuses on the following strategies:

increasing APOE levels and its lipidation [118], blocking

APOE and Ab interaction [119], and using APOE mimetics

[120]. We hope the factors discussed in this review may

serve to better evaluate APOE-targeted therapies or the

grouping of subjects. On the other hand, APOE genotype

has been applied in almost all AD risk-prediction models,

and researchers are still searching for a better model to

elaborate the effect of APOE [121], where stratification by

the confounding factors discussed in our review should be

the first consideration.

Limitations in this review should be noted. First,

considering the wide range of potential factors involved

in this topic, certain factors or their corresponding sup-

portive evidence could be missed. Second, studies brought

into our review are mostly cross-sectional, with extensively

varied study designs and subject conditions, which may

compromise our conclusion. Thirdly, as mentioned above,

numerous APOE-modifying factors could interact with

each other, making the epidemiological evidence less

convincing, since the inclusion of all related factors seems

impossible in clinical studies. Further clinical trials and

meta-analyses are needed for better stratification and

regression of numerous factors. Moreover, a surging

number of studies concerning APOE and AD is in progress

or in the planning stage, and when their results come out,

we could have a more comprehensive understanding of this

topic.

To sum up, several factors act as a modifier of e4-related

risk, and they deserve more attention for further studies

focusing on APOE, from both the investigative and clinical

aspects. Since a growing number of therapies targeting

APOE are being developed and tested clinically [122],

those APOE-modifying factors should serve as new targets

for treatment or reference for population stratification.
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Parkinson’s disease (PD) is a common neurodegenerative

disease among the elderly, characterized by the specific

loss of dopaminergic (DAergic) neurons in the substantia

nigra pars compacta (SNpc) and defects in dopamine (DA)

release in the striatum. So far, enhancement of DA

concentration or electrical stimulation of specific nuclei

in basal ganglia circuits is effective for the clinical

treatment of PD. DA can be enhanced by either systemic

drug administration or by cell-replacement treatment

(CRT), and the latter is assumed to be once for all the

most promising strategy for PD therapy. The cell sources

for CRT include fetal mesencephalic tissue, embryonic

stem cells (ESCs), and induced pluripotent stem cells

(iPSCs). The alleviation of motor syndromes in PD patients

and animal models following cell transplantation has been

well-established [1]. We have shown that DA released by

grafted cells contributes to the alleviation of motor defects

in rat models of PD [2]. Although the effectiveness of CRT

for PD therapy has been validated, the ethics of using fetal

mesencephalic tissue and the potential tumorigenesis of

ESCs and iPSCs are still practical barriers to clinical

translation.

Induced DAergic neurons (iDNs) from
Non-Neuronal Cells in vitro

Neurons induced from non-neuronal cells through lineage

conversion are termed induced neurons (iNs). Compared to

ESCs and iPSCs, lineage conversion bypasses a prolifer-

ative progenitor state with minimal tumorigenesis risk [3].

iNs, exhibiting neuron-like features of firing action poten-

tials and forming functional synapses with neighboring

cells, were first generated by exogenous expression of

lineage-specific transcriptional factors (TFs), including

Ascl1, Brn2, and Myt1l, in fibroblasts in vitro [4]. Besides

fibroblasts, other non-neural human somatic cells and

pluripotent stem cells have been successfully converted

into neurons by transfection with lineage-determining TFs

in vitro [5]. Since loss of DAergic neurons is the etiology

of PD, conversion of non-neuronal cells into DAergic

neurons has naturally become an exciting therapeutic

strategy for PD. By forced expression an array of neuron-

determining TFs, such as Ascl1, Brn2, Myt1l, Sox2, Ngn2,

and DAergic neuron fate-determining TFs, such as Nurr1,

Lmx1a, FoxA2, and Pitx3, fibroblasts have been success-

fully converted into DA-like neurons in vitro [6, 7]. The

iNs are capable of releasing DA and exhibit DAergic

neuron-like electrophysiological profiles. Importantly,
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transplantation of iNs into the striatum alleviates the motor

defects in mouse [6] and rat [7] models of PD.

iDNs from Glial Cells In Situ

Although the DAergic neurons derived from ESCs, iPSCs,

or iNs in vitro can alleviate the PD motor defects by

transplantation into the striatum or SNpc, the problems of

ectopic cells grafted into the host brain still need to be

overcome, including ethical issues, tumorigenesis, and

immunological rejection. Thus, the concept of converting

DAergic neurons from non-neuronal cells in situ becomes

more attractive and encouraging.

There is a consensus that the same origin of neurons and

glial cells from common progenitor radial glial cells

confers the possibility of converting glial cells into neurons

by lineage reprogramming [8]. Glial cells become reactive

when the brain is damaged or under the neurodegenerative

conditions, forming glial scars that initially restrict the

spread of damage, but ultimately are harmful to axonal

regeneration [9]. Reprogramming these cells into func-

tional neurons not only reduces the detrimental effects of

glial scars, but also re-establishes damaged neuronal

circuits and facilitates functional recovery. The striatum

and SNpc are the most seriously affected brain regions in

PD patients and animal models, and converting the glial

cells into functional DAergic neurons in these two regions

is an appealing strategy for PD therapy.

But more recently, Zhang and colleagues reported that

‘‘the presumed astrocyte-converted neurons were not

originated from the resident astrocytes but from the

adeno-associated virus (AAV)-infected endogenous neu-

rons’’ [10]. Intriguingly, there was a tit-for-tat report from

Chen and colleagues showing that the astrocyte-converted

neurons did indeed originate from the astrocytes through

lineage tracing [11]. The possible explanations for this

discrepancy are that the titers of AAV used in their studies

and the number of tracing days for astrocyte-to-neuron

conversion after virus injection were different. Application

of a much lower titer of AAV with more tracing days

enabled Chen and colleagues to detect the astrocyte-to-

neuron conversion through lineage tracing. Therefore, this

controversy alerts the field of lineage transdifferentiation

that, to draw a stringent conclusion, the lineage-tracing

strategy is essential for the determination of cell fate

conversion in vivo.

iDNs from Glial Cells in the Striatum?

The striatum is a hot-spot for cell-based PD therapy due to

its large volume and its critical roles as a converging node

in movement control. Whether glial cells in the striatum

can be converted into functional DAergic neurons is a

hotly-debated issue (Fig. 1).

Glial cells can transdifferentiate into neurons efficiently

in the striatum [12–20]. Astrocytes are non-neuronal glial

cells that can be converted into neuroblasts by expressing

the TF Sox2, and they further develop into mature neurons

when treated with histone deacetylase inhibitor, BDNF,

and noggin [14], and NG2 glial cells could be repro-

grammed into neurons by expressing the TFs Ascl1,

Lmx1a, and Nurr1 [17]. Furthermore, the iNs are func-

tionally integrated into local neuronal circuits.

The subtypes and identities of iNs in vivo were

determined by multiple factors [21]. Astrocytes can be

converted into pyramidal neurons in stab-wounded cortex

by expressing Ngn2 and Nurr1; these neurons develop

lamina-specific hallmarks and molecular identities accord-

ing to their laminar location [22], indicating the important

roles of region-specificity, and even layer-specificity in

determining the identity of iNs. Non-neuronal cells in the

striatum and cortex can be converted into GABAergic and

glutamatergic neurons by combined treatment with growth

factors and the TF neurlgenin2, respectively [12]. These

findings imply that the intrinsic property of starter cells and

microenvironmental cues impact the identity of iNs, and

the non-neuronal cells are inclined to be converted into the

intrinsic subtypes of neurons at different brain loci in situ.

GABAergic neurons are the dominant intrinsic neurons

in the striatum, thus glial cells are apt to be converted into

this subtype of neuron in this region. Indeed, that glial cells

are mainly converted into GABAergic neurons in the

striatum by expression of lineage-specific factors has been

supported by a series of studies [13, 15, 18]. Astrocytes are

converted into calretinin-positive interneurons by Sox2

expression [13], NG2 glial cells into fast-spiking parval-

bumin neurons by the TFs Ascl1, Lmx1a, and Nurr1

expression in the striatum [15], and oligodendrocytes

(another kind of glial cell) into GABAergic cells including

DARPP32- and parvalbumin-positive neurons by knock-

down of polypyrimidine tract-binding protein (PTB) [18].

However, several groups have reported that astrocytes can

be converted into DA-like neurons by lineage reprogram-

ming in the striatum of 6-OHDA induced PD models

[16, 19, 20]. By application of the TFs Neurod1, Ascl1, and

Lmx1A and the microRNA miR218 [16], or by application

of the TFs Ascl1, Pitx3, Lmx1a, and Nurr1 and electro-

magnetized gold nanoparticles (AuNPs) under EMFs [19],

or by PTB knockdown with CRISPR-CasRx [20], astro-

cytes can be converted into DA-like neurons in the

striatum. More importantly, the induced DA-like neurons

alleviate the PD motor defects. How can this discrepancy

be explained? One possible explanation is the presence of

reactive gliosis in the striatum of the 6-OHDA-induced PD

model, and reactive astrocytes are prone to be converted
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into DAergic neurons. However, Pereira et al. has reported

that glial cells are converted into GABAergic interneurons,

when transdifferentiated with the lineage conversion TFs

Ascl1, Lmx1a, and Nurr1, in the striatum of the 6-OHDA-

induced PD model [15], implying that reactive gliosis alone

does not affect the subtypes of iNs, and other essential

factors/conditions may be responsible for the discrepancy

in the subtypes of iNs.

iDNs from Glial Cells in the Midbrain/SNpc?

The number of DAergic neurons is substantially reduced in

the SNpc of PD patients and animal models. Theoretically,

the SNpc should be the principal target for CRT. Consid-

ering the long projection from the SNpc to the striatum and

lack of environmental cues to guide the grafted cells/trans-

differentiated cells in the VTA projecting to the striatum in

the adult brain, this region has not been considered as an

ideal therapeutic target for cell-based PD therapy. How-

ever, recent research has shown that human ESC-derived

midbrain DA neurons characterized by the A9 subtype

reconstruct the nigrostriatal pathway and restore motor

function in the PD mouse model after being grafted into the

substantia nigra, implying that the identity of grafted

neurons determines the axonal pathfinding to the dorsal

striatum [23]. We first reported that astrocytes can be

converted into DAergic neurons by PTB knockdown in the

SNpc, and the motor defects of the PD mouse model are

completely reversed [24]. Unexpectedly, the iDNs pro-

jected their axons to the dorsal striatum and reconstructed

the nigrostriatal pathway, accompanied by the restoration

of DA release in the striatum of PD mice. The behavioral

tests showed the complete reversal of apomorph- and

amphetamine-induced rotation, as well as motor defects in

the cylinder test, indicating functional restoration. This

opened a new avenue for PD therapy.

However, the subtypes of iNs in the midbrain/SNpc

were also different (Fig. 1). Pereira et al. reported that glial

cells in the midbrain transfected with the TFs Asl1, Lmx1a,

and Nurr1, were converted into interneurons, but not TH-

positive neurons in PD models [15]. Thus, the findings that

the mechanisms underlying DA-fate determinants such as

Lmx1a and Nurr1 cannot convert glial cells into DAergic

neurons, and only PTB downregulation can, needs further

investigation before clinical trials.

Fig. 1 Glial cell-induced neurons (iNs) in the striatum and midbrain/

SNpc in the PD mouse model. A Transcriptional factors (TFs) are

delivered into the striatum (upper panel) or midbrain/SNpc (lower

panel). B The subtypes of iNs are identified by both immunohisto-

chemistry and electrophysiology, but the results are different in the

striatum or midbrain/SNpc by application of different combinations

of TFs. Note the different combinations of TFs in the dashed

rectangle. The values in parentheses are the conversion efficiency.

C Functional analysis of iNs. The iNs, including DAergic and

GABAergic neurons, are functionally mature; only DAergic neurons

have a therapeutic effect in the PD mouse model. AuNPs, gold

nanoparticles; EMF, electromagnetic field; NDA: no data available.
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Strategy of Reprogramming Site-Selection for PD
Therapy

Regarding reprogramming sites in the striatum and SNpc

for PD therapy, the SNpc may be the better candidate.

First, iDNs can be efficiently converted from astrocytes by

PTB downregulation. Second the SNpc is where DA

neurons reside, and the converted DAergic neurons are not

alien to neighboring cells. The iDNs receive synaptic

inputs from different upstream neurons, regulating the

excitability of iDNs and ensuring proper DA release in the

striatum. However, iDNs are ectopic to the striatum, and

there are no proper circuits that control iDNs in the

striatum, leading to random and irregular release of DA,

which would lead to side-effects such as dyskinesia.

Combination of TFs for the Induction of DA
Neurons

The aim of combination of TFs in cell-lineage conversion

is either to improve the conversion efficiency, or to obtain a

specific subtype of cells, or both. Ascl1, Brn2, Myt1l,

Sox2, Ngn2, and NeuroD1 play major roles in converting

non-neuronal cells into neurons. The different combination

of the above TFs contributes to the different efficiency of

cell-lineage conversion. Vierbuchen et al. reported that the

conversion rate of fibroblast-to-neuron under the combi-

nation of Ascl1, Brn2, and Mytl1 is 2–3 folder higher than

that of Ascl1, Brn2, Mytl1, Zic1, and Olig2 in vitro [4].

Cell-lineage conversion is more complicated in vivo

than in vitro. Besides the efficiency of conversion, the

subtype of iNs is another major challenge. It is conceivable

that many neurological diseases preferentially affect a

specific subtype of neurons over other types. For instance,

since DAergic neurons are preferentially lost in PD,

induction of DAergic neurons from glial cells in situ

should be the ideal method for PD treatment. It is

reasonable to suggest that the co-introduction of DAergic

neuron fate-determining TFs, such as Nurr1, Lmx1a,

FoxA2, and Pitx3, along with the neuron-determining

TFs noted above, can convert glial cells into DAergic

neurons. However, the expression of Ascl1, Limx1a, and

Nurr1 in Ng2 cells in the striatum fails to generate DAergic

neurons, but produces GABAergic neurons [15]. This is

somewhat surprising, as Nurr1 is critical for the differen-

tiation of DAergic neurons, while under the condition of

expressing Ascl1, Limx1a, Nurr1, and Pitx3, astrocytes are

successfully converted into DAergic neurons in the stria-

tum of a PD mouse model [19]. The combination of Pitx3,

a factor important for the early development and survival

of midbrain DAergic neurons, with Nurr1 may be crucial

for the conversion of DAergic neurons from glial cells. Of

note, the intrinsic lineage of the glial cells and local

environmental cues are also essential for the final fate of

the converted cells in vivo.

To improve the efficiency of cell-lineage conversion

in vivo, the combination of TFs with other assistant factors,

such as small molecules (VPA, BDNF, noggin, FGF2, and

EGF), microRNAs (miR124 and miR218) and physical

methods (AuNPs and EMF), have also been applied to cell-

lineage reprogramming. For example, the conversion rate

of DAergic neurons from astrocytes under the combination

of TFs Ascl1, Pitx3, Lmx1a, and Nurr1 with electromag-

netized AuNPs under EMF conditions, which promotes

histone acetylation and thereby increases the accessibility

of neuronal loci to TFs, is 4–5 fold higher than that of the

TFs alone [19].

Therefore, different combinations of TFs determine the

conversion efficiency from glial cells to specific subtype of

neurons to a large extent, and some assistant factors also

play a synergistic role in the improvement of the conver-

sion rate. Thus, further investigation of the underlying

mechanism is necessary and important for the development

of lineage transdifferentiation and the treatment of neuro-

logical diseases.

Challenge of Treating PD with iDNs

Although some reports of glia-to-iDN conversion in vivo

provide the proof-of-concept for PD treatment, some

challenges still need to be overcome before clinical

translation. The first challenge is how to convert glial cells

into bona fide midbrain DA neurons. Some iDNs share

certain markers identical to midbrain DA neurons, but they

are not fully functional neurons. The second challenge is

how to control the quantity of iDNs. A few iDNs is not

sufficient to relieve the PD syndromes. However, excessive

iDNs induce side-effects such as dyskinesia by releasing

more than sufficient DA in the striatum. The third but not

the last challenge is how to maintain the long-term survival

of iDNs in brain. On one hand, the iDNs derived from PD

patients commonly carry the genetic mutations associated

with PD. On the other hand, the overall milieu/microen-

vironment of the PD brain is not iDN-friendly. Both of

these quickly lead to iDN degeneration.

Summary

Lineage reprogramming provides an alternative therapeutic

strategy not only for PD, but also for other neurodegen-

erative diseases, such as Huntington disease and Alzheimer

disease. Glia cells are ideal sources of starter cells for

reprogramming, and the option of nuclei or brain regions
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for reprogramming will be critical for the clinical transla-

tion of iDNs for PD therapy. The studies of iDNs in situ for

PD therapy are at initial stage and many obstacles still have

to be overcome before clinical translation.
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A new conceptual model has been proposed for Parkin-

son’s disease (PD) pathogenesis, which can be divided into

triggering, facilitating, and aggravating processes [1].

Mitochondria are believed to participate in all three phases:

pesticides (one of the definite triggers in PD pathogenesis)

inhibit mitochondrial complex I (MCI); mitochondrial

dysfunction also comes into play as facilitator/aggravator

via the chronic production of reactive oxygen species

(ROS) or the link with impaired autophagy/neuroinflam-

mation; and finally the neurodegeneration and the spread of

a-synuclein pathology [1].

Among several subpopulations of vulnerable neurons in

PD, dopaminergic neurons are more susceptible because

they have fewer mitochondria, while their extensive,

branching axons place more bioenergetic demand on

mitochondria [2].The direct link between mitochondrial

dysfunction and PD pathogenesis has been validated by a

recent study showing that loss of Ndufs2, a vital subunit of

the MCI catalytic core, is sufficient to cause the disruption

of MCI and progressive parkinsonism [3]. In mice with

Ndufs2 deletion, the energy supply in dopaminergic

neurons switches from mitochondrial ATP production to

almost entirely glycolysis. This reveals the metabolic

plasticity of dopaminergic neurons; however, this also

leads to axon-first loss-of-function, and triggers a gradual,

levodopa-reactive parkinsonism ultimately as shown in

humans [3]. More recently, strong evidence from gut

microbiota studies further supports a role for mitochondrial

dysfunction in PD pathogenesis. Both in vitro and in vivo,

the microbial toxin b-N-methylamino-L-alanine (BMAA)

specifically targets mitochondria thus inducing their frag-

mentation and decreased turnover. Although there is still

no evidence that the gut microbiota can produce BMAA

in vivo, foodborne (often detected in aquatic food products)

BMAA is able to travel from the gut to the brain and target

mesencephalic rather than cortical mitochondria. Together

with the intestinal events such as gut dysbiosis, loss of

barrier integrity, and the propagation of a-synuclein

aggregates, dysfunctional mitochondria drive innate immu-

nity activation and neuroinflammation, which primes

neurodegeneration and motor deficits [4].

The above evidence points to the importance of

mitochondrial dysfunction in sporadic PD developing from

environmental insults. Several monogenic mutations that

encode proteins responsible for maintaining mitochondrial

health have been implicated in early-onset PD, among

which PINK1 (PARK6) has been extensively investigated

[5]. The PINK1 gene encodes a mitochondrial serine/

threonine protein kinase known as PTEN-induced kinase 1,

which can phosphorylate the cytoplasmic E3 ubiquitin

ligase Parkin and recruit the latter to damaged mitochon-

dria. Mitochondrial proteins go through ubiquitination and

then recruit autophagosomes for mitophagy; this helps to

clear damaged mitochondria and protect cells from injury

and stress. PINK1 is believed to promote mitochondrial

ubiquitination either dependent on PRKN or likely through

other ubiquitin E3 ligases. There is also new evidence that

Pink1 is not necessary for mitochondrial ubiquitination in

Dnm1l/Drp1 (a dynamin-related GTPase) knockout mice,

in which mitophagy is blocked. In the absence of Pink1,

& Ning Song

ningsong@qdu.edu.cn

& Junxia Xie

jxiaxie@public.qd.sd.cn

1 Institute of Brain Science and Disease, School of Basic

Medicine, Shandong Provincial Key Laboratory of Patho-

genesis and Prevention of Neurological Disorders, Qingdao

University, Qingdao 266071, China

123

Neurosci. Bull. July, 2022, 38(7):825–828 www.neurosci.cn

https://doi.org/10.1007/s12264-022-00867-0 www.springer.com/12264



mitochondrial ubiquitination does not decline in the dnm1-

knockout liver; instead, a new mechanism of SQSTM1-

KEAP1-RBX1 complex-dependent ubiquitination occurs

for mitophagy. It has been suggested that PINK1 controls

the balance between mitochondrial fission and fusion,

rather than globally controlling mitochondrial ubiquitina-

tion [6]. Actually, the PINK1–Parkin–ubiquitination sig-

naling cascade is not the only pathway regulating

mitophagy. A new kinase substrate of PINK1 has recently

been reported to provide new mechanistic insights into

PINK1-primed mitophagy. Mitochondrial Tu translation

elongation factor (TUFm) can be phosphorylated at Ser222

in a PINK1-dependent manner. By interfering negatively

with the conjugation of Atg5-Atg12, the autophagy-related

proteins in Drosophila and human, phosphorylation of

TUFm-S222 is then sufficient to interact with PINK1

genetically and negatively regulate mitophagy. This study

concluded a dual role of PINK1 in regulating mitophagy,

either activating mitophagy as previously reported or

suppressing mitophagy via the phosphorylation of TUFm.

Notably, the self-antagonizing feature of PINK1-TUFm in

mitophagy is evolutionarily conserved across species [7].

Interestingly, PINK1 protein is selectively more abun-

dant in primate brains than in rodent brains. However, in a

new PINK1-knockout monkey model using CRISPR/Cas9,

there is no alteration in the morphology and number of

mitochondria assessed by electron microscopy in surviv-

ing/degenerated neurons in the substantia nigra. Consistent

with the in vivo findings, mitochondrial proteins (VDAC1,

TOM20, Complex-II, -III, -V) in cultured primary monkey

neurons with PINK1 deletion and mitochondrial dynamics

(size, length, and motility) in PINK1-deleted astro-

cytes are not significantly different. Meanwhile, PINK1

deficiency reduces the phosphorylation of several proteins

important for neuronal function and survival. Therefore,

neurodegeneration caused by PINK1 mutation/deletion

might be attributable to the PINK1 kinase activity rather

than its mitochondrial function, thus updating the current

understanding of PINK1 contributions to the pathogenesis

of PD [8].

More recently, PINK1 deficiency has first been reported

to be associated with ceramide accumulation in mitochon-

dria via a defective electron transport chain. An accumu-

lation of ceramide was observed in mitochondria isolated

from Pink1-knockout mouse embryonic fibroblasts and

Pink1-deficient flies, as well as patient-derived fibroblasts

endogenously carrying homozygous PINK1 mutations,

suggesting that the aberrant ceramide homeostasis associ-

ated with PINK1 is evolutionarily conserved. Importantly,

increased ceramide accumulation in PINK1-deficient mito-

chondria are proposed to serve as a signal for ceramide-

induced mitophagy. This might be in an attempt to meet the

requirements for mitochondrial clearance when impaired

mitophagy is caused by PINK1 mutations, although it is

still not consistent whether PINK1 deficiency severally

affects mitochondrial function in different models [9]. We

speculated that, in spite of the dispensable role in

mitochondrial ubiquitination and even mitochondrial func-

tion, PINK1 does not appear to be exclusively related to

mitochondrial dysfunction. Considering that PINK1 is a

clear monogenic factor in familial PD, unveiling the

contributions of PINK1 in the mitochondria-associated

neurodegeneration of PD is worthy of further investigation,

especially in unique models such as Drosophila, rodents,

and human beings.

As for ceramide (lipid) homeostasis, recent findings

have demonstrated that lipids surrounded by defective

mitochondria are present in the Lewy body cores of

postmortem brains from PD patients [10]. Accumulation of

lipids within cells induces cellular stress in which lyso-

somes play a pivotal role. GBA1 encodes glucocerebrosi-

dase (GCase), a lysosomal enzyme involved in ceramide

synthesis, known to be the most common risk factor in PD

pathogenesis. GBA1 mutations cause lysosomal dysfunc-

tion, as well as the accumulation of glucosylceramide and

a-synuclein, which contribute to a toxic cascade. Wild-type

GCase activation by small-molecule modulators is able to

rescue pathogenic phenotypes in induced pluripotent stem

cells (iPSC)-derived dopaminergic neurons or mice with

GBA1 mutants [11]. Apart from the well-accepted lysoso-

mal contributions in GBA1-related neurodegeneration [12],

recent findings support the role of mitochondrial dysfunc-

tion. Impaired mitophagy has been reported in postmortem

brains from PD patients carrying heterozygous GBA

mutations [13]. In mice with the L444P knock-in mutation,

mitochondrial fission in the hippocampus decreases and

fewer impaired mitochondria are recruited to phagophores

in hippocampal neurons, which specifically inhibits

mitophagy due to the mutant GCase protein. Meanwhile,

the absence of GCase activity hinders the lysosomal

clearance of autophagosomes. Therefore, a dual mecha-

nism of both the mutant protein and the loss of GCase

activity disrupt both an initial step of recruitment and a

subsequent step of lysosomal degradation, eventually the

mitochondrial dysfunction and mitophagy defect triggered

by GBA1 mutations [13].

Recently, mitochondrial-lysosomal (M–L) contact has

been shown to mediate and bilaterally control the cross-talk

between the two organelles in human neurons. Visualized

by confocal live-cell microscopy, the duration of M–L

contact tethering is prolonged in PD patient-derived mutant

GBA1 dopaminergic neurons, indicative of inefficient

untethering events, that is, decreased levels of the unteth-

ering protein TBC1D15. The prolonged tethering is caused

by the selective loss of GCase activity rather than global

lysosomal enzyme dysfunction, and this can be restored by
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increasing GCase activity [14]. The E3 ligase thyroid

hormone receptor interacting protein 12 (TRIP12) has been

identified as a major regulator of GCase. TRIP12-mediated

ubiquitination of GCase at lysine 293 strictly controls

GCase levels via the ubiquitin-proteasome system. The

level of TRIP12 is significantly inversely correlated with

GCase in the SN of PD patients. Both in vivo and in vitro

evidence has suggested that increased TRIP12 causes

premature GCase degradation, leading to mitochondrial

dysfunction and thus a-syn aggregation. GCase is required

in TRIP12-triggered mitochondrial dysfunction since

TRIP12 overexpression does not worsen the mitochondrial

dysfunction in GBA1-knockout SH-SY5Y cells, while

GCase overexpression fully rescues the reduction of

mitochondrial length and the decreased MCI enzyme

activity [15]. In GBA1-knockout SH-SY5Y cells, reduced

GCase activity is accompanied by reduced mitochondrial

length and increased ROS, although a previous study

reported that cells with GBA deletion (loss of GCase

enzyme activity) do not show mitochondrial defects [16].

Therefore, we conclude that GCase functional impairment

is strongly associated with mitochondrial dysfunctions;

however, the direct link between GCase and mitochondria

needs to be further elucidated.

Last but not least, as the key contributor to PD

pathogenesis, a-synuclein, either under physiological or

pathological conditions, is closely linked to mitochondrial

function. Oligomeric a-synuclein has been delivered to

localize to the mitochondria and interact with ATP

synthase. Generating ROS is thought to be an intrinsic

property of the oligomers, which induces lipid peroxidation

in particular at the inner mitochondrial membrane [17].

Given the interrelated nature of lipid homeostasis, mito-

chondrial, and lysosomal function in a-synuclein pathology

[18–20] (Fig. 1), we highlight the influence of mitochon-

drial dysfunction in PD pathogenesis, with an emphasis on

the PINK1 and GBA1 mutations in familial PD and PINK1

and GCase dysfunction in sporadic PD.

Fig. 1 Under physiological conditions, PINK1 phosphorylates and

recruits the cytoplasmic E3 ubiquitin ligase Parkin, the latter

mediating the ubiquitination of mitochondrial protein and then

recruiting autophagosomes for mitophagy. PINK1 also phosphory-

lates TUFm and suppresses mitophagy, suggesting a dual role of

PINK1 in regulating mitophagy. Other kinase activity independent of

mitochondria might exist for PINK1. Under the condition of PINK1

deficiency, mitophagy can be blocked. Meanwhile, a new mechanism

of SQSTM1–KEAP1–RBX1 complex-dependent ubiquitination

occurs for mitophagy. PINK1 deficiency linked with ceramide

accumulation might also trigger ceramide-induced mitophagy to

meet the requirements for mitochondrial clearance. In addition to

GBA1 mutations resulting in GCase dysfunction, TRIP12-mediated

GCase ubiquitination causes premature GCase degradation via the

ubiquitin–proteasome system. The loss of GCase activity causes the

accumulation of lipids and a-synuclein in lysosomes. This also causes

prolonged mitochondria–lysosome contact via down-regulating the

untethering protein TBC1D15, or disrupts autophagosome recruit-

ment and lysosomal degradation. Although GCase functional impair-

ment is associated with mitochondrial dysfunctions, the direct link

between GCase and mitochondria needs to be further elucidated.
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Visual Working Memory and Capacity Limitation

Working memory plays an important role in many complex

cognitive activities such as thinking, reasoning, decision-

making, and language comprehension. Working memory

refers to a mechanism involving both the temporary storage

and the manipulation of information. As an important

approach toward understanding the mechanisms of work-

ing memory, visual working memory has attracted atten-

tion since the 1990s. Visual working memory plays an

essential role in the perception and cognition of visual

information and simultaneously maintains information

about multiple attributes of a visual object (e.g., colors,

shapes, texture, motion direction, and spatial position) in

different dimensions [1–3].

Visual working memory is one of the essential functions

in daily life. To accomplish a particular goal (e.g., driving a

car to a specific destination), it is usually necessary to

perform multiple visual tasks and handle various types of

information simultaneously (e.g., checking traffic lights

and signs and watching other cars’ movements). In this

situation, the cognitive system for each task must prepare a

necessary amount of memory. As the number of tasks

increases, the total amount of memory necessary for all

tasks increases. However, the capacity of working memory

is limited. A series of human behavioral studies have

shown that the capacity of visual working memory is only

3–4 items [4]. Therefore, under multitasking conditions,

the total amount of resources needed for all component

tasks often exceeds the currently available capacity. As a

result, the performance of one or more component tasks is

impaired. This phenomenon is called dual-task interfer-

ence. To focus discussion more on the current context,

dual-task interference is confined to cognitive processes

involving working memory. To understand the neural

mechanisms of visual working memory and its manage-

ment, it is important to understand why dual-task interfer-

ence happens and how available memory is allocated to

each component task depending on its demand.

Models for Flexible Allocation of Memory
Resources

Based on the results of behavioral and neuroimaging

studies, two models have been proposed to understand the

cause of dual-task interference, namely the slot-based

model and the flexible resource model. The slot-based

model supposes that each item is stored in a ‘‘memory slot’’

and that only three or four such slots are available at one

time [4, 5]. When all slots are taken by one task, additional

items for other tasks cannot be stored, causing dual-task

interference. Luck and Vogel (1997) used a change

detection task to explore the capacity of visual working

& Ji Dai

ji.dai@siat.ac.cn

& Shintaro Funahashi

funahashi.shintaro.35e@kyoto-u.jp

1 Research Center for Medical Artificial Intelligence, Shenzhen

Institute of Advanced Technology, Chinese Academy of

Sciences, Shenzhen 518055, China

2 CAS Key Laboratory of Brain Connectome and Manipula-

tion, the Brain Cognition and Brain Disease Institute,

Shenzhen Institute of Advanced Technology, Chinese

Academy of Sciences, Shenzhen 518055, China

3 Shenzhen-Hong Kong Institute of Brain Science-Shenzhen

Fundamental Research Institutions, Shenzhen 518055, China

4 University of The Chinese Academy of Sciences, Bei-

jing 100049, China

123

Neurosci. Bull. July, 2022, 38(7):829–833 www.neurosci.cn

https://doi.org/10.1007/s12264-022-00853-6 www.springer.com/12264



memory, in which the participants were required to answer

whether two successively presented objects were the same

or not [4]. They found that the participants exhibited 100%

correct performance when the number of items was\3 and

that their performances became significantly worse when

the number of items was [4. Changing the duration of

stimulus presentation did not affect these percentages.

These results support the slot-based model and suggest that

working memory capacity does not affect information

processing.

However, the slot-based model has been challenged by

studies examining how accurately memorized items are

recalled. Behavioral experiments have shown that the

accuracy of behavioral performance gradually decreases

even if the number of objects simultaneously stored is

within the capacity limit [6–8]. In addition to the number,

the features binding to the stored objects such as location

and orientation also affect the behavioral performance [8].

Therefore, the simple slot-based model cannot fully explain

such complex behavioral effects. Thus, the flexible

resource model was proposed, in which memory resources

are allocated for each item flexibly depending on the

importance and complexity of the items or the number of

simultaneously stored items. This model has been sup-

ported by recent behavioral and neurophysiological studies

[9, 10].

Baddeley’s Model of Working Memory
and the Central Executive

The mechanism for allocating a limited capacity of

working memory remains to be solved. Among theoretical

models of working memory, Baddeley’s 4-component

model is well known [11]; this is composed of one master

component and three slave components including the

phonological loop, the visuospatial sketchpad, and the

episodic buffer. Specifically, the phonological loop stores

speech-based information for speech perception and lan-

guage comprehension; the visuospatial sketchpad stores

information for visuospatial processing and other informa-

tion that cannot be processed by language; and the episodic

buffer stores integrated episodes or chunks and not only

acts as a buffer between the phonological loop and the

visuospatial sketchpad but also links working memory with

perception and long-term memory. The master component,

namely the central executive, coordinates and integrates

the operations of the three slave components to achieve the

current goal. The central executive is thought to be a

system for allocating limited memory resources to each of

the slave components depending on their demands. For

example, if visuospatial processing becomes more demand-

ing than language processing, the central executive

allocates more memory to visuospatial processing. Accord-

ingly, an appropriate control process or strategy would

eventually be selected to accomplish the current goal. The

functions of the central executive can be best understood

using the dual-task paradigm. In a dual-task condition in

which the participant is required to remember the locations

and physical features of the objects simultaneously, spatial

and visual working memory processes can function either

independently or interactively depending on different

contexts within a limited memory capacity [12]. Therefore,

a system allocating memory resources to each of two

processes, which corresponds to the central executive, is

inevitable.

The Overlap Hypothesis and Possible Mechanism
of Dual-task Interference

As Baddeley suggested, the dual-task paradigm has been

thought to be an appropriate and effective method to study

the mechanism for allocating working memory resources

based on the demand. The memory demand for performing

each task is not always fixed but changes in a flexible

manner depending on the circumstances and the memory

demands of other tasks. Therefore, the flexible resource

model would be appropriate to explain how limited

working memory resources are allocated to each task in

the dual-task condition. To explain the mechanism of the

flexible resource model, an ‘‘overlap hypothesis’’ (Fig. 1)

has been proposed [13]. When two working memory tasks

(A and B) are performed independently (Fig. 1A, B),

electrophysiological studies show that each neuron in the

prefrontal cortex, for example, usually exhibits specific

stimulus or action selectivity, or exhibits a specific

temporal pattern of activity, which is referred to as task-

specific or task-related activity. Since each task evokes

specific groups of task-related activities, the different

populations of neurons would participate in the perfor-

mance of each task, although some groups of neurons

would participate in both tasks (shared group). When both

tasks are performed simultaneously (dual-task condition,

Fig. 1C), each task not only recruits its own population of

neurons (task A or B specific population, Fig. 1D, E) but

also tries to recruit as many neurons as possible from the

shared group (Fig. 1F) by competition with the other task.

This hypothesis assumes that the strength of the interfer-

ence effect depends on the ‘‘functional brain distance’’

between the regions each of which participates in each

task. If the functional distance is short for tasks A and B,

both tasks A and B would have a greater degree of common

functions for performing both tasks and hence have a larger

population of shared group neurons. Therefore, in dual-task

conditions, a strong competition would occur between two
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tasks to recruit as many neurons as possible from the

shared group.

This hypothesis is supported by several imaging studies.

Early studies using positron emission tomography (PET)

technology indicated that while a dual-task involving both

auditory and visual working memory does not activate any

dual-task specific region, independent performance of each

task activates largely overlapping areas in the prefrontal,

parietal, and cingulate cortex [14, 15]. In a human

functional magnetic resonance imaging (fMRI) study using

a dual-task (auditory comprehension and visual rotation),

activation in the temporal and parietal cortices during the

dual-task was substantially less than the sum of the

activation when the two tasks were performed indepen-

dently, indicating the presence of an interference effect in

the dual-task condition [16]. The degree of overlap of

activated brain areas in single-task conditions correlated

with the degree of the decline in dual-task performance. In

neurophysiological studies using monkeys, since the dor-

solateral prefrontal cortex is thought to be responsible for

dual-task interference, Watanabe and Funahashi recorded

prefrontal activity while the monkeys performed spatial

attention and memory tasks in the dual-task condition [17].

They found that the ability of prefrontal neurons to

represent task-relevant information decreased to a degree

proportional to the increased demand of the counterpart

task. They further proposed that the dual-task interference

is caused by simultaneous and overloaded recruitment of

the common neural population by the two tasks simulta-

neously. Thus, the overlap hypothesis considers that the

memory resource for task A corresponds to a whole

population of neurons that exhibit task-related activity

during the performance of task A. Since the neural

population for task A overlaps the population for task B,

simultaneous performance of both tasks causes competition

between tasks to recruit as many neurons as possible for

each task, which causes normal performance for one task

(winner) and impaired performance for the other task

(loser), or impaired performance of both tasks, because the

size of the shared neuron group is limited. Thus, the

overlap hypothesis would explain how the available

memory resources are flexibly and adaptively allocated to

each component task in multitasking conditions and why

dual-task interference occurs.

Fig. 1 An example of the dual-task and an illustration of the overlap

hypothesis. A A digit recall task (non-spatial visual working memory

task), in which the participant has to remember the numbers during

the delay period. B A visuospatial task (spatial working memory

task), in which the participant has to remember the location of a visual

cue during the delay period. C The dual-task condition, in which the

participant performs both tasks A and B simultaneously. D, E
Schematic activation area of the prefrontal cortex in the single-task

condition. Dark green and magenta indicate activation areas during

the performance of task A and task B, respectively. Note that each

task activates not only its own cortical region but also a region shared

with another task. F Schematic activation area of the prefrontal cortex

in the dual-task condition. Since each task tries to recruit as much area

as possible from the shared region, competition occurs between the

two tasks, causing dual-task interference.
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Conclusion and Perspective

Research on the neural mechanisms of dual-task interfer-

ence has revealed that the memory resource corresponds to

the computational capacity of a neural population associ-

ated with a particular information process and that dual-

task interference is caused by simultaneous recruitment of

the common neural population by concurrently performing

two tasks. By a competition between two tasks to recruit as

many neural populations as possible, a winner and a loser

are determined. However, it is not yet clear how a winner

and a loser are determined and what factor determines a

winner. How much memory is allocated to each of two

tasks is affected by not only the strength of memory

demand of each task but also the order of the task priority

or the significance of the task, or the order of task

performance. It is not known which factor is most effective

for determining the winner. To clarify these unsolved

problems, further studies are needed, probably in non-

human primates, because a variety of neuroscience meth-

ods including invasive approaches (e.g., extracellular

recording, chemical/electrical stimulation, and viral-based

neural tracing) are available in animal studies to understand

the mechanisms of the management of working memory

[18, 19].

In addition, dual-task interference can occur not only

during working memory but also during other phases of

perception and behavioral execution. It is not yet clear

which stage of the cognitive process is more affected by

dual-task interference, and how the similarity between

tasks affects the interference. Using extracellular recording

to reveal function-related activity (e.g. sensory-related,

memory-related, and action-related) and compare the

activity features between single-task and dual-task condi-

tions, and between different pairs of dual-tasks (e.g. a pair

of visual-related tasks and a pair of visual-auditory tasks),

it is possible to address these questions.

On the other hand, the phenomenon that neurons

exhibiting complex response profiles to different tasks

can also be interpreted as ‘‘mixed selectivity’’ [20]. Mixed

selectivity neurons encode distributed information about all

task-relevant aspects. It is not clear how many kinds of

information each or a population of mixed selective

neurons can encode and whether the population activity

of mixed selective neurons recorded during dual-task

performance can decode the information necessary to

perform each component task. Therefore, the capacity of

information that mixed selectivity neurons can encode is

not infinite but is also limited. In that sense, the concept of

the overlap hypothesis seems to be similar to the concept of

mixed selectivity. However, the theory of mixed selectivity

focuses more on the neural dynamics in coding different

features, while the overlap hypothesis talks more about

neuron populations and their brain regions. Even so, there

is potential that these two theories inspire each other and

develop together.

Lastly, understanding how the nervous system performs

memory management efficiently and in a coordinated

manner to operate multiple cognitive processes may

contribute to the development of a new generation of

artificial intelligence (AI) [21]. To perform multiple tasks

simultaneously without any disturbance from any task, AI

systems must install appropriate memory management

mechanisms. Understanding how a winning task is deter-

mined, what factor determines a winning task, and how the

task priority, the task significance, or the order of the task

performance affect which task becomes a winner in

behavioral and neurophysiological studies would provide

important information to avoid interference effects in

multitasking conditions and contribute significantly to

develop a new generation of AI systems.
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Adenosine 50-triphosphate (ATP) is a purinergic signal that

can be sensed by all major cell classes in the brain. ATP is

a key signal released during periods of physical damage/

injury, inflammation, and neurological events, such as

seizures. Understanding ATP signaling in the living brain

is complicated by its fast enzymatic degradation, its action

at multiple receptors, and its somewhat elusive mechanism

of release across cell classes. Luckily, the Li lab has

recently developed a highly optimized, genetically encoded

ATP sensor with the potential to greatly improve our

understanding of ATP signaling mechanisms and dynamics

[1] (Fig. 1).

Termed GRABATP1.0, the sensor developed by Wu et al.

is based upon the circularly-permutated GFP concept

underlying GCaMP sensors. However, GRABATP1.0 is

fused to the ATP- and ADP-sensing G-protein coupled

receptor, P2Y1 (Fig. 1). This *1.9 kb construct has been

successfully packaged into a number of plasmids and can

be selectively expressed in neurons and astrocytes through

AAV transfection. What makes GRABATP1.0 a particularly

excellent resource is its selectivity for ATP and ADP over

all other purines and neurotransmitters. In addition,

GRABATP1.0 senses ATP in a dynamic range spanning 1

nmol/L to 1 mmol/L, matching the extracellular concen-

trations of ATP expected during physiology and

pathophysiology [2]. Finally, upon ATP stimulation,

GRABATP1.0 demonstrates a 5- to 10-fold fluorescent

response in culture or zebrafish, with responses reaching

3-fold in the mouse cortex. Based upon its dynamic range,

fluorescent signal, and reliable expression, GRABATP1.0

exhibits ideal qualities for a robust in vivo sensor for ATP

and ADP (Fig. 1).

One of the major questions surrounding ATP signaling

is how it is released by different cell classes. In the spinal

cord, ATP can be released through a vesicular mechanism

to influence chronic pain conditions [3]. However, in the

brain, the ATP release mechanism is largely obscure. In

zebrafish, ATP can be released through the hemichannel

Pannexin-1 [4]. In mouse, neuronal hyperactivity can

induce ATP release through a hemichannel of as yet

unknown identity [5]. Using the newly developed

GRABATP1.0 sensor, Wu et al. demonstrate that extracel-

lular ATP responses induced by swelling in neuronal

culture are not impacted by tetanus toxin light chain, a

synaptic release inhibitor. Thus, swelling-induced ATP

release is likely non-vesicular. Moving forward,

GRABATP1.0 should allow for robust, high-throughput

pharmacological screening of hemichannels and volume-

sensitive channels to identify the major mediator(s) of

neuronal or glial ATP release.

The second major question surrounding ATP signaling

is the timing of its extracellular actions. As a small

molecule with endonucleases for its extracellular degrada-

tion [2], ATP is expected to be a relatively short-lived

signal. Previously, the timing of ATP signaling has been

studied using microdialysis, which does not allow for real-

time measurements or high sensitivity. In characterizing

their new ATP sensor, Wu et al. provide some intriguing

insights into the signaling time of ATP [1]. In culture, a

transient ATP application evokes relatively rapid
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fluorescent sensor dynamics, including an activation time

in the tens of milliseconds, with a deactivation time in the

hundreds of milliseconds. The inactivation likely reflects a

dispersion or degradation of ATP, because the fused P2Y1

construct does not appear to desensitize, even with 2 hours

of continued ATP exposure. Thus, GRABATP1.0 can rapidly

sense ATP and inactivate upon its loss/dispersion. How-

ever, ATP events reported in zebrafish and mouse can be

exceptionally long-lasting. Local, transient application of

ATP to the zebrafish optic tectum can produce a signal

lasting 30–40 s, while laser-burn injury can induce a

sustained and spreading ATP response for[5 min (Fig. 1).

In mouse cortex, systemic inflammation by LPS injection

can evoke ATP events lasting several minutes (Fig. 1). The

impetus for such long-lived events likely reflects sustained

ATP release, but the cell classes involved and the potential

for feed-forward signaling are all worthy of study. These

key aspects of sustained ATP signaling could be dissected

thanks to the robust nature of the Li lab’s new sensor.

Sustained purine signals are known triggers of pro-

inflammatory cytokines and many neurological disorders

[6], positioning this construct as an informative tool for

future in vivo longitudinal studies of brain and spinal cord

diseases.

Signals like ATP are still incompletely understood when

it comes to their downstream signaling impact on complex

biology. ATP can evoke neuronal and glial Ca2? activity,

microglial process motility, and ionic flux at the receptor

level [6]. Thereafter, there is a somewhat incomplete

picture of how these receptor-mediated responses impact

biology at the circuit or systems level. Recent studies have

demonstrated that local degradation of ATP into adenosine

during seizure activity provides an important negative

feedback loop that reduces pre-synaptic release and seizure

severity [7]. This is a positive first step in understanding

how purines regulate the local environment, beyond their

known roles in cytokine production. The fact that purines

are such a ubiquitous damage and danger signal, potentially

sensed across all brain cell classes, suggests that they play

a key role in coordinating complex brain responses to

disease, injury, and infection. Wu et al. provide an early

example of how to harness an ATP sensor in this domain,

by showing the coordinated motility of dsRed-labeled

microglia towards an ATP-rich injury site. Thus, the

GRABATP1.0 sensor would be extremely useful in studying

microglial process convergence towards neurons during

periods of heightened or lowered brain activity [5, 8, 9]. In

addition, understanding how ATP and other signals, such

as glutamate, interact and potentially reinforce each other

could have great benefits in understanding hypersyn-

chronous disorders such as epilepsy, stroke, migraine,

and chronic pain. The unique pattern of ATP fluorescence,

including its radial spread over many microns has inter-

esting parallels to the glutamate plumes recently described

during migraine [10]. At the same time, it will be

interesting to know which aspects of basal physiology

involve elevated ATP signaling. In particular, it will be

intriguing to study if certain aspects of cognition involve

ATP signaling in the learning, consolidation, or retrieval

phases of task performance.

At this stage, GRABATP1.0 has a few minor limitations.

First, the high end of the dynamic range (1 mmol/L

extracellular ATP) could represent a saturated signal

during pathological events such as stroke or seizure.

Fig. 1 Development of the genetically-encoded ATP sensor

(GRABATP1.0) and its responses to ATP release through in vivo
imaging. GRABATP1.0 is an ATP (and ADP)-specific sensor that

increases green fluorescence upon extracellular ATP binding.

GRABATP1.0 is validated in vivo in zebrafish and mouse brain. In

zebrafish, microglia respond to radially spreading ATP release from

the site of injury. In mouse cortex, ATP release events occur during

LPS-induced systemic inflammation.
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Towards this end, the authors have also developed a lower

affinity variant with faster off-time kinetics, called

ATP1.0-L, which should help in detecting faster ATP

events during pathology. The second limitation of any

extracellular ATP sensor is its inability to pinpoint the

cellular source(s) of ATP release without additional

pharmacological or genetic approaches. This would be

particularly important to determine in their studies of ATP

release in LPS-induced systemic inflammation. The third

limitation of GRABATP1.0, as noted by the authors, is its

inability to distinguish between ATP and ADP in real time.

The final limitation of GRABATP1.0 is its current AAV

packaging under hSyn and GFAP promoters. In future, a

Cre-dependent viral construct (i.e., ‘‘FLEX’’) would allow

for a greater range of expression, while a knock-in mouse is

currently needed to study microglia. Nevertheless, having a

robust ATP sensor opens up countless possibilities to better

understand an elusive signaling molecule noted for its roles

in disease and injury. The GRABATP1.0 sensor and its

potential combination with red-shifted sensors and phar-

macology should allow researchers to uncover new mech-

anisms governing ATP release and regulation, as well as its

impact on acute or chronic disease progression.
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As an important part of Traditional Chinese Medicine,

acupuncture has the history of several thousand years in

China and has been widely applied and accepted in clinical

practice all over the world. Modern randomized clinical trials

have demonstrated the effectiveness of acupuncture in treating

a range of ailments, including gastrointestinal disorders and

stress urinary incontinence [1, 2]. The ancient ‘meridian-

channel’ theory claimed that applying certain stimuli to

specific somatic tissues (acupoints) can remotely regulate the

physiology of internal organs [3]. However, the actual

existence of such meridians has not been supported by modern

anatomical studies, although acupoints appear to be located in

fascial tissue rich in nerves, vascular/lymphatic vessels, and

immune cells [4]. But a recent study published in Nature

showed that some bodily physiology can be modulated by

nerve reactions that are directly related to acupoint stimula-

tion. The researchers found that a class of PROKR2Cre-labeled

dorsal root ganglion (DRG) neurons is essential for low-

intensity electroacupuncture stimulation (ES) to activate the

pathway of the vagal-adrenal axis [5]. Notably, according to

the physical distribution characteristics of such nerves, the

anti-inflammatory effect of low-intensity ES at different parts

can be predicted, providing strong evidence for the relative

specificity of acupoints.

Since the 1970s, some studies have demonstrated that

squeezing or ES can activate the peripheral branches of

neurons from the DRG and trigeminal ganglion. Then the

sensory information is transmitted from the spinal cord to

the brain, ultimately modulating various aspects of physi-

ology through the activation of peripheral autonomic neural

pathways [6]. The autonomic nervous system is divided into

parasympathetic and sympathetic branches. Strong extru-

sion or ES at abdominal acupoints such as Tianshu (ST25)

can drive gastrointestinal sympathetic nerve pathways to

restrain motility via both segmental spinal reflexes and

supraspinal circuits. Meanwhile, the same stimulus at fore/

lower limb acupoints such as the hindlimb Zusanli (ST36)

acupoint drive a vagal reflex parasympathetic response and

promote gastrointestinal motility. These results suggest that

a certain level of stimulation is able to drive different

autonomic neural pathways from diverse acupoints or body

regions, leading to positive or negative regulation of visceral

physiological processes.

ES can also drive the ability to regulate severe systemic

inflammation or cytokine storms. Okusa et al. first pointed

out that ES of cervical cholinergic vagal efferents inhibits

systemic inflammation, which was further confirmed in

subsequent studies [7, 8]. Some studies have also found that

ES at acupoints in limb areas can activate vagal efferents,

resulting in dopamine release and subsequent inhibition of

systemic inflammation [8, 9]. In a recent study, Liu et al.

found that the adrenal vagal reflexes can be driven by low-

intensity ES at acupoints of the hind limbs, while driving the

gastric vagal reflexes requires higher-intensity stimulation

[3, 10]. Interestingly, these vagal reflexes in two different

body regions are able to be activated by ES at hindlimb

acupoints, but not at abdominal acupoints [2]. The different

results for reflexes activation caused by distinct acupoint

stimulation also occurs in the sympathetic reflexes. For
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example, the splenic sympathetic reflexes can be activated

from almost all body regions, unlike the gastrointestinal

sympathetic reflexes that are selectively activated by

abdominal ES [6]. These phenomena provide an important

direction for future research on the neuroanatomical basis of

acupuncture, that is, how to explain the selective specificity

and intensity dependence between acupoints that drive

various autonomic nerve pathways.

In this study, the researchers hypothesized that the

vagal-adrenal axis is driven by sensory pathways that

innervate the specific tissues of the hind limbs, such as

joints, bones, and skeletal muscles, rather than by other

regional or superficial tissues. They first discussed the

distribution of neurons marked by PROKR2Cre, a class of

myelinated neurons that are mainly enriched and expressed

in DRGs innervating limb segments. And made it clear that

they specifically innervate the deep fascia tissue of limbs

(such as periosteum, joint ligament, and myofascia), but

not the epidermal tissue of skin and the main fascia tissue

of the abdomen (such as the peritoneum). Based on this

conclusion, the researchers specifically knocked out such

DRG sensory neurons by cross genetic methods to study

the role of PROKR2Cre DRG neurons in the acupuncture-

induced vagal-adrenal anti-inflammatory pathway.

The ES test was performed on the hindlimb ST36 acupoint

of PROKR2ADV-Abl mice (the PROKR2Cre-marked DRG

neurons were ablated) and control mice (without ablation of

PROKR2Cre-marked DRG neurons) by inserting bilateral

electroacupuncture into the tibialis anterior muscle near the

peroneal nerve. In control mice, low intensity (0.5 mA) ES

was sufficient to induce the release of norepinephrine,

epinephrine, and dopamine from the adrenal chromaffin cells

dependent on the vagus nerve, resulting in a 50% reduction in

tumor necrosis factor (TNF) and interleukin-6 (IL-6) induc-

tion and a 40% increase in survival rate. Meanwhile these

effects were not found in PROKR2ADV-Abl mice. Referring

to the previous research conclusion of the team on abdominal

ST25 acupoint ES, 0.5 mA cannot drive the vagus nerve or

sympathetic nerve reflex. And only high intensity ES can

drive the sympathetic reflex, having an anti-inflammatory

effect independent of vagus nerve effusion. No changes were

found in PROKR2ADV-Abl mice; high-intensity ES at the

ST36 acupoint on the hind limb also drove the spinal

sympathetic reflex and had an anti-inflammatory effect

(Fig. 1A). Therefore, it is reasonable to speculate that

PROKR2ADV neurons are the only neurons required for low

intensity ES to drive the vagus-adrenal anti-inflammatory

axis from the hindlimb ST36 acupoint (Fig. 1B).

In a gain-of-function study, the researchers further inves-

tigated whether the intensity of laser acupuncture could

substitute for low-intensity ES stimulation by triggering

action potential discharges in PROKR2ADV-labeled DRG

neuron subsets using blue-light pulses. Similar to the above

experimental results, the induction rate of Fos induced by

spinal neurons of lamina I, retrogradely labeled Fos in output

neurons of the vagus nerve, and ChAT? efferent neurons

increased significantly under bilateral light stimulation of the

ST36 site, accompanied by increased levels of nore-

pinephrine, adrenaline, and dopamine. The anti-inflammatory

effect resulted in a 50% reduction in TNF and IL-6 production

and a 50% increase in survival compared to the control group.

Thus, optical activation of PROKR2ADV fibers can basically

simulate 0.5-mA ES at the ST36 acupoint, and fully drive the

vagus-adrenal anti-inflammatory axis. Laser acupuncture is a

new method which uses a laser micro-beam to irradiate

acupoints to treat diseases [11]. Compared with traditional

acupuncture, it has a series of advantages such as simplicity,

no pain, no infection, and no adverse reactions. The above

results clearly provide a theoretical basis for the practical

application of laser acupuncture.

PROKR2ADV neurons innervate different tissue areas: the

NefhlowBmpr1b? subgroup innervates hair follicles, while

Nefhhigh neurons preferentially innervate deep fascia in the

limbs. Is it possible that the vagal-adrenal axis could be driven

both by neurons innervating the superficial skin of the hind

limb and by neurons innervating the deep fascia? To rule out

this possibility, the researchers created mice with selective

transection of either the common peroneal nerve or the lateral

cutaneous nerve and subjected them to electroacupuncture at

the same ST36 point. Fos induction in spinal lamina 1 neurons

that project to the nucleus tractus solitarius were eliminated in

common peroneal nerve-transected mice, while anti-inflam-

matory effects were not affected in tibial or sural nerve-

transected mice. Further intradermal 0.5-mA ES at the ST36

point did not induce any activation of the anti-inflammatory

axis. It is clear that stimulation of neurons innervating the

superficial skin cannot activate the vagal response, which

reinforces the possibility that the vagal-adrenal anti-inflam-

matory axis is mediated by PROKR2ADV sensory neurons

innervating the deep fascia of the limb.

In addition, they also tested whether the innervation

pattern of PROKR2ADV sensory fibers can also produce anti-

inflammatory response through low-intensity ES in other

areas of the body. They performed 0.5-ma ES on the

gastrocnemius muscle of the hindlimb with sparse distribu-

tion of PROKR2ADV, the semitendinosus muscle of the thigh

region, and the forelimb deep branch of the radial nerve close

to the shousanli (LI10) region enriched with PROKR2ADV.

The experimental results clearly showed that the production

of TNF and IL-6 was reduced remarkably after stimulating at

the LI10 acupoint, while ES on the gastrocnemius muscle did

not have the same effect. It is reasonable to speculate that the

innervation pattern of PROKR2ADV sensory fibers could

retrospectively predict, to some extent, the areas of the body

where low-intensity ES drives anti-inflammatory effects,

thus providing clues to other acupoints that can produce anti-
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inflammatory responses through stimulation. What is more,

it is remarkable that the gastrocnemius muscle and semi-

tendinosus muscle, where PROKR2ADV nerve fibers rarely

project, are the traditional acupoints rarely applied dis-

tributed in acupuncture therapy.

In summary, the research team fully authenticated that the

vagal-adrenal axis can be driven by sensory channels that

innervate specific tissues of the human hindlimbs. Further-

more, the experiments also demonstrated the existence of

acupoint selectivity and specificity in driving particular

autonomic nerve channels such as the vagal-adrenal axis,

which retrospectively predict the areas of the body that can

activate anti-inflammatory effects. In addition, the stimulation

factors such as intensity [12] and the depth of needle placement

have also been shown to significantly affect the results of the

experiments. The above conclusion provides some inspiration

for the study of driving different autonomic pathways by

adjusting ES parameters. Predictably, similar studies in the

future will help acupuncture researchers to optimize the

stimulation parameters and design appropriate sham controls,

so as to improve the effectiveness and safety of acupuncture

therapy and solve the treatment and management problems of

specific diseases. There is no doubt that this experimental

result has achieved a historic breakthrough in acupuncture

research. But more acupoints and corresponding autonomic

nerve reflex pathways should be further explored and tested in

follow-up research, so as to form a complete and systematic

neuroanatomical basis of the meridian-channel theory.
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