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The overexpression of transgenic mutant forms of APP/PS1 in 5XFAD mice results in 
early developmental defects of synaptic function, which could potentially contribute to 
age-dependent synaptic pathology and neurodegeneration later in life. As a result, while 
Alzheimer's disease is typically considered a condition that arises in old age, subtle 
neurological defects caused by genetic mutations or risk factors may emerge during the 
early stages of development. The cover illustrates the subtle neurological dysfunctions 
and defects in synaptic development in the 5XFAD mouse at an early post-weaning age, 
using a gray mouse cub in the lower left corner. These changes in neuronal function 
may initiate a lifelong process, depicted by the gray adult mouse in the lower right 
corner that cannot fi nd its way back to its tree-hole home. See pages 881–892. (Cover 
provided by Chang Chen)
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disturbances were further corroborated by decreased den-

dritic spine density and spine head volumes that indicated 

impaired synapse maturation. Slice biotinylation followed 

by Western blot analysis of PFC-L5 tissue revealed that 

5XFAD mice showed reduced synaptic AMPA receptor sub-

unit GluA1 and decreased synaptic NMDA receptor subu-

nit GluN2A. Consistent with this, patch-clamp recording of 

the evoked L23>L5 synaptic responses revealed a reduced 

AMPA/NMDA receptor current ratio, and an increased level 

of AMPAR-lacking silent synapses. These results suggest 

that transgenic mutant forms of APP/PS1 overexpression in 

5XFAD mice leads to early developmental defects of corti-

cal circuits, which could contribute to the age-dependent 

synaptic pathology and neurodegeneration later in life. 

   Keywords     Alzheimer’s disease    ·  Mouse model    ·  Synaptic 

plasticity    ·  Long-term potentiation    ·  Cortical circuit    · 

 Electrophysiology    ·  Learning and memory  

      Introduction 

 Alzheimer’s disease (AD) is the most frequent form of demen-

tia. A hallmark pathology of the AD brain is the degenerat-

ing cortical neurons overloaded with neurofi brillary tangles 

and amyloid plaques [ 1 ]. At the cellular and functional levels, 

early AD brain pathology is characterized by impaired synap-

tic function and synapse loss, manifested as disrupted synaptic 

plasticity, learning, memory, and cognition [ 2 – 4 ]. Transgenic 

mice that overexpress mutated human amyloid precursor pro-

tein (APP), presenilin, and tau genes reproduce many aspects 

of AD pathology such as amyloid β (Aβ) plaques, neurofi bril-

lary tangles, reactive gliosis, and synaptic and neuronal loss, 

which are consistent with behavioral changes such as progres-

sive age-dependent memory impairments [ 5 ,  6 ]. As such, these 

                       Abstract     Mutations in genes encoding amyloid precursor 

protein (APP) and presenilins (PSs) cause familial forms 

of Alzheimer’s disease (AD), a neurodegenerative disor-

der strongly associated with aging. It is currently unknown 

whether and how AD risks aff ect early brain development, 

and to what extent subtle synaptic pathology may occur 

prior to overt hallmark AD pathology. Transgenic mutant 

APP/PS1 over-expression mouse lines are key tools for 

studying the molecular mechanisms of AD pathogenesis. 

Among these lines, the 5XFAD mice rapidly develop key 

features of AD pathology and have proven utility in study-

ing amyloid plaque formation and amyloid β (Aβ)-induced 

neurodegeneration. We reasoned that transgenic mutant 

APP/PS1 over-expression in 5XFAD mice may lead to 

neurodevelopmental defects in early cortical neurons, and 

performed detailed synaptic physiological characterization 

of layer 5 (L5) neurons from the prefrontal cortex (PFC) of 

5XFAD and wild-type littermate controls. L5 PFC neurons 

from 5XFAD mice show early APP/Aβ immunolabeling. 

Whole-cell patch-clamp recording at an early post-weaning 

age (P22–30) revealed functional impairments; although 

5XFAD PFC-L5 neurons exhibited similar membrane prop-

erties, they were intrinsically less excitable. In addition, 

these neurons received smaller amplitude and frequency 

of miniature excitatory synaptic inputs. These functional 
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mouse lines are useful to inform the molecular and cellular 

changes associated with AD. 

 The 5XFAD mouse line, which co-overexpresses human 

APP and presenilin 1 (PS1) harboring fi ve familial AD muta-

tions manifest very early-onset and aggressive amyloid depo-

sition [ 7 ,  8 ]. These mice start to develop amyloid plaques as 

early as ~2 months of age, when they show dramatically accel-

erated intraneuronal Aβ42 production. Pathologically, Aβ dep-

osition emerges in the hippocampal subiculum and in layer 5 

(L5) principal neurons of the neocortex, and rapidly increases 

in aff ected brain regions [ 7 ,  9 ]. Synaptic failure reportedly 

takes place prior to overt plaque formation; for example, hip-

pocampal basal synaptic transmission and theta burst stimu-

lus-induced LTP are impaired at 6 months, but not prior to 4 

months [ 10 ]. In addition, synaptic failure manifests at multiple 

levels, ranging from functional alterations to structural distur-

bances [ 11 ]. Synaptic failure of L5 neurons in 5xFAD mice 

reportedly long precedes the physical loss of synapses, which 

occurs by 12 months of age [ 11 ]. 

 Although AD is considered to be an aging-related neurode-

generative disorder, mutant forms of APP/PS1 are expressed 

throughout the life span. How transgenic over-expression 

of these mutant forms aff ects the developing neural circuits 

remain an outstanding question. The 5XFAD mouse line, in 

which the thy1 promoter is used to drive very early transgenic 

APP/PS1 expression in the brain, off ers a unique opportu-

nity to study neurodevelopmental eff ects of mutant APP/PS1 

over-loading in the aff ected neuron populations [ 7 ]. Despite 

a large literature exploring the mechanisms of neurodegen-

eration in 5XFAD mice [ 12 – 15 ], no study has explored the 

potential developmental sequelae of mutant APP/PS1 early 

on in vulnerable cortical circuits. As the thy1-promotor-driven 

expression of mutated forms of APP/PS1 is expected to pre-

dominantly aff ect L5 neurons [ 11 ,  16 ,  17 ], we reasoned that 

these mutated forms may have a detrimental eff ect at an early 

developmental time point, thus impairing the normal trajectory 

of synapse function and connectivity. In this study, we provide 

electrophysiology evidence of altered intrinsic excitability and 

impaired synaptic activity, as well as disrupted synaptic gluta-

mate receptor content and functional glutamatergic synapses 

in L5 PFC neurons at an early post-weaning age (P22–28). 

To the best of our knowledge, this study reveals some of the 

earliest synaptic functional alterations, and suggests negative 

neurodevelopmental sequelae as an underappreciated neuro-

pathology in this prominent AD mouse model. 

    Materials and Methods 

   Animals and Disease Model 

 The 5XFAD mice used in this study were purchased from 

the Jackson Laboratory (catalog #34848-JAX). This line 

overexpresses both the human amyloid precursor pro-

tein ( APP ) gene with K670N/M671L, V717I, and I716V 

mutations and the human  PS1  M146L and L286V muta-

tions under the Thy1 promoter [ 7 ]. Mice were genotyped 

according to the JAX protocol using three primers (mutant, 

AAG CTA GCT GCA GTA ACG CCA TTT; wild type, 

ACC TGC ATG TGA ACC CAG TAT TCT ATC; and com-

mon, CTA CAG CCC CTC TCC AAG GTT TAT AG). Mice 

were weaned at P21 and used for experiments on postnatal 

days 22–28. All experimental procedures conformed to NIH 

guidelines and were approved by the Institutional Animal 

Care and Use Committee of the University of Arizona and 

the Animal Care and Use Committee of the Model Animal 

Research Center, Nanjing University. 

    Immunohistochemistry/Immunofl uorescence 

 Mice were anesthetized with 4% isofl urane and transcar-

dially perfused with 0.01mol/L PBS, followed by cold 4% 

paraformaldehyde (PFA) formulated in 0.1 mol/L phos-

phate buff er (pH 7.4). Brains were post-fi xed in cold 4% 

PFA overnight at 4°C, and cryoprotected in 30% sucrose 

for 2 days. The brains were then embedded in OCT, and cut 

into 40-μm frozen sections on a sliding microtome (Leica 

SR-2000). The sections were washed three times in 0.01 

mol/L PBS, and permeabilized in PBS-0.2% Triton. For 

APP/Aβ staining, free-fl oating sections were blocked in pri-

mary antibody dilution solution (0.2% Triton, 5% normal 

goat serum, and 1% bovine serum albumin in 0.01 mol/L 

PBS) for 2 h, and incubated with anti-APP/Aβ primary 

antibody (clone 6E10, Biolegend, Cat# SIG-39320. Anti-

body Registry ID: AB_662798. 1:500 dilution) for 24 h, 

followed by Alexa 555-conjugated goat anti-mouse antibody. 

For APP/Aβ, Iba1, and Thio-S triple staining, sections were 

similarly blocked in primary antibody dilution solution, and 

incubated with anti-APP/Aβ (6E10) and anti-Iba1 (#019-

19741, Wako, 1:500 dilution) primary antibodies for 24 h. 

After incubation with A555-conjugated goat anti-mouse 

and A488-conjugated goat anti-rabbit antibodies for 24 h, 

sections were extensively washed in 0.01 mol/L PBS, and 

further stained with 0.025% Thio-S (prepared in 50% etha-

nol–50% PBS) for 10 min. These sections were mounted 

on SuperFrost Plus slides (VWR Scientifi c, West Chester, 

PA) using DAPI-containing Vectashield mounting medium 

(H-1200, Vector Laboratories). Images were captured on 

an LSM 710 confocal microscope (Zeiss GmbH, Germany) 

with appropriate laser lines and fi lters. 

    Whole-Cell Patch-Clamp Recording in Brain Slices 

 Whole-cell recordings were made in L5 pyramidal neurons 

in parasagittal PFC slices. Mice of desired genotypes were 
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anesthetized using 3%–5% isofl urane. To improve slice via-

bility, intra-cardiac perfusion of ice-cold choline solution (in 

mmol/L: 110 choline chloride, 25  NaHCO 3 , 2.5 KCl, 1.25 

 NaH 2 PO 4 , 0.5  CaCl 2 , 7  MgSO 4 , 25 D-glucose, 11.6 sodium 

ascorbate, and 3.1 sodium pyruvate, saturated with 95%  O 2  

/ 5%  CO 2 ) was perfused before mice were decapitated and 

brains quickly dissected out. To prepare PFC slices (350 

μm thick), we used parasagittal sections, which allows bet-

ter preservation of intracortical synaptic connectivity [ 18 ]. 

Slices were cut in ice-cold choline solution on a vibratome 

(VT-1200S, Leica). PFC slices were kept in artifi cial cer-

ebrospinal fl uid (ACSF, containing in mmol/L: 126 NaCl, 

2.5 KCl, 26  NaHCO 3 , 2  CaCl 2 , 2  MgCl 2 , 1.25  NaH 2 PO 4 , and 

10 D-glucose; saturated with 95%  O 2  / 5%  CO 2 ) for 30 min 

at 35°C, and then maintained at 24°C (room temperature) 

until recording. 

 The brain slices were transferred to a customized sub-

merged chamber and perfused with ACSF saturated with 

95%  O 2  / 5%  CO 2 . Slices were visualized under a 4× objec-

tive (Olympus UPlanApo, NA = 0.16) to locate the cyto-

architectural landmarks of layer 5. To minimize neurite 

cutoff s, only L5 pyramidal neurons with a soma at least 

50 μm below the slice surface were selected for whole-cell 

recordings. Neuronal somas were identifi ed and targeted 

using a 60× objective (NA = 0.9) under IR illumination 

(Olympus BX-51 WI microscope). Neuronal signals were 

amplifi ed using a MultiClamp 700B amplifi er (Molecular 

Devices, Forster City, CA), low-pass fi ltered at 1 kHz (volt-

age clamp) or 10 kHz (current clamp), and digitized at 20 

kHz using a Digidata 1440A interface controlled by pClamp 

10.6 (Molecular Devices). Neuronal membrane properties 

(input resistance and capacitance) were measured as cur-

rent responses to +/– 5mV voltage steps. Intrinsic excit-

ability was quantifi ed as the number of action potentials 

elicited by current injection (–100 to 500 pA in 50-pA 

steps). To record mEPSCs, D-AP5 (50 μmol/L, Tocris) 

and tetrodotoxin (TTX, 1 μmol/L, Tocris) were added to 

the circulating ACSF. The electrode internal solution con-

tained (in mmol/L): 130 K-gluconate, 10 HEPES, 4 KCl, 

4 ATP-Mg, 0.3 GTP-Na, 2 NaCl, 1 EGTA, and 14 phos-

phocreatine (pH 7.2, 295–300 mOsm). To record minia-

ture inhibitory postsynaptic currents (mIPSCs), the ACSF 

contained 1 μmol/L TTX and 10 μmol/L CNQX, and the 

electrode internal solution consisted (in mmol/L): 125 KCl, 

2.8 NaCl, 2  MgCl 2 , 0.3  Na 3 GTP, 2  Mg 2+ -ATP, 1 EGTA, 10 

HEPES, and 10 phosphocreatine (pH 7.25, ~300 mOsm). In 

some mEPSC/mIPSC recording experiments, 0.15% biocy-

tin (W/V) was included in the recording electrode to reveal 

neuronal morphology. During the recordings, series resist-

ance (Rs, <25 MΩ) was constantly monitored and neurons 

with >20% variations in Rs were excluded from analyses. 

 To measure the AMPA/NMDA receptor current ratio 

(A:N) in L5 PFC neurons, a bipolar stimulating electrode 

(FHC, Bowdoin, ME) was placed in L2/3 of the PFC. A 

Cs+-based internal solution (containing in mmol/L, 125 

Cs-gluconate, 5 TEA-Cl, 10 HEPES, 2.5 CsCl, 8 NaCl, 5 

QX314-HCl, 4  Mg 2+ -ATP, 0.3  Na 3 GTP, 1 EGTA and 10 

phosphocreatine, pH 7.25) was used. Evoked monosynaptic 

responses were obtained when neurons were sequentially 

voltage-clamped at –70 mV (for AMPAR-mediated synaptic 

currents) and +40 mV (AMPAR+NMDAR currents). The 

A:N ratio was quantifi ed using the peak of EPSC ampli-

tude at –70 mV (AMPAR current), and +40 mV (NMDAR 

current, which was measured at 75 ms after stimulus onset 

[ 19 ]). 

 To estimate the proportion of silent synapses in the L2/3 

to L5 mPFC circuit, we used a minimum stimulation pro-

tocol to activate a small number of axons (release sites) by 

placing a theta glass electrode in L2/3. L5 neurons were 

fi rst voltage-clamped at –70 mV using the Cs-based internal 

solution described above. A minimum stimulus intensity that 

produced interleaved success and failure of AMPAR EPSCs 

at −70 mV was applied and kept constant. After collecting 

200 trials (inter-trial interval, 2 s), neurons were voltage-

clamped at +40 mV to collect 200 more trials. The percent-

age of NMDAR-only silent synapses was calculated from 

the diff erence in failure rates of AMPAR-EPSCs (–70 mV) 

and compound-EPSCs (+40 mV) [ 20 – 22 ]. 

    Surface Protein Biotinylation and Western Blot 
Analysis 

 To assess total glutamate receptor protein levels and their 

membrane-bound fractions at synaptic sites, P25–28 acute 

PFC slices were treated with 0.25 mg/mL sulfo-NHS-S-S-

biotin for 30 min at 4°C, using a  Piece TM  cell surface protein 

isolation kit (ThermoFisher Scientifi c, cat# 89881), similar 

to that described previously for biotinylation in slices [ 21 , 

 23 ]. Micro-dissected PFC-L5 tissue (pooled from 2–3 mice) 

was homogenized on ice in buff er (containing 320 mmol/L 

sucrose, 4 mmol/L HEPES, and 1:50 protease inhibitor 

mixture; P8340, Sigma-Aldrich). The homogenates were 

centrifuged at 1500×  g  for 10 min, after which the super-

natant was collected and centrifuged at 16,000×  g  for 20 

min to pellet the crude synaptosome fraction, which was 

further equally divided into two aliquots. One aliquot was 

used to assess total synaptosomal proteins, while the other 

was lysed and re-suspended in ice-cold water supplemented 

with the protease inhibitor mixture (P8340, Sigma-Aldrich). 

NeutraAvidin beads (ThermoFisher) were then added to cap-

ture biotinylated synaptic proteins by rotation of the sample 

for 2 h at 4°C. The beads were washed three times in RIPA 

buff er, and the biotinylated synaptic membrane proteins 

were eluted with 2× Laemmli buff er (supplemented with 

50 μmol/L DTT). The biotinylated proteins were separated 
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by SDS-PAGE, and subjected to Western blot analysis using 

specifi c antibodies against glutamate receptor subunits. 

 A standard Western blot protocol was applied to quan-

tify proteins. Total synaptic protein or synaptic surface 

protein samples were mixed with an equal amount of 2× 

Laemmli loading buff er and boiled for 5 min, then sepa-

rated on 4%–15% SDS-polyacrylamide gels. Proteins were 

then transferred to PVDF membranes (Immobilon-P, Sigma-

Aldrich), incubated overnight at 4°C with antibodies against 

several glutamate receptor subunits that were diluted in 5% 

nonfat dry milk. The PVDF membranes were then washed 

three times in 0.01 mol/L PBS-Tween 20, followed by a 

2-h incubation with HRP-conjugated secondary antibodies 

(Jackson ImmunoResearch). Protein signals were developed 

using an enhanced chemiluminescence method (SignalFire, 

Cell Signaling Technology), and captured on ECL Hyper-

fi lm (Amersham). The antibodies used in this study were, 

rabbit anti-GluA1 (AB5849) from Millipore/Chemicon and 

rabbit anti-GluN2A (#4205), rabbit anti-GluN2B (#14544), 

rabbit anti-GAPDH (#5174), and rabbit anti-GluN1 (#5704) 

from Cell Signaling Technology. The fi nal dilution of anti-

bodies was between 1:1000 and 1:2000. The optical density 

of protein signal bands on Hyperfi lm was quantifi ed by den-

sitometry using ImageJ/FIJI. 

    Neuronal Morphology 

 Recorded PFC-L5 neuronal morphology, including dendritic 

arborization and spine morphometric measures, were ana-

lyzed as described previously [ 21 ,  24 ]. After completion of 

whole-cell recording, neurons were injected with 500 pA 

current to facilitate biocytin diff usion into the neurite pro-

cesses. The slices were then fi xed in 4% PFA overnight, 

blocked with 1% BSA/0.01 mol/L PBS, and permeabilized 

with 0.2% Triton X-100. Slices were further incubated with 

avidin-Alexa 488 for 24 h and mounted on glass slides with 

a pair of ~350-μm spacers to prevent tissue crushing. Neu-

ronal dendritic arbors were reconstructed after collecting 

Z-stack images on a confocal microscope (Zeiss LSM 710). 

The maximal projection images were then imported into 

FIJI/ImageJ, and neurite arborization and Sholl analysis 

[ 25 ] were done using the Simple Neurite Tracer plugin [ 26 ]. 

This allows quantifi cation of morphometric features such 

as dendritic arbor, length, and number of intersections as a 

function of distances from soma. To analyze spines, Z stacks 

of spines from the apical dendrites (200–450 μm from the 

soma, secondary branches) were collected with a 63× objec-

tive (Plan-Apochromat, NA 1.4). Each Z stack was collected 

at 512 × 512 pixels, with 4× digital zoom and 0.2-μm Z step 

size. Imaris software (V8.02, Bitplane, South Windsor, CT) 

was used to measure spine length, density, and head volume, 

as we described previously [ 21 ,  24 ]. 

    Statistical Analyses 

 All results are reported as the mean ± SEM. (standard error 

of the mean). The experimenters were blinded to geno-

types/grouping during data collection and analyses. Sample 

sizes and numbers of independent experiments were esti-

mated by power analyses using an R script (‘pwr’ package 

in CRAN) that takes pre-specifi ed eff ect size, and type I 

and II errors as input arguments. Sex-segregated data were 

fi rst analyzed for potential sex-specifi c eff ects, and pooled 

together for grouped analyses. The Shapiro–Wilk test and  F  
test were fi rst applied to test normality and equal variance. 

For normally-distributed/equal-variance data, Student’s  t  
test or one/two-way analysis of variation was used; for non-

normally distributed/ordinal data types, the nonparametric 

Mann-Whitney U test or Kolmogorov–Smirnov (K-S) test 

was used. The K-S test was used to compare the cumulative 

distributions of mEPSC amplitudes. Statistical analyses and 

graphing were applied using GraphPad Prism 8.0, Microsoft 

Excel and MATLAB. Figures were prepared using Adobe 

Creative Cloud.  P  <0.05 was considered statistically signifi -

cant for all tests. 

     Results 

   APP/Aβ Overload in PFC L5 Neurons During Early 
Postnatal Development 

 It has been shown that 5XFAD mice exhibit robust Aβ 

pathology with onset of extracellular plaque pathology at 

~2 months of age, and manifest abundant intraneuronal and 

plaque-associated changes as early as 3 months of age [ 7 ]. 

Because thy1 promoter-driven transgenic APP/PS1 expres-

sion is enriched in cortical L5 neurons and occurs across 

life span [ 16 ,  17 ], we asked whether the intraneuronal APP/

Aβ load can be detected in cortical L5 neurons at very early 

developmental stages. We applied IHC staining to detect 

APP/Aβ (6E10 antibody) [ 27 ], and found that at postnatal 

day P21, in most cortical regions including the PFC and 

retrosplenial cortex, L5 neurons showed APP/Aβ immunore-

activity, which was stronger than in CA1 neurons (Fig.  1 A). 

In addition, we observed strong APP/Aβ immunoreactivity 

in the subiculum region in the temporal levels of the hip-

pocampus, consistent with reports that the subiculum is one 

of earliest structure to show APP/Aβ deposition [ 7 ]. APP/

Aβ overloading in L5 neuron at this early age was associated 

with a small number of Iba1-positive activated microglia 

(Fig.  1 B). Importantly, at this early age, no extracellular 

amyloid plaques or Thio-S+ insoluble fi brillar dense core 

Aβ deposits were observed. In contrast, PFC L5 neurons in 

5-month-old (P150) 5XFAD mice showed extensive APP/

Aβ immunoreactivity, substantial Aβ plaque deposition that 
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was surrounded by clustered Iba-1+ reactive microglia, and 

profound Thio-S-labeled dense-core fi brillar amyloid depos-

its (Fig.  1 B). Notably, the APP/Aβ intracellular overloading 

in PFC-L5 neurons was also seen at earlier ages (P11 and 

P14, data not shown), indicating that transgenic expression 

of mutant APP/PS1 is a continuous process that spans early 

cortical development.         

    Decreased Intrinsic Excitability in PFC-L5 Neurons 

 The early APP/Aβ overloading in PFC-L5 neurons justifi ed 

investigation on the functional alterations in these aff ected 

neurons. We conducted whole-cell patch-clamp recording 

in PFC-L5 pyramidal neurons to probe potential functional 

alterations. Parasagittal brain slices containing the PFC were 

prepared from P22–28 5XFAD mice and their WT littermate 

controls. We fi rst measured the membrane properties of L5 

neurons (Fig.  2 A), and found that 5XFAD neurons had simi-

lar input resistance (WT, 280.5 ± 20.4 MΩ; 5XFAD, 310.3 

± 19.6 MΩ.  t  16  = 1.03,  P  = 0.32) and membrane capacitance 

(WT, 66.6 ± 3.2 pF; 5XFAD, 66.9 ± 3.6 pF,  t  16  = 0.05,  P  
= 0.96). 5XFAD PFC-L5 neurons did not show a change in 

action potential (AP) spike frequency adaptation (Fig.  2 B. 

WT, 0.82 ± 0.03; 5XFAD, 0.81±0.02,  t  13  = 0.23,  P  = 0.83). 

In addition, neurons from both groups exhibited a similar 

AP half-width (Fig.  2 C. WT, 1.34 ± 0.04 ms; 5XFAD, 1.38 

± 0.04 ms.  t  14  = 0.69,  P  = 0.50), and the slope of AP depo-

larization/repolarization, as evidenced by the overlapping 

95% confi dence intervals of the phase plot (dV/dt  vs  Vm).         

 PFC-L5 neurons from 5XFAD and WT brain slices were 

next injected with current steps from –100 to 500 pA in 

50-pA increment to test their intrinsic excitability. Fig.  2 D 

shows two representative AP fi ring responses from WT 

and 5XFAD neurons in response to each current step injec-

tion. Comparing the responses from all neurons (WT,  n 
=  4; 5XFAD,  n =  4) revealed that 5XFAD neurons were 

intrinsically less excitable, with a smaller number of AP 

responses to current steps (Fig.  2 E. Repeated measures two-

way ANOVA, genotype eff ects:  F  (1,6)  = 10.9,  P  = 0.016). 

For both 5XFAD and WT control neurons, a representative 

  Fig. 1       Age-dependent trans-

genic APP/Aβ overloading and 

pathology in the PFC.  A  IHC 

using 6E10 antibody reveals 

extensive L5 intraneuronal 

labeling of APP/Aβ in prefron-

tal cortex (left) and to a lesser 

extent, in the retrosplenium 

cortex (RS-ctx). CA1 neurons 

also show relatively weaker 

APP/Aβ immunoreactivity. In 

comparison, hippocampal sub-

iculum and CA1 neurons at the 

temporal levels along the septo-

temporal axis show stronger 

APP/Aβ immunoreactivity.  B  
Triple IHC staining of APP/

Aβ, Iba1, and Thio-S to label 

amyloid deposition, reactive 

microglia, and dense-core fi bril-

lar amyloid plaques. L5 neurons 

of P21 PFC show strong intra-

cellular APP/Aβ labeling, with 

minimum reactive microglia 

and no Thio-S+ plaque deposi-

tion. In contrast, L5 neurons 

from P150 mPFC show strong 

extracellular amyloid deposition 

with dense Thio-S+ fi brillar Aβ 

cores that are surrounded by 

large numbers of Iba1+ reactive 

microglia.  
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AP fi ring response to threshold current step injection is pre-

sented in Fig.  2 F. These data indicate that PFC-L5 neurons 

in 5XFAD slices are intrinsically less excitable as a result 

of developmental transgenic overexpression of mutant APP/

PS1. 

    Reduced Excitatory Synaptic Transmission in PFC-L5 
Neurons at 3–4 Weeks Age 

 We next asked whether developmental intracellular APP/

Aβ overloading changes the synaptic activity of PFC-L5 

neurons at an early post-weaning age. Whole-cell patch-

clamp recording was used to fi rst measure miniature excit-

atory postsynaptic currents (mEPSC) in slices prepared 

from P22–28 5XFAD and WT littermate mice. Repre-

sentative mEPSC traces from both groups are shown in 

Fig.  3 A, which also revealed a decreased averaged mEPSC 

amplitude in 5XFAD neurons. Pooled responses showed 

that 5XFAD neurons exhibited an overall lower ampli-

tude of mEPSC (Fig.  3 B), evidenced by both percentage 

distribution of the varying mEPSC amplitude bins, and 

the normalized cumulative distribution curve (number of 

mEPSC events: WT,  n =  1244/12 cells/6 mice; 5XFAD,  n 
=  1165/10 cells/5 mice. K-S test, D = 0.14,  P  <0.0001). 

In addition, 5XFAD neurons showed a signifi cantly lower 

mEPSC frequency (Fig.  3 C. Events/sec: WT, 3.72 ± 0.38; 

5XFAD, 2.48 ± 0.28,  P  = 0.018). We next recorded min-

iature inhibitory postsynaptic currents (mIPSCs) in a dif-

ferent set of PFC slices, and found that mIPSC amplitude 

was largely unaltered in 5XFAD (Fig.  3 D), as shown by 

the percentage and cumulative distribution across vary-

ing mIPSC amplitude bins (Fig.  3 E. Number of mIPSCs 

analyzed: WT,  n =  1244/7 cells/4 mice; 5XFAD,  n =  
1657/9 cells/5 mice. K-S test on cumulative distribution: 

D = 0.05,  P  = 0.79). Interestingly, we found a signifi cant 

reduction of mIPSC frequency (Fig.   3 F. Events/s: WT, 

3.44 ± 0.32; 5XFAD, 2.23 ± 0.36.  t  18  = 2.54,  P  = 0.02). 

These data indicate alteration of both excitatory and inhib-

itory inputs onto PFC-L5 neurons in 5XFAD mice at an 

early post-weaning age.         

  Fig. 2       PFC- L5 neurons in 5XFAD mice exhibit reduced intrinsic 

excitability.  A  Compared with control littermate neurons, PFC-L5 

neurons from 5XFAD brain slices show similar membrane input 

resistance ( t  16  = 1.03,  P  = 0.32) and membrane capacitance ( t  16  = 

0.05,  P  = 0.96). Representative current responses to voltage steps are 

shown above, based on which membrane properties were calculated. 

 B  5XFAD PFC-L5 neurons exhibit similar spike frequency adapta-

tion ( t  13  = 0.23,  P  = 0.83).   C  5XFAD neurons show similar action 

potential half-width ( t  14  = 0.69,  P  = 0.50), and the slope of AP depo-

larization/repolarization, as evidenced by the overlapping 95% con-

fi dence intervals of the phase plot (dV/dt  vs  Vm).  D  Representative 

intrinsic excitability responses and AP density plot from control and 

5XFAD neurons in response to current-step injections (−100 to 500 

pA ay 50-pA increments).   E  Pooled data demonstrate that 5XFAD 

neurons show signifi cantly lower fi ring rates (genotype eff ects:  F (1,6) 

= 10.9,  P  = 0.016. Repeated measures two-way ANOVA).   F  Rep-

resentative AP fi ring responses to threshold current step injection in 

control and 5XFAD neurons.  
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    Decreased Dendritic Spine Size and Density 
in mPFC-L5 Neurons 

 We next asked whether the changes in synaptic responses 

have a morphological correlate. We analyzed anatomical 

changes of the dendritic structure and spines in PFC-L5 

neurons from both WT and 5XFAD mice at P22–28. L5 neu-

ron morphology was revealed by biocytin injection during 

whole-cell recording (Fig.  4 A), followed by imaging of the 

dendritic structure and confocal Z-stack images of spines. 

Sholl analysis of dendritic arborization revealed that 5XFAD 

did not aff ect the number of dendritic intersections as a 

function of distance from the soma (Fig.  4 B. Main group 

eff ect:  F  (1, 15)  = 2.93,  P  = 0.11, two-way ANOVA), nor did it 

aff ect the dendritic length distribution (Fig.  4 C. Main group 

eff ect:  F  (1, 15)  = 0.033,  P  = 0.86, two-way ANOVA). How-

ever, 5XFAD neurons exhibited a reduced dendritic spine 

density (Fig.  4 D,  E . Number of spines/10 μm: WT, 12.52 ± 

0.45; 5XFAD, 10.8 ± 0.37.  t  21  = 2.89,  P  = 0.008). In com-

parison, the spine length of 5XFAD neurons did not diff er 

(Fig.  4 F. Average length in μm: WT, 2.06 ± 0.13; 5XFAD, 

2.20 ± 0.17.  t  21  = 0.69,  P  = 0.49). We next quantifi ed the 

spine head volume and found that 5XFAD neurons showed 

a signifi cant reduction (Fig.  4 G. WT,  n =  274 spines/6 neu-

rons/6 mice; 5XFAD,  n =  258 spines/7 neurons/5 mice. D 

= 0.286,  P  <0.0001, K-S test). These data were consistent 

with the decreased mEPSC amplitude and frequency, and 

further suggest impaired synaptic function in the PFC at a 

very early development age.         

    Altered Synaptic Glutamate Receptor Content 
in PFC-L5 Neurons 

 Considering that dendritic spine size and geometry are 

known to be correlated with glutamate receptor content and 

functional maturity [ 28 ], we asked whether PFC-L5 neurons 

  Fig. 3       Altered spontaneous synaptic mEPSC and mIPSC responses 

in PFC-L5 neurons at an early post-weaning age.  A  Representa-

tive whole-cell patch-clamp recording of spontaneous mEPSCs 

from 5XFAD and control neurons.  B  Quantifi cation of all recorded 

mEPSC events. mEPSC amplitudes from 5XFAD neurons are dis-

tributed more to the smaller amplitude bins. There was also a sig-

nifi cant diff erence between the cumulative distribution curves (K-S 

test, D = 0.14, **** P  <0.0001). Inset, violin plot of pooled mEPSC 

amplitudes from both groups.  C  mEPSC frequency in 5XFAD PFC-

L5 neurons is signifi cantly reduced (* P  = 0.018).  D  Representative 

traces of spontaneous mIPSCs from 5XFAD and control neurons.  E  
5XFAD and control neurons show a similar percentage distribution 

and cumulative distribution of all analyzed mIPSC amplitudes. No 

signifi cant diff erence in the cumulative distribution curves was found 

(K-S test,  P  = 0.79).  F  5XFAD neurons show a signifi cant reduction 

in mIPSC frequency ( t  18  = 2.54,  P  = 0.02).  
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show changes of synaptic glutamate receptors. We fi rst bioti-

nylated the surface protein in parasagittal PFC slices, as 

described previously [ 29 ], then prepared crude synaptosome 

fractions using the biotinylated slices. Neutravidin beads 

were used to pull down the synaptic surface proteins. Total 

proteins were also probed using the crude synaptosome frac-

tion without neutravidin pulldown (Fig.  5 A). We found a sig-

nifi cant reduction of AMPAR subunit GluA1 and the NMDA 

receptor subunit GluN2A. In comparison, the NMDA recep-

tor subunit GluN2B was slightly increased. None of these 

changes, however, was observed using total synaptosome 

proteins (Fig.   5 B). Quantifi cation of these Western blot 

results (Fig.  5 C) confi rmed statistically signifi cant decreases 

in GluA1 ( t  6  = 4.8,  P  = 0.003) and GluN2A ( t  6  = 4.1,  P  = 

0.007). There was no statistical change in GluN1 ( t  6  = 0.41, 

 P  = 0.69), but a marginal increase in GluN2B ( t  6  = 1.8,  P  

  Fig. 4       Reduced dendritic spine size and density in PFC-L5 neurons 

in the early post-weaning period.  A  Dendritic morphology in L5 PFC 

neurons using avidin-Alexa 488 following whole-cell patch-clamp 

recordings.  B  Sholl analyses of the number of intersections of the 

PFC-L5 neuron dendritic arbors in control and 5XFAD neurons. No 

statistically signifi cant diff erences if genotype were found ( P  = 0.107, 

two-way ANOVA. Note distal arbors are not included for analysis due 

to cutoff  of some neurons.  C  Sholl analyses of dendritic length distri-

bution. No signifi cant diff erence was found for the dendritic length as 

a function of distance from soma between control and 5XFAD neu-

rons ( F (1, 15) = 0.033;  P  = 0.86 for main group eff ects).  D  Repre-

sentative dendritic spines from control and 5XFAD PFC-L5 pyrami-

dal neuron apical dendrites.  E  5XFAD neurons show decreased spine 

density (** P  = 0.008).  F  5XFAD neurons do not diff er in spine 

length ( P  = 0.49).  G  Cumulative distribution of spine head volume. 

Spine head volume from 5XFAD neurons is signifi cantly reduced 

(**** P  <0.0001, K-S test).  
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= 0.12). These biochemical measures of synaptic glutamate 

receptor content further support the hypothesis that dendritic 

spine maturation is impaired at this age.         

    Impaired Functional Maturation of the PFC L2/3>L5 
Circuits in 5XFAD Mice 

 Based on the changes in synaptic glutamate receptor con-

tent, we made whole-cell patch-clamp recordings to measure 

several parameters related to excitatory synapse maturation. 

PFC-L5 pyramidal neurons were fi rst voltage-clamped at 

–70 mV, and monosynaptic responses to L23 stimulation 

were recorded. Neurons were then clamped at +40 mV 

to record compound AMPA/NMDA receptor responses. 

Quantifi cation of pooled recordings revealed a signifi cantly 

reduced AMPA/NMDA receptor current ratio (Fig.  6 A. WT, 

1.43 ± 0.06; 5XFAD, 1.16 ± 0.07.  t  18  = 2.97,  P  = 0.008), 

indicating impairment of synaptic transmission or synapse 

maturation. Cortical excitatory synapse maturation often 

entails activity-dependent AMPA receptor acquisition at 

synaptic sites that initially contain only NMDARs (silent 

synapses) [ 20 ,  30 ,  31 ] so that these synapses can be ren-

dered functional. Impaired maturation can thus manifest as 

an increased number of silent synapses. Using a minimum 

stimulation protocol, we tested the proportions of silent syn-

apses in WT and 5XFAD PFC-L5 neurons. A representa-

tive response to minimum stimulation from both groups of 

neurons at –70 mV and +40 mV holding potential is shown 

in Fig.  6 B. Pooled data from multiple trials revealed that 

both WT and 5XFAD neurons showed an increased suc-

cess rate of transmission (i.e., reduction in failure rate) at 

+40 mV compared to –70 mV (Fig.  6 C). When failure rates 

were compared from all recorded neurons, it was found that 

5XFAD neurons exhibited a larger diff erence in failure rates 

between the two holding potentials (Fig.  6 D. WT, 17.5 ± 

1.7; 5xFAD, 25.3± 2.9.  t  14  = 2.26,  P  = 0.03), confi rming a 

higher proportion of immature silent synapses on 5XFAD 

PFC-L5 neurons.         

     Discussion 

 In this study, we present evidence on synaptic defi cits in 

5XFAD mice in the early post-weaning period that indicates 

altered intrinsic excitability, excitatory and inhibitory synap-

tic inputs, functional synapse maturation, and morphological 

perturbations in PFC projection neurons. Collectively, our 

data suggest the transgenic mutant APP/PS1 expression in 

a commonly studied AD mouse model [ 7 ,  32 ] perturbs the 

early developmental trajectory of the cortical circuit. The 

main focus was not to exhaustively pursue age-dependent 

pathological or electrophysiological changes, but rather to 

focus on L5 PFC neurons at a very early age and uncover 

potential circuit impairment using sensitive physiological 

and morphological measures. To the best of our knowledge, 

this study reports the earliest synaptic function and connec-

tivity changes in 5XFAD mice in a major PFC projection 

neuron population. Our data demonstrate that mutant forms 

of APP/PS1 and likely the associated Aβ production [ 33 ] 

could have neurodevelopmental sequelae featuring disrupted 

early synapse development and maturation. 

 Our study also has a few limitations: fi rst, only an early 

post-weaning age was examined, based on the early APP/

Aβ overloading in the vulnerable L5 neuron population. It is 

unclear whether the synaptic pathology is transient, or per-

sist and progress into adulthood. Second, the study focuses 

  Fig. 5       Altered synaptic glutamate receptor content in 5XFAD L5 

neurons (P22–28).  A  Schematic of dissecting PFC tissue after slice 

biotinylation, followed by crude synaptosome fraction preparation 

and synaptic surface protein isolation.  B  Representative Western blot 

results of synaptic surface and total synaptosome glutamate receptors: 

GluA1, GluN1, GluN2A, and GluN2B.  C  Quantifi cation of Western 

blot results. 5XFAD PFC-L5 tissue shows reduced synaptic surface 

GluA1 (** P  = 0.003) and GluN2A (** P  = 0.007). There is a slight 

but non-signifi cant increase in GluN2B ( P  = 0.12) and no diff erence 

in GluN1 ( P  = 0.69).  
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on one neuronal type and brain region, i.e., L5 neurons in 

the PFC. It is unclear how other neuronal types, the broader 

network activity, and even early behavior may be aff ected. 

Third, the implication of these fi ndings on  adult  circuit 

function and age-dependent pathology remain to be stud-

ied. Nevertheless, our data indicate that certain circuit- and 

behavior-level defi cits in adult and aging mice [ 7 ,  9 ,  34 ,  35 ] 

involve potential developmental perturbations in vulnerable 

neuronal populations, such as the L5 neurons across cortical 

regions. 

 Using immunohistochemical staining, we have shown 

that PFC-L5 neurons exhibit increased intracellular APP/

Aβ loading at P21 (and earlier at P11–14, data not shown). 

Similarly, another vulnerable cortical population in terms of 

APP/Aβ overloading is the subiculum neurons of the tem-

poral hippocampus, in which functional changes remain to 

be investigated at this age. Because the 6E10 antibody does 

not distinguish between APP and Aβ [ 36 ,  37 ], we cannot 

attribute these synaptic and circuit connectivity changes 

to APP or to intracellular Aβ production, which may be 

present at this age [ 33 ,  38 ]. Yet, our IHC staining revealed 

minimum microglial activation at P21, and there was no 

extracellular amyloid or dense-core fi brillar Aβ plaques in 

extracellular space. It is therefore less likely that physical 

loss of L5 neurons or synapses occurs at this early age. It has 

been reported that cortical L5 neurons are among the fi rst 

neuronal populations that develop synaptic pathology [ 7 ,  9 , 

 11 ], which is consistent with our recordings of decreased 

spontaneous mEPSC frequency and amplitude, a higher 

threshold for fi ring of APs, altered chemical composition of 

glutamate receptors, and increased silent synapses indicating 

less maturation at this early post-weaning age. 

 It is unclear how mutant APP/PS1 over-expression aff ects 

synaptic function in the developing brain and how the det-

rimental eff ects evolve with age. APP family members are 

posited to be involved in nervous system development, syn-

aptogenesis, axon guidance and growth, formation of the 

neuromuscular junction, and establishing dendritic complex-

ity and spines. They also contribute to synaptic functions, 

including synaptic plasticity, and learning and memory 

[ 39 – 42 ]. However, neurophysiological data exploring the 

eff ects of transgenic APP/PS1 on PFC circuit function are 

rather limited. Yet, the PFC is a primary and early target 

that develops AD pathology [ 43 – 45 ]. Transgenic mutant 

APP/PS1 in the developing cortical circuits may disrupt 

a myriad of physiological functions in neurons, including 

endo-lysosomal traffi  cking [ 46 ,  47 ], intracellular cargo trans-

port [ 48 ], molecular signaling [ 49 ,  50 ], or neurotransmitter 

release [ 51 ] that collectively contribute to failure of synapse 

development and activity-dependent maturation. 

  Fig. 6       5XFAD PFC-L5 

neurons show a decreased 

AMPA/NMDA current ratio 

and increased number of silent 

synapses at P22–28.  A  AMPA/

NMDA receptor current ratio 

is signifi cantly reduced in 

5XFAD neurons ( t  18  = 2.97, 

** P  = 0.008).  B  Representa-

tive responses of 5XFAD and 

control L5 neurons to con-

secutive trials in response to 

minimum stimulation of L2/3. 

Shaded patch centered on 0pA 

indicates RMS noise. Neurons 

had 200 trials at −70 mV hold-

ing potential followed by 200 

trials at +40mV.  C  Quantifi ca-

tion of failure rates at −70 mV 

and +40 mV holding potentials 

in control and 5XFAD neurons. 

 D  5XFAD neurons exhibit a 

larger diff erence in failure rates 

between the two holding poten-

tials (* P  = 0.03).  
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 In summary, our study revealed that synaptic function 

changes occur at an early post-weaning age in the 5XFAD 

mouse model. Our work supports the prevailing view of 

early intervention in AD at the cellular and circuit levels 

[ 52 ]. We provide detailed physiological characterization 

of PFC-L5 neurons, which is among the earliest aff ected 

cell types as a result of mutant APP/PS1. These functional 

disruptions suggest that transgenic mutant APP/PS1 over-

expression has a profound eff ect on developing cortical 

circuits, and changes in neuronal function may instigate a 

life-long process that impacts neuronal degeneration at later 

ages. Therefore, although AD is considered a disease of old 

age, subtle neurological defects conferred by genetic muta-

tions or risk factors may emerge early in life. This thought-

provoking hypothesis justifi es further studies to extend the 

limited scope of the current work. 
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                       Abstract     Accurate and effi  cient methods for identifying 

and tracking each animal in a group are needed to study 

complex behaviors and social interactions. Traditional 

tracking methods (e.g., marking each animal with dye or 

surgically implanting microchips) can be invasive and may 

have an impact on the social behavior being measured. To 

overcome these shortcomings, video-based methods for 

tracking unmarked animals, such as fruit fl ies and zebrafi sh, 

have been developed. However, tracking individual mice in 

a group remains a challenging problem because of their 

fl exible body and complicated interaction patterns. In this 

study, we report the development of a multi-object tracker 

for mice that uses the Faster region-based convolutional 

neural network (R-CNN) deep learning algorithm with geo-

metric transformations in combination with multi-camera/

multi-image fusion technology. The system successfully 

tracked every individual in groups of unmarked mice and 

was applied to investigate chasing behavior. The proposed 

system constitutes a step forward in the noninvasive tracking 

of individual mice engaged in social behavior. 

   Keywords     Noninvasive tracking    ·  Deep learning    ·  Multi-

camera    ·  Mouse group    ·  Social interaction  

      Introduction 

 Animals typically live in social groups and display complex 

behavioral interactions that are of considerable importance 

to reproduction and the development of both individuals 
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and social groups [ 1 – 3 ]. In addition to these behavioral pat-

terns, which include maternal [ 4 ,  5 ], aggressive [ 6 ,  7 ], and 

reproductive behavior [ 8 ,  9 ], social interactions are known 

to be relevant in many psychiatric disorders [ 10 ,  11 ] (e.g., 

autism [ 12 ,  13 ], schizophrenia [ 14 ], depression [ 15 ], sub-

stance abuse [ 16 ], and anxiety [ 17 ]) in humans and modeled 

in non-human animals. To examine these patterns, animals 

are typically kept in controlled environments that restrict 

their movements and behaviors, such as the three-chamber 

test [ 18 – 20 ] and the tube test [ 21 ,  22 ], and these environ-

mental restrictions usually alter or limit the behaviors being 

studied or result in artifi cial or contrived behaviors that are 

not necessarily related to natural behaviors [ 23 ,  24 ]. How-

ever, despite the growing literature evaluating behavioral 

and social interactions [ 25 – 30 ], accurately identifying and 

tracking an individual animal in a group has remained a 

major challenge because of the complexity of animal inter-

action patterns, including occlusion, crossing, and huddling 

[ 30 ,  31 ]. 

 Video-based tracking systems play an important role in 

monitoring and tracking the behavior of individual animals 

and contribute positively to biology and neuroscience stud-

ies [ 32 ,  33 ]. Initially, thresholding and binarization tech-

niques were widely used to track individuals [ 34 ,  35 ], and 

the methods used to track multiple individuals typically 

involved diff erentiating them based on physical diff erences 

(size or color or the presence of dyes of various colors). For 

example, marking mice by bleaching diff erent patterns into 

their fur achieved a 99.4% recognition accuracy for a group 

of four mice [ 36 ]. Marking mice with composite dyes that 

emit diff erent colors under ultraviolet light resulted in an 

identifi cation accuracy of 99.6% for a group of four mice in 

500 randomly-selected images taken by one color-sensitive 

camera [ 37 ]. Using a similar method, the trajectories of four 

mice using color markings for 12 h showed stable diff er-

ences between individuals that were interpreted as represent-

ing diff erent personalities [ 33 ]. Nevertheless, color markings 

are usually not permanent, and the gradually-fading color 

features would increase the risk of error when tracking mul-

tiple individuals. 

 The ability of video-based tracking to detect complex 

behaviors in animals can be enhanced through combination 

with other technologies. For instance, a video-based tracking 

model was implemented that incorporates radio-frequency 

identifi cation (RFID) to monitor individual rodent behavior 

in complicated social settings [ 38 ]. RFID technology con-

tributed to location-related (rather than trajectory-related) 

information on 40 mice in a large enriched environment; this 

approach was able to quantify the behavioral characteristics 

of individual mice [ 39 ]. Meanwhile, a combination of RFID 

and a camera achieved a tracking accuracy of 97.27% in a 

group of fi ve mice in a semi-natural environment and was 

applied to the quantitative analysis of social levels within 

mouse populations [ 40 ]. However, implanted chip technol-

ogy requires specifi c surgical skills, and invasive operations 

can aff ect animal recognition and behavior [ 41 – 43 ]. 

 Non-invasive tracking of unmarked animals has been 

greatly aided by the development of machine learning algo-

rithms. Using a foreground pixel-clustering and identity-

matching algorithm, the trajectories of 50 individual fruit 

fl ies have been tracked, allowing diff erences in behavior to 

be identifi ed at the individual level [ 44 ]. Subsequently, the 

MiceProfi ler system used computer vision and an  a priori  
geometrical constraints algorithm that permits tracking 

and quantitative evaluation of social interactions between 

two unlabeled mice by calculating mouse-body geometric 

characteristics [ 45 ]. Later, Hong  et al . used depth-sensing 

technologies to track two mice with diff erent fur colors and 

applied video-based tracking approaches to detect social 

behaviors such as mating and fi ghting in mice [ 29 ]. In 2014, 

Pérez-Escudero  et al . established the idTracker system based 

on a color correlogram transformation that extracts data 

fi ngerprints, enabling it to diff erentiate among individual 

animals throughout the study; this method has been used to 

track unmarked animals and achieved recognition accuracy 

of 99.5% for fi ve zebrafi sh and 99.3% for four mice [ 30 ]. 

In 2019, Romero-Ferrero  et al . established the idTracker.ai 

system based on a convolutional neural network (CNN) and 

achieved recognition accuracy of >99.9% for groups of >60 

zebrafi sh or fruit fl ies [ 25 ]. Besides, the idTracker.ai system 

is also able to track a group of mice, and we have compared 

it with our proposed system in the following study. Overall, 

video-based tracking methods have proven highly eff ective 

at detecting movements and social interactions even in large, 

unmarked groups, including zebrafi sh and fl ies. However, 

tracking groups of mice, the most widely-used experimental 

animals, is still challenging compared with zebrafi sh and 

fl ies. The motion patterns among rodents are more compli-

cated due to their fl exible bodies, and the tracked shape or 

size of the animal is usually continuously changing. The fea-

tures of the same mouse in diff erent behaviors (e.g., curled 

up in a ball or rearing) can vary greatly, making it diffi  cult to 

extract effi  cient and stable data fi ngerprints to diff erentiate 

unmarked individuals. The study of mouse tracking is still 

challenging in identifying individual mice, especially when 

faced with crossing, huddling, and occlusion. 

 Driven by big data and high computing power, deep 

learning (DL) has achieved great performance in many 

challenging animal behavior tasks, such as pose estimation 

[ 32 ,  46 – 48 ], whole-body 3D-kinematic analysis [ 49 – 51 ], 

and chimpanzee face recognition [ 52 ]. In object-tracking 

problems, multi-camera systems have been widely used to 

increase tracking accuracy and robustness [ 53 ,  54 ]. Here, 

we established a multi-object tracker for mice (MOT-Mice) 

powered by multi-camera acquisition and a deep learning 

algorithm for the marker-free tracking of individuals within 
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a group of up to six mice. Using the MOT-Mice system, we 

found that unfamiliar wild-type C57BL/6 male mice exhib-

ited signifi cantly more chasing (following) behavior, a typi-

cal social interaction behavior in mouse groups [ 36 ,  55 ,  56 ], 

than familiar mice. Our experimental results established that 

the MOT-Mice system is able to track a group of mice even 

though there were crossings, occlusions, and huddling. 

    Materials and Methods 

   Multi-Camera System Confi guration 

 The multi-camera system included one experimental box 

without a lid, 4 cameras (Hikvision Digital Technology Co., 

Ltd., Hangzhou, China), and a set of multi-camera synchroni-

zation recording software programs (iVMS-4200, Hikvision 

Digital Technology Co., Ltd., Hangzhou, China) (Fig. S1). 

The resolution of the camera was 1280 pixels × 720 pixels. 

The cameras had a lens focal length of 4 mm and an aper-

ture of F2.0. The experimental box was made of transparent 

acrylic panels and its dimensions were 60 × 60 × 50  cm 3 . 

The primary camera was placed above the experimental box, 

while the three auxiliary cameras were distributed on three 

sides of the box. The computer with the synchronous record-

ing software was connected to the 4 cameras through a 4-port 

Ethernet switch to implement video recording and to set cam-

era parameters. The videos recorded by the cameras were 

temporally corrected to ensure that the videos acquired by 

all the cameras were completely synchronized (Fig. S2). In 

the positive control experiment, the videos included a timer 

display such that the same frame in the 4 videos all showed 

the same time, indicating that they were synchronized. 

    Single-Camera Modeling 

 Cameras were calibrated with the MatLab R2019b Computa-

tion Vision Toolbox (The MathWorks, Inc., Massachusetts, 

USA), including both single-camera modeling and multi-

camera registration. We used checkerboard feature detection 

for calibration. The defi nitions and descriptions of the check-

erboard feature extractor are shown in Fig. S3. The size of 

the checkerboard pattern used in this experiment was 16 × 17 

squares (height × width), and the size of each square was 30 

× 30  mm 2 . For camera calibration in three dimensions, the 

checkerboard-pattern board was placed inside the experimental 

box at 15 diff erent angles, and each of the cameras took one 

picture at each placement. The 15 checkerboard images were 

used to establish a single-camera pinhole imaging model. A 

point was projected from the world coordinate system ([ X Y Z  
1]) to the pixel coordinate system of a camera ([ x y  1]). 

   m ⋅

[
x y 1

]
= [X Y Z 1] ⋅ P   , 

   P = Q ⋅ K   , 

   Q =

[
R

T

]
   , 

   K =

⎡⎢⎢⎣
fx 0 0

s fy 0

cx cy 1

⎤⎥⎥⎦   , 
   R =

⎡⎢⎢⎣
a d g

b e h

c f i

⎤⎥⎥⎦   , 
   T =

[
j k l

]
   , 

 where  P  denotes the camera matrix,  m  denotes the scale factor, 

 Q  and  K  denote the extrinsic and intrinsic parameters, respec-

tively, and  R  and  T  denote the rotation matrix and translation 

vector, respectively. The extrinsic parameters of the single-cam-

era model represent a spatial transformation between the world 

coordinate system and the camera coordinate system (Fig. S4). 

 Then, the single-camera model was used to remove dis-

tortion in the checkerboard images and recorded videos 

caused by the lenses using the lens distortion model. The 

straight-line features in the world coordinate system were 

curved in the distorted images. The image correction opera-

tion corrected the points in pixel coordinates to recover the 

real features. Zooming out on the image to a proper scale 

ensured that the experimental region did not lie outside the 

edges of the images after correction. 

    Multi-Camera Registration 

 After detecting the feature points (the corners of squares in the 

checkboard image) in the undistorted checkerboard image, we 

transformed the feature points of the top-view and side-view 

cameras to the same coordinate system. The multi-camera regis-

tration was based on a general projective geometric transforma-

tion model. We projected each point in the original camera coor-

dinate system ([ u v  1]) to a unifi ed coordinate system ([ x y  1]). 

   
[
x y 1

]
= [u v 1] ⋅ Tr   , 

   Tr =

⎡⎢⎢⎣
A D G

B E H

C F 1

⎤⎥⎥⎦   , 
 where  Tr  is the transformation matrix. Then, 

   

{
x = (Au + Bv + C)∕(Gu + Hv + 1)

y = (Du + Ev + F)∕(Gu + Hv + 1)
   , 

   

{
x = Au + Bv + C − Gux − Hvx

y = Du + Ev + F − Guy − Hvy
   , 

   

[
x

y

]
=

[
u v 1

0 0 0

0 0 0

u v 1

−ux −vx

−uy −vy

]
⋅ Tvec   , 

   Tvec = [A B C D E F G H]T   . 

 We solved   Tvec    , which consists of all the parameters in 

transformation matrix  Tr , based on the checkboard image 

pattern for the  k  th  feature point pair, the original point 

  Pk =
[

uk vk 1
]
    , and the projected point   Qk =

[
xk yk 1

]
    . 
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The mathematical relationships for all the feature pairs are 

as follows: 

   

⎡⎢⎢⎢⎢⎢⎢⎣

x1

⋯

xk

y1

⋯

yk

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎣

u1 v1 1 0 0 0 −u1x1 −v1x1

⋯

uk vk 1 0 0 0 −ukxk −vkxk

0 0 0 u1 v1 1 −u1y1 −v1y1

⋯

0 0 0 uk vk 1 −ukyk −vkyk

⎤⎥⎥⎥⎥⎥⎥⎦
⋅ Tvec   . 

 The above matrix equations can be rewritten as: 

   X = U ⋅ Tvec   , 

   Tvec = U∖X   . 

 The unifi ed coordinate system was generated by fi ne-tun-

ing the feature points of the top-view camera; then, all the 

feature points of the side-view cameras were projected to the 

unifi ed coordinate system (Fig. S5). Although the registra-

tion errors of the auxiliary cameras [Camera 2 error: 0.347 

± 0.028 mm; Camera 3 error: 0.635 ± 0.040 mm; Camera 

4 error: 0.175 ± 0.008 mm;  n  = 240 (15 × 14 checkerboard 

points)] were higher than the main camera error (Camera 1 

error: 0.106 ± 0.005 mm) because the content in the side-

view cameras had greater deformation (Fig. S6), all the 

multi-camera registration errors were very small compared 

to the average mouse body width (30.35 ± 0.45 mm;  n  = 

15). 

    Mouse Detection by the Faster R-CNN Model 

 The MOT-Mice system, a mouse multi-object tracker, uses 

a Faster region-based CNN (R-CNN) model to detect all 

the individual mice in each image by marking them with 

bounding boxes. We constructed the Faster R-CNN model 

based on a pre-trained ResNet-18 model using transfer learn-

ing. During the model training process, data augmentation 

techniques based on various image transformation methods 

were used to improve model generalizability and avoid over-

fi tting. These image transformation operations comprised 

image fl ipping (horizontal and vertical), image translation, 

saturation and brightness adjustment, and noise addition 

(Figs S7, S8). The image augmentation parameters were set 

as follows: random horizontal and vertical fl ipping with 50% 

probability, horizontal and vertical translation range [−40 

40] pixels, random saturation modifi cation range [−0.2 0.2], 

random brightness modifi cation range [−0.2 0.2], and the 

addition of salt and pepper noise with a variance of 0.02 to 

each channel of the image. The deep learning architectures 

and experiments were implemented on a computer with 

MatLab R2019b software and confi gured with an NVidia 

GeForce GTX 1080 Ti GPU with 11 GB memory (NVIDIA 

Corp., Santa Clara, USA). 

    Evaluation of Mouse Detection Performance 

 Two criteria were used to evaluate the mouse detection 

performance: frame-based accuracy and individual-based 

accuracy. For an image with  n  mice and annotated bound-

ing boxes (Bbox- n ), the MOT-Mice system detected  m  mice 

and calculated their bounding boxes (Bbox- m ). We deter-

mined the number of correct detections ( K ) by calculating 

the pairwise intersection over union (IoU) between Bbox-

 n  and Bbox- m . A correct mouse detection meant that the 

IoU between Bbox- n  and Bbox- m  exceeded a threshold of 

0.5. Then, the individual-based accuracy for this image was 

calculated as  K / n . The average individual-based accuracy 

of >1,500 testing images for each group size (1, 2, 3, 4, 

5, 6, 10, and 15) was used to evaluate the mouse detection 

performance. The original image size was 1280 pixels × 

720 pixels. The distribution of the diagonal length of all the 

bounding boxes in the training and testing datasets is shown 

in Fig. S9A {diagonal length (pixels): median [interquar-

tile range (IQR) Q1–Q3], 70.01 [IQR 79.76–98.86]}. The 

frame-based accuracy denotes the percentage of images with 

100% individual-based accuracy (Fig. S9). 

    Comparison of Mouse Detection Performance Across 
Multiple Deep Learning Algorithms 

 We constructed Faster R-CNN models based on several excel-

lent deep neural networks (SqueezeNet, GoogLeNet, and 

ResNet-18) to fi nd the most appropriate model for the mouse 

detection task (Fig. S9). SqueezeNet is a compact 18-layer 

CNN architecture that has 50× fewer parameters than AlexNet 

but maintains AlexNet-level accuracy on the ImageNet data-

set. GoogLeNet is a 22-layer CNN architecture designed with 

the Hebbian principle and the concept of multiscale process-

ing to improve its computational efficiency. GoogLeNet 

consists of a repeated “Inception module” that moves from 

fully-connected to sparsely-connected architectures. Residual 

neural network (ResNet) uses identity mapping for all short-

cuts and zero-padding to increase the dimensions without 

increasing the parameters. ResNet-18 is an 18-layer residual 

learning framework. 

 We constructed R-CNN, Fast R-CNN, and Faster R-CNN 

models based on ResNet-18 and compared their run-times 

for mouse detection (Fig. S10). All three models are grad-

ually-optimized deep-learning algorithms [ 57 ]. The Faster 

R-CNN model achieved the best performance (the highest 

accuracy and lowest time consumption). The R-CNN model 

consists of three modules that generate region proposals and 

crop images, classify the cropped images, and refi ne the 

region proposal bounding boxes. Unlike the R-CNN model, 

the Fast R-CNN processes the entire image and then pools 

the CNN features to each region proposal for further clas-

sifi cation. Fast R-CNN accelerates algorithm execution by 
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sharing the computations for overlapping regions. Faster 

R-CNN is more effi  cient than the other models because its 

implemented region proposal network generates region pro-

posals faster and more accurately. 

 To compare the performance of developed mouse detection 

models eff ectively, all the models used the same parameter 

settings: maximum number of strongest region proposals of 

128, detection score threshold of 0.65, processing batch size 

of 16, and GPU execution environment. 

    Generating Tracklets From the Detection Results 

 The MOT-Mice system tracks individual mice detected by 

the Faster R-CNN model using a multi-object tracking algo-

rithm, and it generates tracklets for each detected animal. In 

most cases, the mouse movements recorded by the camera 

(at a sampling frequency of 25 Hz) had smooth trajectories. 

As a result, the bounding boxes corresponding to the same 

mouse largely overlapped in two adjacent frames, while the 

bounding boxes corresponding to diff erent mice had no or 

only small overlaps. 

 For two adjacent frames, we assumed that all the mice 

detected in the fi rst frame have determined identities, while 

the mice in the next frame have only the detection results 

indicated by the bounding boxes but no identities. Then the 

core function of multi-object tracking is to assign identi-

ties to support the detection results of the next frame, or 

in mathematical terms, to identify the pairing method that 

maximizes the total IoU. We paired the bounding boxes in 

the two adjacent images and calculated the IoU matrix of 

these boxes. An IoU of 0 indicates that the two boxes do 

not overlap, while an IoU of 1 indicates that the two boxes 

overlap perfectly. We solved the identity assignment prob-

lem using the Munkres global nearest-neighbor assignment 

algorithm based on the pairwise IoU matrix. 

 To improve the tracking accuracy, the identity assignment 

operations were further optimized by setting two criteria 

according to the IoU. For the  k  th  target bounding box (Bbox) 

in the previous frame (   BboxPrek    ), the IoU between   BboxPrek    

and each Bbox in the next frame (   BboxNext i    ) is denoted as 

  vki    , where  i  = 1, 2, …,  n . The largest and second-largest 

  vki    values are denoted as   vkm    and   vkn    , respectively, denoting 

that the   BboxNextm    and   BboxNextn    in the next frame are 

the two Bboxes that overlap most with the   BboxPrek    in the 

previous frame.   BboxPrek    and   BboxNextm    are paired and 

considered to denote the same object when the following 

two criteria (   IoUThre    and   IoUDiffThre    ; Thre means threshold) 

are satisfi ed: (1) IoU value criterion:   vkm    ≥   IoUThre    ; (2) IoU 

diff erence criterion:   vkm − vkn    ≥   IoUDiffThre    . Furthermore, 

we implemented a parameter optimization test on the param-

eters   IoUThre    and   IoUDiffThre    . Our experimental results sug-

gested that the optimal parameter settings are   IoUThre    = 0.20 

and   IoUDiffThre    = 0.15. 

 When no matching detection result occurred between the 

bounding boxes in the previous frame and the next frame, 

the corresponding trajectory segment in the previous frame 

was terminated. When a detection result occurred in the 

next frame and no matching bounding box could be found 

in the previous frame, a new trajectory segment was gener-

ated. This process was repeated iteratively until the entire 

video was analyzed and the tracklets of all the animals were 

obtained. 

    Mathematical Defi nitions of the Tracklets 

 Tracklets are the intermediate results of the multi-object 

tracking process. We fused the shorter tracklets to obtain 

longer trajectory segments until a complete trajectory was 

obtained. We used a 2D trace plot and a Gantt chart to 

describe the spatial and temporal information, respectively, 

contained in the tracklets (Fig. S11). 

 The mathematical definition of a tracklet is 

  Z =
[
zM , zM+1,… , zN

]
    ,   zn =

(
zbboxn, zxn, zyn, ztn

)
    , where Z 

denotes a tracklet and   zn    denotes a point in the  Z  tracklet. 

For a point   zn    ,   zbboxn    denotes the current bounding box, 

(   zxn, zyn    ) denotes the center of   zbboxn    , and   ztn    denotes the 

current frame, which is usually the video frame index. The 

duration of tracklet  Z  denotes the number of frames or the 

number of points it covers and is calculated as Duration( Z ) 
=  N  −  M . Tracklet  Z  is a continuous trajectory when 

Duration( Z ) is equal to the total number of frames in the 

video. 

    Tracklet Evaluation 

 Before conducting the trajectory segment evaluation, the 

ground-truth trajectories were obtained by manually click-

ing the centers of the targeted mouse frame by frame for 

each mouse. The evaluation metrics for tracklets focus on 

two aspects: accuracy and completeness. We adopted the 

following four metrics based on the most popular multi-

object tracking challenge (MOT challenge) to evaluate the 

validity and reliability of the system: (1) the number of iden-

tity switches (IDS) in a tracked trajectory that diff ers from 

its matched ground-truth identity, (2) the total number of 

times a trajectory is fragmented (Frag) during tracking, (3) 

mostly lost targets (ML) represent the ratio of ground-truth 

trajectories that are covered by a track hypothesis for at most 

20% of their respective life spans; and (4) mostly tracked 

targets (MT) represent the ratio of ground-truth trajectories 

that are covered by a track hypothesis for at least 80% of 

their respective life spans. The perfect values for IDS, Frag, 

ML, and MT are 0, 0, 0, and 100%, respectively. In the sub-

sequent steps, we tried to decrease the values of IDS, Frag, 

and ML, and increase the value of MT by tracklet assembly. 
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    Matchability of Tracklet Pairs 

 To ensure tracking accuracy, we set strict thresholds for gener-

ating tracklets from the detection results. As a result, the initial 

tracking results were almost free of identity switch errors but 

consisted of several fragments. To obtain the complete trajec-

tory for each animal, we needed to fuse the tracklets belonging 

to the same animal. We calculated the matchability of two 

tracklet fragments to judge whether two tracklets belong to the 

same mouse and should be fused. For two tracklets  P  and  Q ,

      

       

 The matchability of tracklets  P  and  Q  [Match( P ,  Q )] 
was determined based on both temporal and spatial criteria. 

First, we characterized the temporal relationship between 

tracklets  P  and  Q . Assume  P  is prior to  Q  so that   ptA < qtC    

and   ptB < qtD    . In other words, the endpoints of   pB    and   qC    

are temporal neighbors, and tracklet assembly would occur 

between   pB    and   qC    if tracklets  P  and  Q  refer to the same 

animal. The tracklets  P  and  Q  temporally overlap when 

  ptB ≥ qtC    and do not overlap when   ptB < qtC    . The temporal 

distance between   pB    and   qC    is   Temp
(
pB, qC

)
= ||ptB − qtC

||    . 
If the temporal distance between   pB    and   qC    is larger than the 

threshold [   Temp
(
pB, qC

)
    >  Temp Thre ], then Match( P ,  Q ) = 

0 (Fig. S12). 

 For each tracklet pair that satisfi ed the temporal criterion, 

we then calculated Match( P ,  Q ) based on spatial and tem-

poral information. When the tracklets  P  and  Q  are separate, 

only their endpoints (   pB    and   qC)    are counted, i.e., Match( P , 
 Q ) =   SpatialFunc

(
pB, qC

)
    , where   SpatialFunc(⋅)    denotes the 

function used to calculate the spatial relationship between 

two Bboxes. 

 If tracklets  P  and  Q  temporally overlap, Match( P ,  Q ) 
is the average matchability value of all the overlapping 

segments: 

   Match(P, Q) = 1∕Temp
(
pB, qC

)
⋅

B∑
k=C

SpatialFunc
(
pk, qk

)
    

 Two kinds of   SpatialFunc(⋅)    were used in this study: 

distance-dominated and IoU-dominated functions. The dis-

tance-dominated   SpatialFunc(⋅)    uses the distance between 

the centers of two Bboxes to characterize matchability. A 

higher   SpatialFuncDist(⋅)    value denotes lower matchability 

between tracklets: 

   SpatialFuncDist
(
pk, qk

)
=
||||||(pxk − qxk, pyk − qyk

)||||||   . 
 The IoU-dominated   SpatialFunc(⋅)    uses the IoU 

between two Bboxes to characterize matchability. A higher 

  SpatialFuncIoU(⋅)    value denotes higher matchability 

between tracklets: 

   SpatialFuncIoU
(
pk, qk

)
= IoU

(
pbboxB, qbboxC

)
   . 

P =
[
pA, pA+1,… , pB

]
, pb =

(
pbboxb, pxb, pyb, ptb

)
Q =

[
qC, qC+1,… , qD

]
, qd =

(
qbboxd, qxd, qyd, qtd

)

 Here we determined the defi nition and calculation of 

tracklet pair matchability, then we used it to guide the track-

let assembly operations. 

    Tracklet Assembly by Spatial Information 

 Next, spatial information-based tracklet assembly opera-

tions were used to calculate the spatial information between 

a target tracklet  Q  and multiple tracklets that may be fused 

{   Pk    } and identify pairs of tracklets belonging to the same 

individual that can be fused. {   Pk    } denotes the set of tracklet 

 P , and the defi nition and calculation of Match (   Pk    ,  Q ) is the 

same as Match( P ,  Q ). The matchability of a tracklet pair  Q  
and   Pk    , Match(  Pk    ,  Q ), is denoted   vk   . 

 Distance-dominated tracklet assembly calculates tracklet 

pair matchability by   SpatialFuncDist
(
pk, qk

)
    . The smallest 

and the second-smallest   vk    are denoted   vm    and   vn    , respec-

tively. Then, tracklets  Q  and   Pm    denote the same animal and 

can be fused when the following two criteria are satisfi ed: 

(1) a distance value criterion:   vm    ≤   DistThre    ; and (2) a dis-

tance diff erence criterion:   vm − vn    ≥   DistDiffThre   . 

 IoU-dominated tracklet assembly calculates tracklet pair 

matchability by   SpatialFuncIoU
(
pk, qk

)
    . The largest and sec-

ond-largest   vk    are denoted   vx    and   vy    , respectively. Tracklets 

 Q  and   Px    denote the same animal and can be fused when the 

following two criteria are satisfi ed: (1) the tracklet IoU value 

criterion:   vx    ≥   TrackletIoUThre    ; and (2) the tracklet IoU dif-

ference criterion:   vx − vy    ≥   TrackletIoUDiffThre   . 

    Parameter Optimization Test for Tracklet Assembly 

 The parameter optimization test assesses system perfor-

mance under diff erent parameter settings by changing the 

values of a single key parameter or combinations of the val-

ues of multiple key parameters. The goal of this test is to 

fi nd the relationship between parameter values and system 

performance and to provide a reference basis for the param-

eter settings. Here, we implemented a parameter optimiza-

tion test for three operations: generating tracklets from the 

detection results, distance-dominated tracklet assembly, and 

IoU-dominated tracklet assembly. All three operations had 

two key parameters. We conducted parameter optimization 

tests by setting diff erent combinations of values for these 

key parameters. During the parameter optimization test, the 

parameters are optimized based on the conditions that the 

multi-object tracking performance is improved insofar as 

possible while satisfying the fundamental no-identity-switch 

principle. To generate tracklets from the detection results, 

eight parameter sets were tested for (   IoUThre    ,   IoUDiffThre    ): 

(0.02, 0.01), (0.05, 0.05), (0.15, 0.10), (0.20, 0.10), (0.20, 

0.15), (0.25, 0.15), and (0.30, 0.20). For distance-dominated 

tracklet assembly, six gradually increasingly strict parameter 

sets were tested (   DistThre    ,   DistDif fThre    ): (50, 5), (45, 5), (40, 
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5), (40, 10), (30, 10), and (30, 15). For IoU-dominated track-

let assembly, 6 gradually increasingly strict parameter sets 

were tested (   TrackletIoUThre    ,   TrackletIoUDiffThre    ): (0.05, 

0.05), (0.15, 0.15), (0.25, 0.25), (0.30, 0.25), (0.30, 0.30), 

and (0.35, 0.30). 

    Tracklet Assembly by Trace Prediction 

 At the trajectory breakpoints, we used a cascade-forward 

artifi cial neural network (C-ANN) for trace prediction, track-

let length extension, and trajectory segment assembly. We 

constructed the C-ANN model to predict the position of the 

next point from  K  ( K  = 24) consecutive trajectory points. 

The C-ANN model contains an input layer, a hidden layer, 

and an output layer. The nodes in each layer were fully con-

nected in the forward direction with the nodes in surround-

ing other layers. In addition, there were direct connections 

between the input layer and the output layer. The input layer 

had 48 nodes and accepted the position coordinates ( x, y ) of 

the  K  consecutive trajectory points. The hidden layer had 

32 nodes with a tansig transfer function: tansig( x ) = 2/[1 + 

exp(−2 x )] − 1. The output layer had 2 nodes with a linear 

transfer function that output the predicted position of the 

next point. 

 During C-ANN model training, the training and testing 

datasets were automatically generated based on the track-

ing results. Although most of the tracklets were still not the 

fi nal complete trajectories, many had extended durations and 

could be used to train the C-ANN model. The tracklets were 

divided into standard segments of length  K  +  P , where  P  is 

the number of points that needed to be predicted. In addition, 

we used the trace similarity (TraceSimi) algorithm based on 

Euclidean distance to evaluate the trace prediction accuracy. 

 For two traces,   TraceA    and   TraceB    , with  N  points that were 

temporally fully overlapped, 

   TraceA =
{

pA
t

}
    ,   pA

t
=
[
xA

t
, yA

t

]
   , 

   TraceB =
{

pB
t

}
    ,   pB

t
=
[
xB

t
, yB

t

]
   , 

 where  t  = 1, 2, …,  N . 
 The traces   TraceA    and   TraceB    were normalized as follows: 

   TraceA−norm =
{

PA
t

}
=
{

pA
t
−
(
pA

1
+ pB

1

)
∕2

}
,      PA

t
=
[
XA

t
, YA

t

]
   , 

   TraceB−norm =
{

PB
t

}
=
{

pB
t
−
(
pA

1
+ pB

1

)
∕2

}
    ,   PB

t
=
[
XB

t
, YB

t

]
   , 

   TraceDist = ||||TraceA−norm − TraceB−norm
||||   , 

   TraceDist =
1

N

N∑
t=1

√(
XA

t − XB
t

)2
+
(
YA

t − YB
t

)2
,    

  Dist ∈ [0∞)   , 

 and TraceSimi =   e−TraceDist    , where TraceSimi   ∈ (0, 1]   . 

 When the number of predicted points was 2, 4, 6, 8, or 

10, the trace prediction accuracy (the similarity between the 

observed and predicted traces) was 0.9727, 0.9627, 0.9535, 

0.9449, and 0.9368, respectively. To ensure the reliability of 

trace prediction, we set 0.95 as the trace similarity threshold 

and predicted a maximum of 6 points for the subsequent 

tracklet assembly process by trace prediction. 

 The prerequisite for tracklet  Z  to use the C-ANN was set 

to Duration( Z ) ≥24,   Z =
[
zM , zM+1,… , zN

]
    . For the last  K  

points of tracklet  Z , we obtained the forward tracklet pre-

diction   ZForward    by iteratively repeating the C-ANN  P  times 

( P  = 6): 

   ZForward =
[
zM , zM+1,… , zN,zN+1,… , zN+P

]
   . 

 We input the fi rst  K  points of tracklet  Z  into the C-ANN 

in reverse and obtained the backward predicted tracklet 

  ZBackward    by iteratively repeating the C-ANN process  P  times: 

   ZBackward =
[
zM−P,… , zM−1, zM , zM+1,… , zN

]
   . 

 Trace prediction was carried out both forward and back-

ward for all the tracklets after the initial assembly; then, the 

operations described above were conducted on the track-

lets. For the tracklets that still could not be fused after trace 

prediction, the trajectory predictions were deleted, and the 

original tracklets were retained. 

    Tracklet Assembly from Multiple Camera Recordings 

 During the process of tracklet assembly from multiple cam-

era images, the tracklets from the top-view camera dominate 

the process, while the side-view camera recordings are used 

to assist in tracklet assembly in conjunction with the main 

camera recordings. We applied the same operations for the 

videos from the side-view cameras as were described previ-

ously for the top-view camera, including mouse detection, 

multi-object tracking, initial tracklet assembly, and tracklet 

assembly by trace prediction. Notably, due to the imaging 

angle, the fi elds of view of the side-view cameras had sensi-

tive regions that were defi ned as one-third of the area farthest 

from the camera. In the sensitive regions, the mouse individ-

uals were relatively small and often occluded by other mice. 

In addition, objects in the sensitive region of the images were 

substantially deformed after camera registration. Therefore, 

we deleted the detection results in the sensitive region before 

conducting multi-object tracking for the side-view cameras. 

For the side-view cameras, mouse detection and tracking 

were achieved before image registration, and tracklets were 

generated after image registration. 

 We used the distance matrices between the tracklets of 

the top-view camera and the side-view cameras to achieve 

multi-camera fusion (Fig. S13). The distance between a 

tracklet  P  from the top-view camera and a tracklet  Q  from 

a side-view camera was determined by the TrackDist( P ,  Q ) 
function: 

   P =
[
pA, pA+1,… , pB

]
    ,   pb =

(
pbboxb, pxb, pyb, ptb

)
   , 

   Q =
[
qC, qC+1,… , qD

]
    ,   qd =

(
qbboxd, qxd, qyd, qtd

)
   , 

   TrackDist(P, Q) =
1

Ω

B∑
b=A

D∑
d=C

D
(
pb, qd

)
⋅ S

(
pb, qd

)
   , 
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   D
(
pb, qd

)
=

√(
pxb − qxd

)2
+
(
pyb − qyd

)2
   , 

   S
(
pb, qd

)
=

{
1, ifptb = qtd

0, else
   , 

    Ω =
B∑

b=A

D∑
d=C

S
(
pb, qd

)
    , 

where   D
(
pb, qd

)
    denotes the spatial distance,   S

(
pb, qd

)
    

is a temporal indicator and a value of 1 means that   pb    and 

  qd    refer to the same time point. The symbol   Ω    denotes the 

length of the temporally overlapped segment between track-

lets  P  and  Q . When two tracklets  P  and  Q  do not overlap 

(   Ω = 0    ), the distance   TrackDist(P, Q)    is infi nite. 

 The implementation of tracklet assembly by multiple 

cameras consists of two steps. First, a set of tracklets   Φ    , 

defi ned from the top-view camera, with small distances 

between the same tracklets identifi ed by a side-view camera 

is found: 

   Φ =
{

Pk

}
   , 

   TrackDist(P, Q) < DistThre    , 

where the tracklets   Pk    are from the top-view camera and 

tracklet  Q  is from a side-view camera; DistThre denotes the 

distance threshold for tracklet assembly by multiple cameras, 

and is usually set to the average mouse body width. Then, 

the output tracklet set   Φ    belongs to the same mouse and 

should therefore be fused into a single tracklet. 

    Post-processing by Manual Checking and Correction 

 In rare cases, we identifi ed some tracklets that could not 

be fused or for which the identities of the mice associated 

with the trajectories switched. The MOT-Mice system post-

processes the tracking results through the MOT checking 

and correction (MOT-CC) module. 

 For the trajectory breakpoints that could not be automati-

cally fused by the algorithm, the MOT-Mice system achieves 

manual fusion by artifi cially inputting the indexes of the 

paired tracklets. Then, the MOT-CC module automatically 

calculates a risk factor (high risk usually refers to close 

interaction scenarios) for each frame of the video based on 

the tracking results. If the distance between the two nearest 

mice is less than the risk distance (RiskDist = average body 

width), the frame was automatically marked as a risk frame; 

then, the segment of risky tracking results was replayed to an 

investigator to determine whether an identity error existed. 

For the trajectories with identity switches, the misaligned 

trajectories were broken by manually marking the trajec-

tory index and the frame index. Then, the broken trajectories 

were fused by manually pairing the tracklets belonging to 

the same individual. Finally, the correct trajectories of all 

the individual mice were obtained. 

    Comparison of Tracking Multiple Mice Between Three 
Methods 

 idTracker.ai is the most recently reported model and is the 

state-of-the-art CNN-based system for tracking unmarked 

animal groups. We applied both the idTracker.ai and MOT-

Mice systems to process two videos (2 min) with five 

unmarked mice. The trajectory of each mouse in these vid-

eos was manually tracked by iteratively clicking the center 

of each mouse in each frame. During the manual tracking 

process, the trajectories of the fi ve mice were extracted indi-

vidually; then, these trajectories were used as ground truth 

to evaluate the performances of the idTracker.ai and MOT-

Mice systems. A qualitative criterion was used to evaluate 

the identity error of the trajectories. If an identity error exists 

in a tracker’s tracking result (either idTracker.ai or MOT-

Mice), some mice would be mismatched between the 2D 

trace plot of the tracker and the manual tracking results (Fig. 

S14); otherwise, the 2D trace plots of the tracker and the 

manual tracking results should overlap almost exactly. 

    Animals and Experimental Settings 

 All procedures were approved by the Animal Care and Use 

Committee of the Capital Medical University and were per-

formed according to the National Institutes of Health Guide 

for the Care and Use of Laboratory Animals. All the mice 

used in this study were specifi c pathogen-free wild-type 

C57BL/6J male mice aged 8–9 weeks purchased from Vital 

River (Vital River Lab Animal Technology Co., Ltd., Bei-

jing, China). The temperature of the colony room was main-

tained at 20–26°C, and the humidity at 40%–70% with light 

and darkness alternating every 12 h. The mice were habitu-

ated to the testing room for 1 h before the tests. We cleaned 

the apparatus with 70% ethanol after each experiment and 

conducted the next experiment after a 10-min interval. 

 In social experiments involving familiar and unfamiliar 

groups, two litters of mice were used in each experiment. 

Four mice in each litter had marked tails: Litter a (a1, a2, 

a3, and a4) and Litter b (b1, b2, b3, and b4). On the fi rst 

day of the test, open-fi eld experiments were conducted with 

the two litters (Familiar-1 group), and the activity of the 

familiar group was recorded for 10 min. Then, the mice were 

returned to their home cages. On the third day of the test, the 

two litters were regrouped to obtain a mixed group. Mice a1, 

a2, b3, and b4 constituted one group, and mice b1, b2, a3, 

and a4 constituted the other group. The activity of the mixed 

mouse groups in an open-fi eld environment was recorded for 

10 min; then, the mice were returned to their home cages. On 

day 5 of the test, the activity of the 2 familiar mouse groups 

in the open-fi eld environment was again recorded for 10 min 

(Familiar-2 group). 



901F. Su  et al.:  Every Individual in Unmarked Mouse Groups

1 3

    Defi nition and Recognition of Chasing Behavior 

 Chasing is a typical social behavior in mice. Mice not only 

chase each other for play but also during fi ghts. Chasing 

is associated with a specifi c spatiotemporal relationship 

between the movements of two mice and can be recognized 

 via  mouse trajectories. An analysis of chasing demonstrated 

the eff ectiveness and potential application of the MOT-Mice 

system. We defi ned and calculated chasing behavior from 

two trajectories using the spatiotemporal method. The chas-

ing was directional for each pair of mice. We used three 

criteria to recognize chasing. First, the distance between two 

mice should be relatively small (ChaseDistThre). Second, 

neither mouse can be standing still, and both mice should 

exhibit real-time location changes (i.e., their location vari-

ations within a short time window [−Lag Lag] should be 

relatively large (ChaseVarThre)). Third, one mouse must be 

behind the other during the chasing process. Notably, cross-

ing behavior (two mice quickly cross over in a head-to-head 

manner) usually satisfi es these three criteria but has a very 

short duration. To increase the reliability of chasing recogni-

tion, only events that satisfi ed these three criteria and lasted 

for >0.75 s were counted as chasing behaviors. 

    Statistical Analyses 

 All the statistical analyses were performed using GraphPad 

Prism 7.0 software (GraphPad Software Inc., San Diego, 

USA). The data are presented as the mean ± SEM. Diff er-

ences were considered statistically signifi cant at * P  <0.05. 

    Code Availability 

 The associated codes in this study are available online. The 

source code is available at   https:// github. com/ Zhang ChenL 

ab/ Multi- Object- Track er- for- Mice- V1.2    . 

     Results 

   Establishment of the MOT-Mice System 

 The MOT-Mice system performs the following four steps 

(Fig  1 A): (1) registering images taken from the primary 

(individual top-view) camera and auxiliary (multiple side-

view) cameras and projecting the images onto a normal-

ized coordinate system, (2) using a deep learning-based 

algorithm to detect multiple animals in every image, (3) 

generating tracklets, a trajectory segment without inter-

ruptions, that include mouse identity using a multi-object 

tracking algorithm based on the mouse detection results, 

and (4) generating the trajectories of all the individual 

mice by tracklet assembly. When animal aggregation or 

trajectory breakpoints (the time points at which the identity 

of a mouse is lost) were encountered, trace prediction was 

used for tracklet assembly. For the breakpoints that could 

not be solved by the primary camera during the tracking 

process, the MOT-Mice system used images taken by the 

auxiliary side cameras to reconstruct the tracklets and obtain 

a continuous trajectory.         

    Projecting Multiple Cameras onto the Same Coordinate 
System 

 Since the MOT-Mice system incorporates images from dif-

ferent cameras and the images are usually distorted [espe-

cially when those from multiple cameras (Figs S1, S2) are 

processed together], each image needs to be calibrated to 

generate a normalized image. As such, we calibrated and 

normalized the images using a checkerboard feature-based 

spatial geometric transformation method (Figs  1 B and 

S3–S6). Image distortion caused by the camera lens was 

fi rst removed through image correction by a pinhole camera 

model and a radial distortion algorithm. Then, the images 

from diff erent cameras were aligned by projection onto a 

single target coordinate system (Fig.  1 B). In this manner, 

the image calibration module transformed the images from 

multiple cameras into a unifi ed framework, providing a basis 

for the subsequent mouse detection process. 

    Detecting All Mouse Individuals in Each Frame 

 To detect individual mice in each frame, the MOT-Mice 

system uses deep learning object detection methods [i.e., 

the MOT-Mice object detection (MOT-OD) module] to 

detect the bounding boxes, the smallest rectangles enclos-

ing each mouse (Fig.  1 C). To train the MOT-OD model, we 

fi rst established a large mouse image dataset. We assigned 

each mouse to a training or testing set before recording the 

videos (Fig. S7). For recorded videos with 1, 2, 3, 4, 5, 6, 

10, and 15 mice, we extracted frames at 2-s intervals. The 

images were then annotated with bounding boxes using 

MatLab; the training dataset consisted of 12,244 labeled 

original images with a total of 67,096 annotations, and the 

test dataset included 1,000 labeled images with a total of 

5,324 annotations. The MOT-OD module used the Faster 

R-CNN model to detect the mice; a pre-trained deep learn-

ing network (ResNet-18) was used as the basis of the Faster 

R-CNN model. We used transfer learning and data augmen-

tation techniques (Fig. S8) to fi ne-tune the model param-

eters. After training, the MOT-OD module achieved an 

average accuracy of 99.8% with transfer learning and 97.6% 

without transfer learning on the test dataset. We evaluated 

the accuracy of the MOT-OD module with transfer learn-

ing using an individual-based accuracy criterion (where the 

error refl ects incorrect mouse detections) and a frame-based 
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accuracy criterion (where the error refl ects an image exhibit-

ing incorrect mouse detection). The MOT-OD module ana-

lyzed 1,500 images under each experimental setting, namely, 

the presence of 1, 2, 3, 4, 5, 6, 10, and 15 mice, and achieved 

gradually decreased individual-based accuracy (from 100% 

down to 97.75%) and frame-based accuracy (from 100% 

down to 91.27%) with increased group size (Fig. S9). We 

compared the three most popular and widely-used CNNs 

(ResNet-18, GoogLeNet, and SqueezeNet) and found that 

the ResNet-18 model achieved the highest mouse detection 

accuracy. We further compared the time consumption of 

R-CNN, Fast R-CNN, and Faster R-CNN. The Faster R-CNN 

model used a region proposal network to search for features 

and dramatically improved the mouse detection speed [the 

average detection times for each image by the R-CNN, Fast 

R-CNN, and Faster R-CNN models were 1.86, 0.53, and 

0.18 s (10.39:2.94:1), respectively; Fig. S10]. The MOT-OD 

module achieved highly accurate performance in detecting 
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all mouse individuals in each image and provided a sound 

basis for subsequently generating tracklets. 

    Tracklet Generation Based on Mouse Detection Results 

 To obtain a tracklet (Fig. S11), the same animal in two 

adjacent images was recognized by comparing the bound-

ing boxes using the MOT-Mice identity pairing (MOT-IP) 

module. The mice detected in the two images (images A and 

B) were assigned identities (A-Mouse  i   and B-Mouse  j  ). The 

pairing of IDs between two adjacent images was determined 

by the Munkres global nearest neighbor algorithm [ 58 ,  59 ], 

which solved the identity assignment problem by maximiz-

ing the total IoU between pairs (Fig.  1 D). 

 Arguably, the most signifi cant diffi  culty in multi-animal 

tracking is refl ected in identity switches and fragments of 

varying lengths in the tracked trajectories. This phenom-

enon can occur when one mouse is occluded by another. The 

uncorrected and unsuccessful matches found by the MOT-IP 

module resulted in identity switches and tracklet fragments, 

respectively. 

 Trajectory accuracy, which is represented by identity 

switching, and trajectory completeness, which is repre-

sented by the numbers of tracklet fragments, mostly lost 

targets, and mostly tracked targets, are two important types 

of evaluation metrics in multi-object tracking (Fig.   1 E). 

The parameter optimization test for IoU in identity pair-

ing refl ected the relationship between the performance of 

the MOT-IP module and the value of the key parameter 

pair (   IoUThre    ,   IoUDiffThre    ). We set the optimized value of 

(   IoUThre    ,   IoUDiffThre    ) to (0.20, 0.15) to ensure no identity 

switch and as few fragments as possible (Fig.  1 F). By ana-

lyzing 3 sets of 5-min videos containing 1, 2, 3, 4, 5, 6, or 10 

animals (for a total of 21 videos) and validating the MOT-IP 

module, we found that on average, there were 0, 5.33 ± 0.58, 

5.67 ± 1.53, 7.33 ± 1.53, 15.67 ± 4.04, 18.33 ± 2.08, and 

106.67 ± 20.82 fragments in the 5-min videos containing 

1, 2, 3, 4, 5, 6, and 10 animals, respectively (Fig.  1 G). To 

ensure tracking accuracy, we set strict rules for the MOT-

IP process that led to no identity switches but resulted in 

several fragments. The MOT-IP module achieved relatively 

few tracklet fragments for the videos containing 1–6 mice 

and had great potential to be further assembled to obtain 

complete trajectories for each individual. 

     Parameter Optimization Test for Tracklet 
Assembly Using Spatial Information 

 We further explored trajectory completeness by tracklet 

assembly using spatial information that did not lead to a loss 

of trajectory accuracy (Figs  2  and S12). Both distance-dom-

inated (Fig.  2 A,  B ) and IoU-dominated (Fig.  2 C,  D ) track-

let assemblies were adopted in this study, and a parameter 

optimization test was applied using the recorded videos with 

fi ve mice. We tested two sets of gradually strict parameters 

for distance-dominated and IoU-dominated tracklet assem-

blies to fi nd the optimized parameter settings. The optimized 

value of the key parameter pair (   DistThre    ,   DistDif fThre    ) for 

distance-dominated tracklet assembly was set to (30, 10) 

pixels to ensure that no identity switches occurred and to 

result in as few fragments as possible (Fig.  2 B). The opti-

mized value of the key parameter pair (   TrackletIoUThre    , 

  TrackletIoUDiffThre    ) for IoU-dominated tracklet assem-

bly was set to (0.30, 0.30) (Fig.  2 D). We optimized the key 

parameters for distance-dominated and IoU-dominated 

tracklet assembly algorithms to increase the trajectory com-

pleteness without the loss of trajectory accuracy.         

   Trajectory Generation by Tracklet Assembly 

 The main problem in tracklet assembly is to fi nd the track-

let that belongs to the same individual on both sides of a 

breakpoint. The MOT-Mice system uses two steps to solve 

this problem. First, it uses a trace prediction module (the 

MOT-TP module) to extend the tracklet at the breakpoint 

for both the overhead and auxiliary cameras (Fig.  3 A). The 

MOT-TP module is a cascade-forward artifi cial neural net-

work (C-ANN) trained to predict extended trajectory points 

  Fig. 1       Multi-object tracker for mice (MOT-Mice) powered by multi-

camera acquisition and a deep learning (DL) algorithm extracts the 

tracklets of unmarked mice in a group.  A  Flowchart of the MOT-

Mice system.  B  Image registration using a checkerboard pattern (Fig. 

S3). Left to right: original distorted checkerboard image of camera- X  
and its corresponding pixel coordinate system; image with distortion 

removed by single-camera modeling using a pinhole imaging model 

and a radial distortion model (Fig. S4); image registration by projec-

tive geometric transformation. All images from all cameras are pro-

jected to a normalized coordinate system (Figs S5, S6).  C  DL-based 

mouse detection. Left to right: implementation of the Faster R-CNN 

model for mouse detection (Figs S7–S10); mouse detection accuracy 

 versus  group size.  D  Pre-tracking of multiple mice by a single cam-

era based on spatiotemporal information. The mice in the previous 

frame are labeled by bounding boxes (Bboxes) with a specifi c color 

and assigned an identity (ID- x ); then, the mice detected in the current 

frame are labeled (label- y ). The intersection over union (IoU) value 

refl ects the spatial relationship between the Bbox for ID- x  and label- y . 
The solutions to the identity assignment problem are indicated by the 

connecting lines. The algorithm is repeated iteratively to obtain the 

tracking results as tracklets, which are shown as a Gantt chart (tempo-

ral information) and a 2D trace plot (spatial information) (Fig. S11). 

 E  Criteria for tracklet evaluations. The criteria for identity switches, 

fragments, and mostly lost targets are illustrated. Dotted line and 

small circle, the ground truth of trajectory. Solid line and large circle, 

the tracking results.  F  Parameter optimization test for IoU in identity 

pairing. The plot shows IoU settings  versus  tracklet evaluation crite-

ria. Dotted red line, the perfect value for each criterion. Blue dotted 

line, the chosen parameter settings. The optimization tests were con-

ducted using videos recorded with fi ve mice.  G  Plot of tracklet frag-

ments  versus  animal group size.  

◂
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in both the forward and backward directions through 24 

consecutive trajectory points. After training the MOT-TP 

module with 7,838 automatically-generated training and 

testing tracklets, the trace prediction accuracy of the MOT-

TP module (i.e., the similarity between the original and 

predicted traces) signifi cantly improved. As the prediction 

length increased from 1 to 10 based on 24 consecutive 

points, the prediction accuracy gradually decreased. The 

accuracy for a prediction length of 6 points was 19.17% ± 

3.09% in pre-training and 95.68% ± 0.25% in post-training. 

We then used the MOT-TP module to process 18 5-min vid-

eos containing 2, 3, 4, 5, 6, and 10 animals. The MOT-TP 

  Fig. 2       Parameter optimization 

test to achieve optimal perfor-

mance in tracklet assembly by 

spatial information.  A  Processes 

of distance-dominated tracklet 

assembly. Left to right: Gantt 

chart and a 2D trace plot of six 

tracklets; a calculated distance-

based spatial information 

matrix; the rule and results of 

distance-dominated tracklet 

assembly. Inf, infi nite distance. 

 B  Parameter optimization test 

for distance-dominated tracklet 

assembly. The plots show dis-

tance settings  versus  the tracklet 

evaluation criteria. Dotted red 

line, the perfect value for each 

criterion. Blue dotted line, the 

selected parameter settings. The 

parameter optimization tests 

were conducted using recorded 

videos with fi ve mice.  C  IoU-

dominated tracklet assembly. 

From left to right: Gantt chart 

and a 2D trace plot of six 

tracklets; calculated IoU-based 

spatial information matrix; 

the rule and results of IoU-

dominated tracklet assembly.  D  
Parameter optimization test for 

IoU-dominated tracklet assem-

bly. The plots show tracklet 

IoU settings  versus  the tracklet 

evaluation criteria. Dotted red 

line, the perfect value for each 

criterion. Blue dotted line, the 

selected parameter settings.  
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module successfully connected 68.89% ± 10.18%, 53.17% 

± 12.22%, 54.23% ± 30.66%, 32.78% ± 15.12%, 41.95% 

± 1.88%, and 13.22% ± 3.28% of the fragmented tracklets 

by identifying that they are attributed to the same mouse, 

but the performance degraded as the number of animals 

increased.         

  Fig. 3       Tracklet assembly by trace prediction and multi-camera 

fusion.  A  Single-camera tracklet assembly obtained by trace predic-

tion using a cascade-artifi cial forward neural network (C-ANN). Left 

to right: two non-continuous tracklets are extended by the C-ANN 

and fused; C-ANN architecture and a trace prediction accuracy  ver-
sus  prediction length (PL) plot.  B  Multi-camera tracklet merging. 

Left: non-continuous tracklets from the top-view camera and simul-

taneously continuous tracklets from the side-view Camera  X ; seven 

tracklets (A to G) extracted from the video fragment from the top-

view camera, and three tracklets (AX, BX, and CX) extracted from 

the video fragment from the side-view Camera  X  (for the side-view 

cameras, mouse detection and tracking were achieved before image 

registration, and the tracklets were generated after image registration). 

Middle: pairwise tracklet distances between the top-view camera 

and side-view Camera  X ; tracklets A and F in the top-view camera 

belong to the same mouse, while tracklets D and G belong to a diff er-

ent mouse. Right: in the Gantt chart, the connecting arrows indicate 

that tracklets A and F and tracklets D and G should be connected; 

the mathematical model of tracklet merging by multiple cameras. The 

details regarding the two other side-view cameras in the same video 

segment are shown in Fig. S13.  C  Performance of the MOT-Mice 

system: remaining fragments  versus  the mouse group size. Black, 

only the main camera was used. Blue, the tracklet was generated by 

the main camera and fused by trace prediction. Red, the MOT-Mice 

multi-camera system was used.  D  Mouse group trajectories. Left: 

trajectories tracked by MOT-Mice. The trajectory of one mouse is 

highlighted in red, while the trajectories of the other four mice are 

denoted in gray. Right: comparison of the three tracking methods 

(black, manual tracking; blue, idTracker.ai; red, MOT-Mice; Fig. 

S14).  
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 Next, to fi x the remaining tracklets that could not be 

fixed by the MOT-TP methods, the MOT-Mice system 

used images collected by the auxiliary cameras to fuse the 

tracklets (Figs  3 B and S13). For those images, the tracklets 

are obtained and processed in the same way as the images 

collected by the main camera. Specifically, the MOT-

Match module aligns the broken trajectory with a trajectory 

obtained from auxiliary camera images. If the trajectory 

from the main camera at both ends of the breakpoint can 

be aligned with a continuous trajectory from an auxiliary 
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camera, these two broken trajectories can be regarded as 

trajectories from the same animal. The data showed that 

the ability to repair breakpoints was signifi cantly improved 

using the three auxiliary cameras relative to the repair abil-

ity using the main camera alone (Fig.  3 C). The remaining 

trajectory breakpoints that could not be adequately resolved/

fused for the 18 5-min videos containing 2, 3, 4, 5, 6, and 

10 animals were 0.67% ± 0.58%, 0.33% ± 1.53%, 3.33% 

± 1.53%, 4.67% ± 2.31%, 5.00% ± 1.00%, and 23.52% ± 

5.27%, respectively, and we determined that the breakpoint-

fi xing performance depended on the number of animals and 

the number of cameras. In a 5-min video with 6 animals, the 

MOT-Mice system was able to track nearly complete tra-

jectories of all the animals; only 0.117 breakpoints/(mouse 

per min) remained (3.51 remaining breakpoints in the 5-min 

video of 6 animals) (Fig.  3 C). 

 The MOT-Mice system post-processed the tracking 

results through the semiautomatic checking and correction 

(MOT-CC) module. The MOT-CC module fuses the remain-

ing trajectory breakpoints by human intervention and auto-

matically fi nds the high-risk video segments in which two 

or more mice are very close to allow manual verifi cation 

of whether an identity switch occurred. In an experiment 

tracking fi ve mice, the trajectories generated by idTracker.

ai exhibited identity errors, while all the trajectories gener-

ated by the MOT-Mice system without manual correction 

maintained correct identities (Figs  3 D and S14). Hence, the 

MOT-Mice system achieved noninvasive tracking of every 

individual in unmarked mouse groups. 

    Application of the MOT-Mice System to Social 
Behavior (Chasing) 

 Finally, as proof of principle, we used the MOT-Mice 

system to investigate chasing behavior, which is a typical 

social interaction behavior in mouse populations (Fig.  4 ). 

Four mice were placed in an open fi eld; then their chasing 

behavior over a 10-min period was investigated using the 

MOT-Mice system (Fig.  4 A–D). Chasing behavior typically 

involves one mouse following directly behind another and 

was defi ned as the trajectories of two animals with a con-

comitant relationship. The accompanying relationship satis-

fi es a distance and time threshold (in this study, these thresh-

olds were defi ned as a distance between the two mice <30 

mm that lasted for >0.75 s; Fig.  4 E,  F ). We found that ani-

mals that had been housed together since birth rarely chased 

each other during the recording on the fi rst day (rate: 0.3125 

± 0.0799 times/mouse pair, duration: 0.3264 ± 0.1013 s/

mouse pair; Fig.  4 G,  H ); however, when 4 mice from two 

diff erent litters were put into the open fi eld together, the 

cross-litter chasing count was signifi cantly higher than the 

same-litter chasing count (rate: 1.3125 ± 0.2941 times/

mouse pair,  P  <0.05; duration: 1.7238 ± 0.4460 s/mouse 

pair,  P  <0.05). This result demonstrated a social preference 

of mice for chasing novel peers. Thus, the MOT-Mice sys-

tem provides a reliable and precise method for simultane-

ously tracking the movement trajectories of multiple mice 

that can facilitate the study of social behavior in mice.         

     Discussion 

 To overcome challenging problems in tracking unmarked 

mice in groups (such as the fl exible bodies of rodents and 

close interactions), we established the noninvasive MOT-

Mice tracking system based on artifi cial intelligence and 

multi-camera image fusion technology. The MOT-Mice 

system accurately detects unmarked individual mice using 

a deep CNN algorithm, and it also applies both multi-camera 

fusion and C-ANN technologies to assemble the fragmented 

tracklets and obtain complete trajectories. 

 Tracklet fragments are common in multi-object tracking. 

The MOT-Mice system used the MOT-TP module to assem-

ble tracklets of the main camera fi rst, then used multi-camera 

fusion technology to assemble the tracklets when the MOT-

TP method failed. In the idTracker.ai system, animal cross-

ing and occlusion scenarios are detected and abandoned; 

abandonment leads to the loss of critical information during 

social interaction and a high risk of misidentifi cation [ 25 ]. 

The MOT-Mice system solved these problems directly by 

continuously detecting and tracking animals even when they 

engaged in close interactions such as crossing and huddling. 

This approach is more robust than single-camera tracking 

  Fig. 4       Analysis of the chasing behavior between two litters.  A  
Experimental protocol. The experimental animals comprise two lit-

ters, each with 4 mice. The behaviors of the familiar-1, mixed, and 

familiar-2 groups were recorded for 10 min in the open fi eld on 

days 1, 3, and 5.  B  Trajectories of the familiar-1 mouse group in the 

open fi eld (10 min). Scale bar, 5 cm.  C  Summary graph of the total 

activity length for the mice in the familiar-1, mixed, and familiar-2 

groups.  D  Image sequence of chasing behavior. FX, the  X  th  frame.  E  
Sample trajectories from the mouse groups with 4 mice in the open 

fi eld. The solid triangles indicate the start point for each mouse and 

the empty triangles indicate the endpoints for each mouse.  F  Math-

ematical defi nitions of the spatiotemporal method and the calculation 

of chasing behavior. Mathematical implementation of chasing behav-

ior recognition and the time series of pairwise chasing behaviors for 

the trajectories in panel  E .  G  Time series of the pairwise chasing 

behaviors for the familiar-1, mixed, and familiar-2 groups. Two ses-

sions are shown for each group. Each session contains 12 pairwise 

directed chasing behavior of four mice. Each horizontal line denotes 

the chasing behavior of a mouse pair. The vertical lines denote the 

occurrence of chasing behavior.  H  Statistics of the chasing behaviors 

between the same-litter and cross-litter mice in the familiar-1, mixed, 

and familiar-2 groups. Left: average pairwise chasing counts. Right: 

average pairwise total chasing durations. Black, Familiar-1 group; 

Blue, Mixed group; Gray, Familiar-2 group; Red, Mixed group. Stu-

dent’s  t -test,  n  = 8, * P  <0.05. Horizontal black dashed line, baseline 

of chasing behaviors in the Familiar-1 group.  

◂
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systems and can be applied to scenarios of diff erent com-

plexities (diff erent arena sizes and numbers of animals, and 

environmental enrichment) and excellent scalability can be 

achieved by increasing or decreasing the number of monitor-

ing cameras. Besides, this approach has the potential to fuse 

information from diff erent kinds of cameras, such as infrared 

and regular cameras. 

 Many existing tracking systems detect animals using tra-

ditional image-processing methods such as image binariza-

tion based on thresholding algorithms. However, the exist-

ing systems have major limitations for use in experimental 

environments because their traditional image-processing 

methods are susceptible to the contrast between animals 

and environments. The MOT-Mice system applies the state-

of-the-art Faster R-CNN model, which has won numerous 

competitions such as the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) and Common Objects 

in Context (COCO) [ 57 ], to achieve mouse detection. Fur-

thermore, the ResNet-18 model [ 60 ] used to extract features 

has proven to be powerful in many complex tasks, such as 

natural image and medical image recognition [ 61 ,  62 ]. As 

a result, the MOT-Mice system can detect animals even 

from images with low contrast between the fur color and 

background (such as detecting black mice against a black 

background panel), as well as detecting individual mice in 

enriched environments (Fig. S15). The incorporation of deep 

learning techniques greatly extends the application potential 

of the MOT-Mice system. 

 There are also several reported DL-based solutions for 

animal pose estimation [ 32 ,  46 – 48 ], and animal whole-body 

3D kinematic analysis [ 49 – 51 ]. DeepLabCut [ 46 ] and LEAP 

(LEAP estimates animal pose) [ 32 ] are powerful DL-based 

animal pose estimation tools, both of which require only a 

few data annotations and achieved high-performance pre-

diction of animal body parts. In addition, the successors 

of the two tools, Multi-animal DeepLabCut (maDLC) [ 63 ] 

and social LEAP (SLEAP) [ 48 ], achieve multi-animal pose 

tracking. Both maDLC and SLEAP tools adopt a bottom-

up approach to identify key body points and then assign 

them to individuals [ 64 ]. Although these tools (DeepLabCut, 

LEAP, maDLC, and SLEAP) have proven to be powerful 

and are widely used, they still lack detailed 3D behavioral 

descriptions of animal bodies. The CAPTURE (Continuous 

Appendicular and Postural Tracking Using Retrorefl ector 

Embedding) tool achieves week-long timescale tracking of 

the 3D kinematics of a rat’s head, trunk, and limbs [ 49 ]. 

The MouseVenue3D tool provides a hierarchical 3D-motion 

learning framework to acquire a markerless animal skeleton 

with tens of body parts [ 50 ,  51 ]. Notably, both the CAP-

TURE and MouseVenue3D tools applied multi-camera tech-

niques and were designed for the individual animal. The 

MOT-Mice system was developed to track multiple animals 

using multi-camera fusion and deep learning techniques, and 

it may work cooperatively with these reported solutions to 

achieve a more sophisticated analysis of animal behavior. 

 There are two main limitations in this study. First, like the 

reported maDLC and SLEAP tools, the MOT-Mice system 

lacks an identity maintenance approach for animal identi-

fi cation [ 64 ]. When the number of animals increases and 

the animals interact closely and more frequently, the prob-

ability of identity-switch errors increases, leading to addi-

tional manual correction tasks. A possible solution is to use 

invasive RFID technology to ensure identity maintenance 

in the long-term tracking of multiple animals. Although the 

non-invasive MOT-Mice system has shown stronger adapt-

ability to the experimental environment than traditional 

RFID-based solutions [ 38 ,  40 ], the combination of DL and 

RFID may enhance the system’s applicability for hours and 

even days of multi-animal behavioral video recording. 

 Another limitation of the MOT-Mice system lies in its 

inability to automatically mine complex interactions. In 

applying the MOT-Mice system to chasing behavior, it was 

necessary to defi ne the chasing behavior before explor-

ing the diff erences between same- and cross-litter chasing 

behaviors. There are many other important fi ne social behav-

iors, such as mating, fi ghting, and sniffi  ng. However, when 

analyzing various fi ne behaviors, centroid-based metrics 

may not be accurate enough because of the lack of informa-

tion. Combining the MOT-Mice system with pose estima-

tion [ 48 ], whole-body 3D kinematics [ 50 ,  51 ], and visual 

features from original videos [ 65 ] would be more effi  cient 

for fi ne behavior analysis. Most importantly, advanced DL-

based animal behavior analysis systems can recognize com-

plex individual behaviors and social interactions from video 

recordings, and have great potential to facilitate research on 

psychiatric disorders, such as autism, schizophrenia, depres-

sion, substance abuse, and anxiety. In a study that analyzed 

spontaneous behavior, although the whole-body 3D kin-

ematics approach analyzed individual animals’ behavior, it 

achieved accurate identifi cation of behavioral phenotypes for 

transgenic animal models that showed autistic-like behaviors 

[ 50 ]. The animal group analysis systems have the advantages 

that they can provide more complicated features for social 

interaction, and it will be compelling to extend the technol-

ogy to psychiatric disorders research. 

 In summary, the MOT-Mice system is strongly generaliz-

able to diff erent experimental environments, such as a large 

arena with occlusions or several chambers connected by a 

corridor that need multiple cameras to monitor the activi-

ties of animals all the time. The system provides a step for-

ward in the noninvasive tracking of unmarked individual 

animals within groups and has great potential for providing 

insights into the patterns and mechanisms of animal social 

interactions. 
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                       Abstract     Increased intestinal barrier permeability, leaky 

gut, has been reported in patients with autism. However, 

its contribution to the development of autism has not been 

determined. We selected dextran sulfate sodium (DSS) to 

disrupt and metformin to repair the intestinal barrier in 

BTBR  T + tf/J autistic mice to test this hypothesis. DSS treat-

ment resulted in a decreased affi  nity for social proximity; 

however, autistic behaviors in mice were improved after the 

administration of metformin. We found an increased affi  nity 

for social proximity/social memory and decreased repetitive 

and anxiety-related behaviors. The concentration of lipopol-

ysaccharides in blood decreased after the administration of 

metformin. The expression levels of the key molecules in the 

toll-like receptor 4 (TLR4)–myeloid diff erentiation factor 88 

(MyD88)–nuclear factor kappa B (NF-κB) pathway and their 

downstream infl ammatory cytokines in the cerebral cortex 

were both repressed. Thus, “leaky gut” could be a trigger for 

the development of autism  via  activation of the lipopolysac-

charide-mediated TLR4–MyD88–NF-κB pathway. 
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receptor 4    ·  Metformin  
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      Introduction 

 Autism falls under autism spectrum disorder and is charac-

terized by repetitive behaviors and diffi  culties with social 

communication [ 1 ] that can aff ect multiple systems in the 

body, including the nervous system, immune system, and 

gastrointestinal tract [ 2 ]. The prevalence of autism has dra-

matically increased during the past few decades [ 3 ], but its 

causes are largely unknown. There is currently no eff ective 

way to treat the core symptoms of autism. 

 In addition to the aforementioned features, individuals 

with autism spectrum disorder (ASD) often suff er from 

gastrointestinal problems [ 4 ]. Studies over the past decade 

have demonstrated that autistic children experience gastro-

intestinal symptoms 4.4 times more often than neurotypi-

cal children; this mainly includes constipation, diarrhea, 

and abdominal pain [ 5 ]. A large meta-analysis comparing 

autism cases with healthy controls from 1980 to 2012 and 

a multicenter study with >14,000 ASD individuals both 

reported this phenotype [ 6 ]. Furthermore, GI symptoms tend 

to be strongly correlated with the severity of autism and 

with increased irritability, anxiety, and social withdrawal 

[ 7 ]. The frequency of gastrointestinal problems was associ-

ated with greater social withdrawal, stereotypy, irritability, 

and hyperactivity in an examination of 960 children from 

the Childhood Autism Risks from Genetics and Environ-

ment (CHARGE) study [ 8 ]. Thus, scientists have reached 

a consensus that gastrointestinal problems may potentiate 

autistic behavioral issues [ 9 – 11 ]. This evidence suggests that 

gut dysfunction may be a major promotor of the behavio-

ral symptoms of autism. This conclusion is consistent with 

the concept of the "gut–brain" axis proposed in recent years 

[ 12 – 14 ]. 

 The ‘gut–brain’ axis describes the bidirectional physi-

ological connection that helps information exchange 

between the gut and the brain [ 12 ]. For instance, studies 

have reported that lipopolysaccharides (LPS), metabolites 

of gram-negative bacteria, can pass through the damaged 

intestinal barrier into the brain and induce a pro-infl amma-

tory environment that can aff ect brain function [ 12 ,  15 ]. The 

gastrointestinal mucosa forms a barrier between the body 

and the lumenal environment  via  intestinal epithelial cells 

connected through tight junctions (TJs) and a mucus layer, 

which separates trillions of microorganisms from the body. 

The exclusionary properties of the gastrointestinal mucosa 

are referred to as the gastrointestinal barrier, which is con-

sidered to be the core link between the gut and the brain in 

the gut–brain axis [ 16 ]. Dysbiosis of microbiota has not only 

been reported in gut-related diseases such as infl ammatory 

bowel disease and irritable bowel syndrome, but also in neu-

rological and mental disorders, like stress, depression, Alz-

heimer’s disease, Parkinson’s disease, and ASD. In addition 

to dysbiosis, the integrity of intestinal barrier composition is 

also important to health. Dysfunction of the intestinal bar-

rier has been reported in patients with autism and even in 

fi rst-degree relatives of aff ected individuals; a high percent-

age of abnormal intestinal permeability values, measured 

by calculating the lactulose/mannitol ratio, has been found 

in patients with autism and their relatives when compared 

with healthy controls [ 17 ]. D’ Eufemia  et al.  also found 

damage to TJs of the gut in autistic children and indicated 

that in some patients with infantile autism, damage to these 

junctions occurs in the absence of gastrointestinal disorders 

[ 18 ]. However, another recent study showed no abnormal 

intestinal permeability in autistic children compared with 

healthy siblings and unrelated controls [ 19 ]. Increased 

intestinal permeability has also been found in some close 

non-autistic relatives of autistic individuals, suggesting that 

intestinal integrity is not a consequence of ASD [ 20 ]. Thus, 

it is unclear whether the disruption of the intestinal barrier 

is a cause or a consequence of autism. 

 Our results confi rmed that increased intestinal barrier 

permeability, referred to as ‘leaky gut’, does occur in BTBR 

 T + tf/J mice that have been used as an animal model of 

autism [ 21 ]. Behavioral manifestations of these autistic mice 

were signifi cantly relieved after the administration of met-

formin to repair the intestinal barrier. These results showed 

that the ‘leaky gut’ may indeed contribute to the devel-

opment of autism. Moreover, we elucidated the potential 

mechanism by which gut-originated LPS may pass through 

the damaged intestinal barrier into the brain to activate the 

TLR4–mediated myeloid diff erentiation primary response 

protein 88–dependent nuclear factor-kappa B (TLR4/

MyD88/NF-κB) pathway, resulting in a pro-infl ammatory 

micro-environment, which seems to be an important con-

tributor of autism. The down-regulated expression levels of 

the key molecules and infl ammatory cytokines of the TLR4 

signaling pathway in the cerebral cortex, after the intestinal 

barrier was repaired, support our point. 

 Few studies have been designed to determine the role 

of abnormal gut permeability in the neuropsychiatric mani-

festations of ASD. In this study, we aimed to elucidate the 

eff ect of a ‘leaky gut’ on the various autistic behavioral phe-

notypes, using BTBR mice (an autism model). In addition, 

we sought to further understand the underlying mechanisms 

that increase the permeability of the intestinal barrier con-

tributing to autism. 

    Materials and Methods 

   Animals 

 All animal experiments were performed according to pro-

tocols approved by the Animal Care Committee of Hainan 

General Hospital and were conducted in accordance with 
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the US National Institutes of Health Guide for the Care and 

Use of Laboratory Animals (NIH Publication 85–23, revised 

2011). Male BTBR  T + tf/J (BTBR, Jackson Laboratory, Bar 

Harbor, ME, USA) and C57BL/6 (B6, Southern Medical 

University, Guangzhou, China) mice, aged 7–8 weeks, and 

weighing 20–25 g were maintained under controlled light 

conditions (12:12 light-dark cycle) with a normal chow diet 

and water provided  ad libitum . 

    Treatment Protocol 

 To explore the eff ects of intestinal barrier changes on autistic 

behavior, all animals were divided into four groups as fol-

lows (Fig.  1 ):         

 (1) NS (normal distilled water) group: BTBR and B6 

mice both received distilled water only (BTBR  vs  B6); 

 (2) DSS group: 2% DSS treatment was administered to 

BTBR mice daily for one week. Matched, mice of the same 

strain were administered distilled water daily for the same 

time (DSS  vs  Distilled water); 

 (3) Metformin group: metformin was administered to 

BTBR mice by lavage for two weeks. Matched mice of the 

same strain were administered distilled water daily for the 

same time (Met  vs  Distilled water); 

 (4) Metformin plus DSS group: 2% DSS was admin-

istered to BTBR mice in the first week, followed by 

metformin treatment or distilled water for the next week 

(DSS+Met  vs  DSS+Distilled water). 

 During the observation period, the body weight of each 

mouse was monitored every two days. All the animals 

were anesthetized and then sacrifi ced by cervical dislo-

cation by the end of the experiment. The cerebral cortex 

was carefully removed and immediately frozen in liquid 

nitrogen for further analysis. Colon tissue was removed 

and cut into two pieces. One piece was immediately frozen 

in liquid nitrogen for further analysis. The other piece was 

fi xed in 10% formaldehyde for histopathological study. 

    Drugs 

 Metformin (Sigma-Aldrich, Cat No. 317240) and Dex-

tran Sulfate Sodium Salt (DSS) (Sigma-Aldrich, Cat No. 

67578) were from Sigma-Aldrich (St. Louis, Missouri, 

USA). Metformin was dissolved in  H 2 O and stored at 

−20°C. Mice were dosed with a metformin compound 

formulation of 400 mg/kg once per day by oral gavage. 

  Fig. 1       Design of the mouse experiment. The experiments were per-

formed on four groups each composed of 9–13 male C57BL/6J and 

BTBR  T + tf/J mice: (1) NS (normal saline) group –BTBR  T + tf/J and 

C57 BL/6 mice both received distilled water; (2) DSS group – BTBR 

 T + tf/J mice received 2% DSS treatment or distilled water; (3) met-

formin group – metformin or distilled water was applied to BTBR 

 T + tf/J mice by lavage for two weeks; (4) metformin plus DSS group 

– BTBR  T + tf/J mice received 2% DSS in the fi rst week followed by 

metformin treatment or distilled water for the next week. To test our 

hypothesis, we applied a number of tests on these groups: IHC and 

RT-PCR, an intestinal barrier permeability test, and behavioral analy-

sis (5 mice per treatment for IHC analysis, 6–8 mice per treatment for 

FITC dextran testing, 8–13 mice per treatment for behavioral analy-

sis, and 4–8 mice per treatment for RT-PCR analysis.  
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    Total RNA Extraction and Real-Time Quantitative 
Polymerase Chain Reaction (RT-PCR) 

 Total RNA was extracted using TRIzol reagent (Invitro-

gen™, Waltham, Massachusetts, USA; Cat No. 15596-

026). A total of 1 μg of RNA was reverse-transcribed using 

the PrimeScript RT Master Mix (Takara Bio Inc., Shiga, 

Japan; Cat No. RR036A) to produce cDNA. The levels of 

mRNA expression were measured by RT-PCR assays with 

TB Green PCR Master Mix (Takara, Cat No. 639676, TB 

Green Advantage qPCR Premix) on a Bio-Rad Real-Time 

PCR instrument (Bio-Rad, Hercules, CA, USA) using the 

forward and reverse primers listed in Table S1. Data were 

analyzed using the ΔΔCt method with β-actin as the refer-

ence marker. 

    Immunohistochemistry (IHC) Analyses 

 IHC was applied to paraffi  n-embedded sections as described 

in our previous study [ 9 ]. Briefl y, the sections were dewaxed 

in xylene, rehydrated in graded ethanols, and immersed in 

3%  H 2 O 2  for 10 min to block endogenous peroxidase activ-

ity. Antigen retrieval was achieved by immersing the slides 

in the ethylenediaminetetraacetic acid buff er for 15 min. 

Non-specifi c signals were blocked with goat serum for 30 

min. Sections were stained with primary antibodies (listed 

in Table S2) overnight at 4°C in a humid chamber, followed 

by incubation with HRP-conjugated Streptavidin (R&D 

Systems, Minneapolis, MN, USA, Cat No. DY998) for 30 

min. Finally, a positive signal was generated by incubation 

with 3,3-diaminobenzidine free base (DAB) (Sigma, Cat 

No. D5637) for 10 s. The tissue sections were imaged under 

a fl uorescence microscope (BX53, Olympus Corp., Center 

Valley, PA, USA). 

    Quantitative Analyses of Stained Tissue Sections 

 Fiji software, an open-source image-processing package 

based on ImageJ (Media Cybernetics, Inc., Rockville, MD, 

USA), was used to measure the fractional area and integrated 

optical density (IOD) of the stained slides as reported in our 

previous study [ 22 ]. To summarize, fi rst, the microscopic 

image of each tissue stained with IHC was transformed into 

an 8-bit grayscale. Then we created a ‘threshold’ binary 

image by selecting ‘Image > Adjust > Threshold’ and used 

the slider to adjust the threshold to match the positive areas. 

Finally, we called ‘Analyze > Measure’ for the results popup 

menu with fractional area to get the automatic percentage-

stained area value. The OD was obtained using the formula: 

OD = log (250/Pixel value) under the calibration procedure 

performed on the 8-bit grayscale images. After processing 

the threshold of the image as described above, the IOD was 

measured by clicking ‘Analyze > Measure’ for the integrated 

density value. DAB staining intensity was determined by 

mean IOD (mean IOD = IOD/area). The protein levels of 

each section are represented as an average IOD. 

    Quantitative Analyses of Endotoxin Concentration 
in Plasma 

 Endotoxin concentrations in plasma were determined using 

the  Bioendo TM  End point Chromogenic Endotoxin Test Kit 

(EC64405S). The data are presented in terms of endotoxin 

unit (EU) per milliliter. 

    Intestinal Barrier Permeability Test 

 Intestinal epithelial barrier permeability was analyzed by the 

oral administration of the permeability marker, fl uorescein 

isothiocyanate-dextran (FITC-dextran), 40 kDa (Chondrex, 

Redmond-Woodinville, Washington, USA; Cat No. 4009). 

Briefl y, 7- to 8-week-old mice were fasted for 4 h and then 

40 kDa FITC-dextran was administered by gavage at 20 mL/

kg. The mice were then allowed to remain in the cages for 

1 h followed by anesthesia. Blood was withdrawn to iso-

late plasma. Standards were obtained by diluting the FITC-

dextran stock solution in phosphate-buff ered saline (PBS). 

Plasma was diluted in an equal volume of PBS (pH 7.4) for 

analysis and FITC dextran concentrations in plasma were 

calculated with the help of standard concentrations prepared 

in PBS at 0.2 μg/mL, 0.4 μg/mL, 0.8 μg/mL, 1.6 μg/mL, 

3.1 μg/mL, 6.2 μg/mL, and 12.5 μg/mL. Measurement of 

the FITC-dextran concentration was carried out on a Cary 

Eclipse fluorescence spectrophotometer (Agilent, Santa 

Clara, CA, USA; excitation, 490 nm, emission, 520 nm). 

Emission signals in mice treated with 40 kDa dextran were 

excluded from blank values (33% normal mouse plasma in 

PBS). 

    Autistic Behavior Analysis 

   Marble-Burying Test 

 Repetitive digging behavior was assessed by counting the 

number of marbles buried for 30 min after placing the BTBR 

mice in a plastic container [ 23 ,  24 ]. A marble was consid-

ered buried when more than 2/3 of its volume was covered 

by shaved aspen bedding [ 24 ]. After the test, the marbles 

were thoroughly cleaned, and new bedding was used for each 

mouse. 

    Self-grooming 

 The self-grooming test was applied as an assay to evalu-

ate repetitive behaviors as previously described [ 24 ]. Each 

mouse was placed in a standard mouse cage. After a 5-min 
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habituation period, each mouse was blindly scored by inde-

pendent observers for 10 min for the time spent grooming 

all of its body parts. Full-body grooming or face-wiping, and 

scratching/rubbing of the head and ears were all defi ned as 

self-grooming behaviors. The areas of the cage were cleaned 

with water followed by 70% ethanol after each test. 

    Open-Field Task (OFT) 

 The OFT was used to assess psychomotor outcomes and 

exploratory behaviors [ 25 ]. Each animal was individually 

placed in the central zone of the open field and video-

recorded for 20 min with an overhead camera. Distance 

moved and time spent in the central zone were analyzed by 

TSE systems (VideoMot2, Germany). A 70% alcohol dis-

sipation was used each time before initiating a new test. 

    Elevated Plus Maze (EPM) 

 The elevated maze is widely used for testing anxiety behav-

iors [ 25 ,  26 ]. The specific process was consistent with 

that reported in most studies [ 27 ]. The mouse was placed 

in the center with the nose pointing at one open arm and 

was allowed to move freely about the maze for 10 min. The 

time spent in the open arms was recorded by a video camera 

attached to a computer and these measurements served as an 

index of anxiety-like behavior. Finally, the results were cal-

culated by the Image EP program. After each trial, all arms 

and the central area were cleaned with alcohol to prevent a 

bias based on olfactory cues. 

    Three-Chamber Test 

 The three-chamber test was applied to evaluate social prefer-

ence in the form of general sociability and interest in social 

novelty in rodent models of autism disorders [ 28 ,  29 ]. As 

previously described [ 30 ], a mouse was habituated to the 

central chamber of a clear box, which was divided into a 

three-chamber apparatus, for 5 min, and was allowed to 

freely explore the chambers for another 10 min. 

 In the sociability test, a social stimulus (an age- and sex-

matched unfamiliar mouse, ‘stranger 1’) was introduced into 

one cup of the box; the non-social stimulus was referred to 

as the empty cup. 

 In the social novelty preference test, a second unfamiliar 

mouse (‘stranger 2’), was placed in the empty cup located 

opposite the social stimulus, as in the previous test. The 

time spent interacting with each cup was recorded by two 

independent observers. The three-chambered apparatus was 

cleaned with water followed by 70% ethanol after each test. 

     Statistical Analysis 

 All data are presented as the mean ± SD for each group. 

Statistically signifi cant diff erences between groups were 

analyzed using GraphPad Prism 7 software version (Graph-

Pad, San Diego, CA). Pearson’s correlation was applied to 

assess relationships between autistic behaviors and intesti-

nal barrier permeability. Student’s two-tailed unpaired  t -test 

was used to determine statistically signifi cant diff erences 

between experimental groups.  P  values <0.05 were consid-

ered to be statistically signifi cant. 

     Results 

   BTBR Mice Have Gut Barrier Dysfunction Compared 
to B6 Mice 

 Similar to humans suff ering from autism [ 31 ], BTBR mice 

(autism model) also have a “leaky” intestinal epithelium 

(Fig.  2 ). To characterize epithelial permeability in the intes-

tine, we measured the effi  cacy of macromolecular diff usion 

across the epithelium  in vivo  (40 kDa FITC fl ux) and found 

a dramatic increase in epithelial permeability in BTBR mice 

(Fig.  2 A). The FITC fl ux concentration in plasma of BTBR 

mice was more than double that in controls at the 60-min 

time point. The macromolecular permeability of intestinal 

epithelium is largely dependent on the proper function of 

TJs and the mucus layer. Despite an increase in FITC fl ux, 

we failed to fi nd substantial alterations in the expression 

levels of TJ proteins [zonula occludens-1 (ZO-1) and occlu-

din] (Fig.  2 B). Interestingly, the expression of Muc2, a gene 

encoding mucin 2, which is the major constituent of the 

mucus layer, was down-regulated in the large intestine of 

BTBR mice (Fig.  2 C), which is consistent with the fi nding 

of Golubeva  et al.  [ 32 ].         

    2% DSS Induces Gut Leakage in BTBR Mice 

 Gut leakage was induced in male BTBR mice by the addi-

tion of 2% DSS to the drinking water for 7 days. To avoid 

aff ecting the normal behavior of the mice, care was taken 

not to introduce sustained diarrhea and rectal bleeding 

owing to the treatment. The maximum weight loss did not 

exceed 7% of the total body weight after DSS treatment 

(Fig.  3 A; the shift from the lowest average weight on the 

seventh day to baseline was 6.13%). Histological analy-

sis revealed diff erences in intestinal barrier permeability 

in mice of the DSS group, and damage of intestinal epi-

thelium was seen in DSS-treated BTBR mice. An  in vivo  
permeability assay, using 40 kDa FITC-dextran, revealed 

that the intestinal barrier permeability was much higher 

in DSS-treated BTBR mice than in distilled water-treated 
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mice (Fig.  3 B), with increased concentration of dextran in 

plasma. An altered expression of TJs and mucus proteins 

that are closely associated with epithelial barrier integrity 

[ 17 ] explains this phenomenon. Compared with distilled 

water-treated BTBR mice, DSS-treated mice demonstrated 

decreased expression of occludin in the colon samples, as 

shown by IHC and RT-PCR data (Fig.  3 C,  D ).         

    Increased Gut Barrier Permeability Aggravates 
Autistic Behavior in BTBR Mice 

 There was an apparent effect of intestinal permeability 

on the time spent by the mice investigating sociability 

and novelty. Compared to DSS-treated mice, distilled 

water-treated mice spent more time interacting with the 

  Fig. 2       Intestinal barrier dysfunction in BTBR  T + tf/J mice.  A  FITC-

dextran plasma concentrations in C57BL/6 (B6) and BTBR  T + tf/J 

(BTBR) mice ( n  = 6–7 per treatment).  B ,  C  Immunohistochemical 

staining and RT-qPCR analysis of tight junction- and mucus layer-

related genes of the intestinal barrier from B6 and BTBR mice ( n  = 

5 per treatment). Data are shown as the mean ± SEM and were ana-

lyzed by two-tailed unpaired Student’s  t  test. * P  <0.05, ** P  <0.01, 

*** P  < 0.001. Images were captured by confocal microscopy. Scale 

bars, 40 μm (left graph) and 20 μm (the inset of the left graph). The 

immunostaining analyses compare the gene expression levels. B6, 

C57BL/6 mice; BTBR, BTBR  T + tf/J mice; ZO-1, zonula occludens 

1; Muc 2, Mucin 2. RT-qPCR, reverse transcription-quantitative poly-

merase chain reaction.  
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‘stranger 1’ mouse than the empty object; this finding 

was notwithstanding the difference in time spent between 

‘stranger 1’ and ‘stranger 2’ (Fig.   4 A-1, A-2). These 

results indicate that increased intestinal barrier perme-

ability causes less preference for social proximity. But 

there was no interaction between gut permeability and 

repetitive (Fig.   4 B) or anxiety (Fig.   4 C,  D ) behaviors. 

There were no significant differences between DSS and 

distilled water-treated mice regarding the number of mar-

bles buried (Fig.  4 B-1). Furthermore, the self-grooming 

test demonstrated that the leaky gut did not have a major 

effect on repetitive behavior (Fig.   4 B-2). In addition, 

increased intestinal permeability had no effect on the 

amount of time spent in the open arms (Fig.  4 C). Dis-

tance or time traveled in the open field was also measured 

in the open-field task test (Fig.  4 D). It was interesting to 

note that DSS-treated BTBR mice traveled no further than 

their controls. Furthermore, no significant differences 

were found in the time spent in the central area between 

DSS- and distilled water-treated BTBR mice.         

  Fig. 3       Administration of DSS 

specifi cally induces epithelial 

barrier dysfunction in BTBR 

mice.  A  Body weights of mice 

from day 0 to day 7 ( n  = 12–13 

per treatment) and recorded 

every two days.  B  FITC-dextran 

levels in the plasma of BTBR 

mice receiving DSS treatment 

or distilled water ( n  = 6–7 per 

treatment).  C ,  D  Tight junc-

tion- and mucus layer-related 

gene expression in the colon. 

ZO-1, Occludin, and Muc 2 

were analyzed with immunohis-

tochemistry staining ( n  = 5 per 

treatment) and RT- qPCR ( n  = 

4 for distilled water,  n  = 6 for 

DSS treatment). Images cap-

tured by confocal microscopy. 

Scale bars, 40 μm (left graph) 

and 20 μm (the inset of the left 

graph). Immunostaining analy-

ses compare the gene expression 

levels. DSS, DSS-treated BTBR 

mice; Distilled water, distilled 

water-treated BTBR mice. Data 

are shown as the mean ± SEM. 

* P  <0.05, ** P  <0.01, *** P  
<0.001, two-tailed unpaired 

Student’s  t  test. ZO-1, zonula 

occludens 1; Muc 2, Mucin 2. 

RT-qPCR, reverse transcription-

quantitative polymerase chain 

reaction.  
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    Metformin Improves Intestine Barrier Dysfunction  via  
Increasing Expression of Mucin 2 

 Metformin, with a favorable safety profi le, is one of the 

most frequently prescribed drugs worldwide due to the high 

prevalence of type 2 diabetes (T2D) [ 33 ]. First marketed 

for T2D in 1957, metformin has commanded a signifi cant 

market share in the ensuing decades and is a mainstay of 

treatment, with a current prescription rate of 77% in T2D 

patients [ 34 ]. Metformin is now considered to have multiple 

benefi cial eff ects in humans, other than its use as an anti-

diabetic drug [ 35 – 37 ]. Our team previously demonstrated 

that metformin protects against intestinal barrier dysfunction 

through its eff ects on intestinal permeability [ 38 ]. We chose 

metformin as a positive stimulant not only because of its 

protective barrier eff ect but also because it has no negative 

eff ects on the anatomy of the brain and does not activate 

intracranial TLR4/MyD88/NF-κB signaling pathways result-

ing in an increase of pro-infl ammatory factors (Fig. S1). 

This is consistent with the conclusion that metformin has a 

potential neuroprotective eff ect in neurodegenerative disease 

reported in the literature [ 39 – 41 ]. 

 It has been previously demonstrated that the phenomenon 

of leaky gut exists in BTBR mice with downregulation of 

mucin 2 expression levels (Fig.  2 C). It is surprising that 

not only was the decrease in the expression levels of mucus 

protein—Muc 2 reversed (Fig.  5 A), but occludin expression 

also signifi cantly increased, when mice were administered 

metformin (400 mg/kg) by oral gavage (Fig.  5 B). However, 

there were no signifi cant diff erences in the TJs (ZO–1) 

between metformin-treated and distilled water-treated BTBR 

mice (Fig.  5 C).         

 To further confi rm our hypothesis, we administered 400 

mg/kg of metformin to BTBR mice for another 7 days after 

DSS treatment to confi rm its role in intestinal barrier pro-

tection. As we expected, metformin treatment after DSS 

administration restored the loss in body weight (Fig.  6 A) 

and signifi cantly reduced the increased 40-kDa FITC-dex-

tran concentration in plasma (Fig.  6 B). Metformin induced 

signifi cant changes in barrier function, owing to the dra-

matic increase in the Mu2 expression levels (Fig.  6 C) after 

metformin exposure in DSS treated-BTBR mice regard-

less of Occludin and ZO-1 levels (Fig.  6 D,  E ). Based on 

this evidence, metformin might be capable of reducing gut 

  Fig. 4       Eff ects of DSS on the behavioral performance of BTBR mice. 

In three-chamber tests, mice given distilled water spend signifi cantly 

more time in the ‘stranger 1’ chamber and indicate more social prox-

imity ( A ). DSS treatment does not change repetitive behaviors ( B ) 

or anxiety ( C ,  D ) behaviors. DSS, DSS-treated BTBR mice; Dis-

tilled water, distilled water-treated BTBR mice; Data are shown as 

the mean ± SEM. * P  <0.05, ** P  <0.01, *** P  <0.001, two-tailed 

unpaired Student’s  t  test ( n  = 8–13 per treatment).  
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permeability  via  increased expression of Muc 2 or both 

occludin proteins.         

    Decreased Gut Permeability Alleviates Symptoms 
of Autism 

 We have shown that aggravating the disruption of the intes-

tinal barrier can aggravate the social behaviors of autistic 

mice. To provide a more complete chain of evidence, we 

demonstrated that reversing intestinal barrier disruption 

with metformin signifi cantly alleviated repetitive and social 

behaviors in BTBR autistic mice. 

 The EPM and OFT tests were used to investigate whether 

high levels of anxiety-like responses were present [ 25 – 27 ]. 

Fig.  7 A shows the time spent on the open arms of the plus-

maze in the metformin group. In the EPM test, we noted 

that metformin in autistic animals did not have a signifi cant 

eff ect on the time spent in the open arms compared to that 

spent by distilled water-treated mice. The OFT is another 

method widely used to measure anxiety-related behaviors 

  Fig. 5       Protective eff ects of 

metformin on intestinal barrier 

dysfunction in Metformin group 

mice. After 14 days of met-

formin treatment, immunohisto-

chemistry ( n  = 5) and RT-qPCR 

( n  = 4–6) were used to evaluate 

Muc 2 ( A ), Occludin ( B ), and 

ZO-1 ( C ) expression. The 

images were captured by confo-

cal microscopy. Scale bars, 40 

μm (left graph) and 20 μm (the 

inset of the left graph). Data 

are shown as the mean ± SEM. 

* P  <0.05, ** P  <0.01, *** P  
<0.001, two-tailed unpaired 

Student’s  t  test. Met, metformin-

treated BTBR mice; Distilled 

water, distilled water-treated 

BTBR mice; ZO-1, zonula 

occludens 1; Muc 2, Mucin 2. 

RT-qPCR, reverse transcription-

quantitative polymerase chain 

reaction.  
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[ 42 ]. Although metformin did not considerably increase the 

total distance traveled in 30 min, it signifi cantly increased 

the time spent in the center by BTBR mice compared with 

that spent by distilled water-treated mice (Fig.  7 B). These 

results suggest that metformin improves autistic anxiety 

behavior in the OFT  via  repairing the gut barrier to a physi-

ological state.         

 Repetitive behaviors were assessed by marble-burying 

and self-grooming tests, which refl ect ethologically normal, 

stereotypical behaviors in rodents [ 43 ]. After metformin 

treatment in BTBR mice, the number of buried marbles was 

lower than in distilled water-treated mice (Fig.  7 C). But self-

grooming behavior did not signifi cantly diff er between the 

metformin- and distilled water-treated mice (Fig.  7 D). This 

indicates that metformin improves repetitive behaviors, as 

assessed using the marble-burying test. 

 Finally, we conducted social behavioral tests (Fig.  7 E, 

 F ). With respect to sociability, metformin-treated 

BTBR mice spent more time exploring the chamber 

with the ‘stranger’ mouse than they spent in the empty 

  Fig. 6       Protective eff ects of 

metformin on intestinal barrier 

dysfunction in Metformin plus 

DSS group mice. ( A ) and ( B ), 
changes in body weight during 

7 days ( n  = 10–13 per treat-

ment) and plasma FITC–40 kDa 

dextran concentration ( n  = 6–8 

per treatment) are shown in the 

Metformin plus DSS group. 

Muc 2 ( C ), Occludin ( D ), and 

ZO-1 ( E ) mRNA expression 

and protein levels in the colonic 

mucosa of the Metformin 

plus DSS group ( n  = 6–8 per 

treatment for RT-PCR,  n  = 5 

per treatment for immunohis-

tochemistry).The images were 

captured by confocal micros-

copy. Scale bars, 40 μm (left 

graph) and 20 μm (the inset of 

the left graph). Data are shown 

as the mean ± SEM. * P  <0.05, 

** P  <0.01, *** P  <0.001, 

two-tailed unpaired Student’s  t  
test. BTBR mice received 2% 

DSS in the fi rst week followed 

by metformin or distilled water 

treatment for the next week 

(DSS+Distilled water and 

DSS +Met mice, respectively). 

ZO-1, zonula occludens 1; Muc 

2, Mucin 2. RT-qPCR, reverse 

transcription-quantitative poly-

merase chain reaction.  
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chamber when compared to the distilled water-treated 

mice (Fig.  7 E); metformin administration in BTBR mice 

increased the social proximity behavior. Furthermore, 

animals in the metformin group did not show any par-

ticular preference for social novelty behavior (Fig.  7 F). 

Metformin management in BTBR exhibited a similar time 

spent between familiar and ‘stranger 2’ mice. 

 Although the same behavioral pattern cannot be 

ascribed to the autistic mice in the metformin plus DSS 

group (Fig.  8 A–F), an overall trend of improvement in 

autistic behavior was consistently seen. Although met-

formin intervention after DSS treatment did not affect 

anxiety-related behavior (Fig.  8 A,  B ) and social proxim-

ity (Fig.  8 E) or social novelty performance (Fig.  8 F), it 

caused a significant decrease in the number of buried 

marbles (Fig.  8 C) and an increase in time spent explor-

ing the familiar mouse chamber (Fig.  8 F), which indi-

cated that these mice demonstrated fewer repetitive and 

more social memory behaviors than the BTBR mice that 

received DSS and distilled water treatment.         

    The TLR4–MyD88–NF-κB Signaling Pathway May 
Play a Key Role in Aggravating Autistic Behavior 

 Endotoxin, a type of LPS, is elevated in patients with 

autism [ 28 ,  44 ]. The central pathway by which LPS leads 

to an infl ammatory environment in the brain causing neu-

rodegeneration in patients with autism is as follows: gut 

endotoxins may enter the blood due to a leaky gut and 

subsequently enter the brain tissue by crossing the blood-

brain barrier and cause brain infl ammation  via  activation 

of the TLR4–MyD88–NF-κB transcriptional pathway in 

macrophages to induce pro-infl ammatory cytokines, such 

as tumor necrosis factor α (TNF-α), monocyte chemoat-

tractant protein-1 (MCP-1), interleukin-1 (IL-1), IL-6, and 

IL-1β [ 28 ,  45 ,  46 ]. The LPS levels in plasma were higher 

after intestinal barrier damage as exhibited in DSS-treated 

BTBR mice (Fig.  9 A). To investigate whether downstream 

cytokines are regulated by the TLR4–MyD88–NF-κB signal-

ing pathway in macrophages stimulated by gut-derived LPS, 

we measured the primary macrophage marker F4/80 and key 

  Fig. 7       Eff ects of metformin on the behavioral performance of mice 

in the Metformin group. In BTBR mice, metformin therapy increases 

the time spent in the center in the open fi eld test ( B ) but does not 

aff ect anxiety-linked behavior in the elevated plus maze test ( A ). Met-

formin consumption reduces marble burying ( C ) but does not aff ect 

self-grooming ( D ). In the three-chamber test, metformin treatment in 

BTBR mice spend signifi cantly more time in the ‘stranger 1’ cham-

ber and indicate more proximity ( E ). Met, metformin-treated BTBR 

mice; Distilled water, distilled water-treated BTBR mice. Data are 

shown as the mean ± SEM. * P  <0.05, ** P  <0.01, *** P  <0.001, two-

tailed unpaired Student’s  t  test ( n  = 8–10 per treatment).  
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molecules for the signaling pathway (TLR4, MyD88, and 

NF-κB) in brain tissue. We noted that the LPS challenge 

signifi cantly increased the expression of F4/80 and NF-κB in 

DSS-treated BTBR mice (Fig.  9 B,  D ). Moreover, the expres-

sion of the downstream pro-infl ammatory factor TNF-α was 

also increased correspondingly (Fig.  9 C). Although there 

was no statistical diff erence in the expression of MyD88 

and TLR4 between the two diff erent treatments, DSS-treated 

BTBR mice showed an increasing trend of NF-κB compared 

to distilled water-treated mice (Fig.  9 D).         

 Metformin administration in DSS-treated BTBR mice 

repressed macrophages (Fig.  9 E) and excessive release of 

infl ammatory factors (MCP-1, IL-1β, and TNFα) (Fig.  9 F). 

It also resulted in infi ltration of the cerebral cortex by these 

infl ammatory factors, which was partly attributable to inhi-

bition of the TLR4–MyD88–NF-κB signaling pathway as 

demonstrated by the downregulation of expression of all 

three key molecules: TLR4, MyD88, and NF-κB (Fig.  9 G). 

 To establish the specifi c brain areas where these impor-

tant pro-infl ammatory cytokines are expressed, we added 

immunohistochemical studies (Fig. S2). Our findings 

revealed that these essential inflammatory factors were 

expressed in the dorsomedial cerebral cortex and the CA1 

substructure of the hippocampus and that changes in pro-

tein levels measured by IHC corresponded to the changes in 

mRNA levels measured by RT-PCR. 

     Discussion 

 Few studies have been performed that determine the role of 

abnormal gut permeability in the neuropsychiatric manifes-

tations of ASD. In this study, we aimed to clarify the eff ect 

of “leaky gut” on the various autistic behavioral phenotypes 

using BTBR mice (an autism model). Our study provided 

evidence that increased intestinal barrier permeability may 

make a vital contribution to the pathological changes in 

autism; it induces a gut-derived endotoxin to transfer to the 

brain and create a pro-infl ammatory environment  via  activa-

tion of the TLR4–MyD88–NF-κB signaling pathway. Listed 

below are the main fi ndings of the study: 

 (1) Administration of metformin to BTBR mice caused 

a dramatic decrease in repetitive behaviors measured by 

  Fig. 8       Eff ects of metformin on the behavioral performance of 

mice in the Metformin plus DSS group. The BTBR mice receiv-

ing metformin management after DSS treatment show an increased 

preference for the familiar mouse chamber ( F ), indicating more 

social memory. BTBR mice received 2% DSS in the fi rst week fol-

lowed by metformin or distilled water treatment for the next week 

(DSS+Distilled water and DSS +Met mice). Data are shown as 

the mean ± SEM. * P  <0.05, ** P  <0.01, *** P  <0.001, two-tailed 

unpaired Student’s  t  test ( n  = 8–12 per treatment).  
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marble burying, which may be a consequence of intestinal 

barrier impairment; 

 (2) Loss of function of the intestinal barrier caused a 

decreased tendency for social proximity in autistic mice; 

administration of metformin reversed this phenomenon; 

 (3) LPS levels in plasma were higher in DSS-treated 

autistic mice than in mice receiving metformin treatment; 

 (4) The expression levels of the pro-inflammatory 

cytokines MCP-1, IL-1β, and TNFα and the degree of mac-

rophage infi ltration declined after metformin treatment, and 

expression of the upstream regulatory molecules TLR4, 

MyD88, and NF-κB also decreased. 

 Consequently, we postulate that restoring the gut barrier 

with metformin could be an eff ective method to improve 

autistic behavior in adult mice with autism. 

 ASD refers to a broad range of conditions characterized 

by cognitive inabilities, repetitive behavior patterns, and 

restricted social interaction and communication [ 1 ]. Gas-

trointestinal disorders are the most common problems in 

patients with ASD. Despite their prevalence, they are often 

  Fig. 9       Metformin regulates 

intracranial infl ammation 

through TLR 4/NF–κB/MyD88 

signaling  in vitro . Metformin 

lowers endotoxin levels in 

plasma ( A ) and suppresses 

activation of the TLR 4/NF-κB/

MyD88 signaling pathway ( G ) 
in the brain of BTBR mice 

treated with DSS; the mRNA 

levels of the major macrophage 

marker F4/80 ( B  ,   E ), signaling 

pathway components TLR4, 

MyD88, and NF-κB ( D  ,   G ), and 

downstream pro-infl ammatory 

cytokines TNFα, MCP-1, IL-6, 

and IL-1β ( C  ,   F ) measured by 

RT-qPCR. DSS, DSS-treated 

BTBR mice; Distilled water, 

distilled water-treated BTBR 

mice; BTBR mice received 

2% DSS in the fi rst week fol-

lowed by metformin treatment 

or distilled water for the next 

week (DSS+Distilled water and 

DSS+Met mice). RT-qPCR, 

reverse transcription-quantita-

tive polymerase chain reaction. 

Data are shown as the mean ± 

SEM ( n  = 4 for the mice receiv-

ing distilled water;  n  = 7 for 

the mice receiving DSS treat-

ment;  n  = 5–8 or 6–8 for mice 

receiving metformin treatment 

or distilled water after DSS 

consumption). * P  <0.05, ** P  
<0.01, *** P  <0.001, two-tailed 

unpaired Student’s  t  test.  
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overlooked [ 47 ]. Leo Kanner, a Boston physician, who fi rst 

described autism, reported in an article published in 1943 

that most of the children with autism had more diffi  culty in 

eating or feeding at a young age, i.e., they had issues with 

food selectivity, food refusal, and poor oral intake compared 

to healthy children, which supported the connection between 

autism and the gut, thereby aff ecting the pathophysiology 

of ASD [ 48 ]. Extensive studies have identifi ed the dynamic 

and bidirectional interaction between the gut and brain along 

the “gut–brain axis”. Diff erent metabolites of intestinal ori-

gin have been reported in the blood and brain of autistic 

children, such as short-chain fatty acids, indoles, LPS, and 

serotonin [ 49 – 51 ]. This explains how the leakage of intesti-

nal metabolites into the brain may trigger autistic behavioral 

responses. Thus, damage to the gut barrier may act as a key 

bridge in the development of autism. 

 Impairment of intestinal the barrier in autism has been 

reported [ 52 ]. Several investigations have found that people 

with autism have a damaged intestinal barrier: D’Eufemia 

 et al.  reported that an altered intestinal permeability was 

found in 9 of 21 (43%) autistic patients based on the most 

traditional method for ascertaining gut permeability, the 

lactulose: mannitol test (comprising two diff erent sugars 

given orally and output measured in urine), but in none of 

the 40 controls [ 18 ], and this was among the fi rst evidence 

for a leaky gut in autism. Magistris  et al.  in 2010 reported 

on the presence of abnormal intestinal permeability (leaky 

gut) in over a third of a cohort of children diagnosed with 

autism (36.7%) [ 17 ]. More than that, the studies on leaky 

gut and autism do not stop there. Previous studies found 

decreased intestinal TJ claudin in ASD patients [ 16 ,  53 ]. In 

Esnafoglu’s study, serum zonulin, a measure of increased 

intestinal permeability, was considerably higher in autistic 

children than in healthy controls [ 54 ]. These are consist-

ent with our results. The effi  cacy of macromolecular dif-

fusion across the epithelium  in vivo  (40-kDa FITC fl ux) 

was measured to characterize the diff erences in intestinal 

epithelial permeability between BTBR and B6 mice. As 

previously reported [ 32 ], increased intestinal permeability 

in BTBR mice caused a much higher FITC fl ux than in B6 

mice. Consistent with this, we found molecular dysfunction 

of the intestinal barrier. Despite failing to fi nd alterations in 

TJs (ZO-1, occludin), the expression of Muc2, a constitu-

ent of the main epithelial mucus layer in BTBR mice, was 

signifi cantly lower. These fi ndings strongly suggested that 

the intestinal barrier may play an irreplaceable role in the 

development of autistic behavior. 

 Many studies have indicated that metformin might 

have a beneficial effect on neurodegenerative diseases. 

Chronic treatment with metformin for 24 weeks signifi -

cantly improves the cognitive and depressed performance 

in depressed patients with T2DM [ 55 ]; Metformin treatment 

rescues spatial memory impairment and neuronal death in 

the hippocampus and promotes hippocampal neurogenesis 

in a mouse model of Alzheimer’s disease [ 56 ]; Metformin 

treatment  in vitro  increases the neuronal activation of par-

titioning defective 1, a family of Ser/Thr kinases playing 

a key role in synaptic plasticity and neuroinfl ammation in 

functional recovery from traumatic brain injury [ 57 ]. There 

is no doubt that metformin has the potential to improve the 

cognitive and behavioral defi cits shown in ASD models. 

Although metformin has been reported to improve autistic 

behavior in mouse pups [ 58 ], we are the fi rst to report the 

infl uence of metformin in adult mice in alleviating autis-

tic behavioral phenotypes by protecting the integrity of the 

intestinal barrier; this off ers the hope of a cure for autism 

in adults. To confi rm our hypothesis, we applied positive 

and negative tests to explore the alteration in intestinal bar-

rier permeability and its impact on autistic behavior by fur-

ther disrupting and repairing the intestinal barrier. To avoid 

excessive intestinal infl ammation that could have aff ected 

the normal activities of mice, 2% DSS was administered 

only for a week, resulting in a minimal loss in weight ( 7% of 

the total body weight, Max weight = 38.25 ± 4.781 g; Min 

weight = 35.07 ± 4.728 g) and no blood in stool; however, 

diarrhea was observed. The expression of occludin in the 

intestinal epithelial decreased and the concentration of dex-

tran in plasma increased correspondingly, which indicated 

that the addition of DSS serves as a negative regulator of gut 

permeability. As a positive stimulus, metformin was cho-

sen to restore the “leaky gut”; as it has been demonstrated 

to protect against intestinal barrier dysfunction in previous 

studies [ 51 ] and it does not contribute to the development 

of an infl ammatory environment in the brain. Our results 

demonstrated that metformin not only had a benefi cial eff ect 

in preserving the intestinal barrier integrity of BTBR mice 

 via  upregulating the expression of the main TJ, occludin, 

and the mucus barrier molecule, Muc 2, in a physiological 

state, but it also protected mice from the intestinal barrier 

damage caused by 2% DSS. Administrating metformin to 

DSS-treated BTBR mice showed a signifi cantly reduced 

loss in body weight compared to those treated with DSS 

only. Consistent with these fi ndings, immunohistochemi-

cal examination showed higher protein Muc 2 expression 

in DSS+Met mice; in addition, RT-PCR results provided 

strong evidence to support this fi nding. 

 It is noteworthy that the permeability of the intestinal bar-

rier changed along with the autistic behavior of BTBR mice. 

Repetitive behaviors are considered to be a core diagnostic 

feature of autism [ 59 ]. Repetitive behaviors in patients with 

autism are characterized by jumping, spinning, head tilt-

ing, nodding, and arm or hand fl apping [ 35 ]. In rodents, one 

way of assessing such behaviors is through marble-burying 

and self-grooming tests, as these refl ect ethologically nor-

mal and stereotypical behaviors in rodents [ 43 ]. Although 

the damage to the intestinal barrier with DSS showed no 
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diff erences in the number of buried marbles, administration 

of metformin to BTBR mice or DSS-treated BTBR mice, 

dramatically decreased the number of marbles buried com-

pared to those buried by distilled water-treated BTBR mice 

or both DSS and distilled water-treated BTBR mice. How-

ever, changes in the integrity of the intestinal barrier had no 

eff ect on self-grooming behavior. These results suggested 

that repetitive behaviors measured by marble burying may 

be a consequence of intestinal barrier impairments. 

 The EPM and OFT are routinely used to study anxiety-

related behavior in mice [ 28 ]. When anxiety-related behavior 

was analyzed, the increased intestinal barrier permeability 

induced by DSS had no eff ect on the EPM and OFT tests. 

Metformin was administered to BTBR and DSS-treated 

BTBR mice and these mice neither showed a signifi cant 

increase in the time spent in open arms compared to dis-

tilled water-treated and both DSS and distilled water-treated 

BTBR mice in the EPM test. As another method to measure 

anxiety in animals, similar levels of locomotor activity in the 

OFT test were exhibited in the metformin group and the met-

formin plus DSS group. However, the exploratory behaviors 

were improved in BTBR mice after receiving metformin; 

they spent much more time in the center than the BTBR 

mice that received distilled water. 

 Our study demonstrated that loss of intestinal barrier 

function might cause a defi cit in social interaction and rec-

ognition. Unlike DSS-treated BTBR mice, distilled water-

treated mice displayed a greater preference for the ‘stranger 

1’ mouse. This result indicated that an increased intestinal 

barrier permeability results in a reduced preference for social 

proximity. As expected, restoring the gut barrier function 

using metformin in BTBR mice reversed this phenomenon, 

and consequently, mice showed more interest in interaction 

with the ‘stranger 1’ than with the empty chamber. 

 Repair of intestinal barrier permeability by metformin did 

not have any apparent eff ect on the social novelty behavior 

of autistic mice; however, metformin-treated BTBR mice 

after DSS intervention did demonstrate more interest in 

communicating with familiar mice. Therefore, the repair 

of intestinal barrier permeability tended to increase social 

memory, which has the potential to improve a vital behav-

ioral defect in autistic mice, as seen by the absence of a time 

delay for recognizing the familiar mouse [ 60 ]. 

 As a result, alterations in the intestinal barrier appear to 

be linked to autistic behavioral changes in BTBR mice. To 

assess the causal association between alleviating autism-like 

behaviors and repairing the intestinal barrier, we conducted 

a correlation study on signifi cantly improved autistic behav-

iors and changes in intestinal barrier permeability following 

intervention (Fig. S3). In the three-chamber test, BTBR mice 

spent less time with ‘stranger 1’ as their gut barrier perme-

ability increased (Fig. S3A) and more time with ‘stranger 1’ 

after the permeability decreased with metformin treatment 

(Fig. S3B3). This shows that social defi cit behaviors in 

autism can be improved by lowering intestinal barrier per-

meability. And as intestinal barrier permeability declined, 

the number of marbles buried declined as well (Fig. S3B1), 

correlating with an increase in time spent in the center of the 

OFT (Fig. S3B2), which shows that reduced intestinal bar-

rier permeability may improve repetitive stereotypical and 

anxiety-related behaviors in autistic mice. All these results 

suggested that gut leakage might be the etiology of autism 

and improvement in intestinal barrier dysfunction may be a 

potential target for relieving the symptoms of ASDs. 

 Finally, we sought to further understand the underlying 

mechanisms that increased the permeability of the intestinal 

barrier contributing to autism. Studies have shown evidence 

of increased gut metabolites and serum endotoxin levels in 

patients with ASD, and this off ers a mechanism by which 

a “leaky gut” could play a role in this neurodevelopmental 

disease [ 10 ,  61 ,  62 ]. Among the potential mechanisms by 

which absorption of LPS from the gut lumen aff ects autistic 

behaviors, activation of the innate immune system in the 

brain owing to circulating pro-infl ammatory cytokines has 

been demonstrated in many studies [ 63 ]. LPS can act upon 

TLR4 to activate systemic infl ammation which aff ects the 

central nervous system through the extracellular medium 

(mediated by LPS-binding protein, the cluster of diff eren-

tiation 14, and myeloid diff erentiation factor 2 [MD-2]) and 

intracellularly (TLR4/MyD88/NF-kB and TLR4/TRIF/IRF3 

pathways) [ 64 ]. The fi rst MyD88-dependent pathway starts 

from the LPS/MD-2/TLR4 complex located on the plasma 

membrane, and the second TLR4/TRIF transduction begins 

in early endosomes after endocytosis of the receptor. The 

MyD88-dependent pathway is responsible for pro-infl amma-

tory cytokine production; TLR4 recognizes LPS through the 

accessory molecule MD2, and the intracellular TIR region 

of TLR4 binds to the carboxyl terminus of MyD88, while 

the terminus of MyD88 recruits IL-1 receptor-associated 

kinase-4 (IRAK4), IRAK1, and IRAK2 through homotypic 

interactions. The activated IRAK4, IRAK1, and IRAK2 are 

phosphorylated, detach from the MyD88/IRAK complex, 

and bind to TNF receptor-associated factor 6 (TRAF6). Sub-

sequently, TRAF6 activates the transforming growth fac-

tor B-activated kinase (TAK1) complex. Upon activation, 

TAK1 activates the downstream IκB kinase (IKK), which 

is made up of two kinases (IKKα and IKKβ), which in turn 

phosphorylates the NF-κB inhibitor IκBα, leading to NF-κB 

activation. Finally, free NF-κB is translocated to the nucleus 

and activates the transcription of infl ammatory cytokines 

such as IL-1, IL-6, and TNF-α [ 65 ]. 

 Growing evidence indicates that ASD pathogenesis may 

involve brain infl ammation associated with increased infl am-

matory biomarkers, such as IL-6 and TNF-α [ 63 ,  66 ,  67 ]. 

The protein expression levels of TLR4, phospho-NFκB, 

p65, and pro-infl ammatory cytokines, such as TNFα are 
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dramatically increased in the brain of fetal mice by acti-

vating TLR4 signaling in microglia through maternal LPS 

treatment; these off spring show ASD-like behavior with 

less social behavior and increased anxiety and repetitive 

behaviors. However, maternal LPS exposure has no eff ect on 

TLR4-knockout mice [ 64 ]. The published data support the 

hypothesis that there may exist a link between TLR-4 activa-

tion and NOX-2/ROS upregulation in ASD patients. Activa-

tion of TLR-4 by LPS on T-cells  in vitro  leads to enhanced 

generation of NOX-2-derived ROS  via  the NF-κB pathway, 

which perhaps plays a pathogenic role under the condition 

of central nervous system infl ammation [ 68 ]. 

 Thus, we examined the link in the gut–brain axis to clar-

ify whether gut-derived endotoxins, induced by a “leaky 

gut”, could be the cause of autism. Our results are in agree-

ment with the fi ndings of the published data [ 16 – 19 ,  45 ]. 

LPS levels in plasma were higher in BTBR mice and DSS-

treated autistic mice than in metformin-treated BTBR mice. 

LPS was found in the cell wall of gram-negative bacteria 

in the gut and high LPS levels refl ect an increased intesti-

nal barrier permeability [ 52 ]. The expression levels of the 

pro-infl ammatory cytokines MCP-1, IL-1β, and TNF-α and 

the degree of macrophage infi ltration were reduced after 

metformin treatment. Furthermore, the expression of the 

upstream regulatory molecules TLR4, MyD88, and NF-κB 

also decreased. Our previously published articles and other 

studies also supported this phenomenon [ 11 ,  60 ,  63 ,  69 ]. 

Activated immune cells produce high levels of NF-κB and 

pro-infl ammatory cytokines linked to autism [ 10 ]. Chil-

dren with ASD and BTBR mice have dramatically elevated 

NF-κB signaling in the brain and periphery [ 52 ,  53 ]. Deng 

 et al.  reported that metformin alleviates neuroinfl ammation 

by decreasing pro-infl ammatory cytokines (NF-κB and IL-6) 

in the hippocampus and rescues the autism-linked behaviors 

in BTBR mice [ 69 ]. 

 These data supported the hypothesis that increased bar-

rier permeability in autistic mice may transfer LPS to brain 

tissue to activate the TLR 4/MyD88/NF-κB pathway and 

further promote the development of the pro-infl ammatory 

environment in the brain leading to neurodegeneration 

(Fig.  10 ). Last but not least, the results of our study provided 

evidence that neuroinfl ammation may be the main driver 

behind autism, as already demonstrated by a large number 

of studies [ 70 – 72 ].         
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  Fig. 10       The central pathway of how endotoxin leads to autism spec-

trum disorder. The leaky gut allows gut endotoxin (LPS) to enter 

brain tissue. The TLR4/MyD88/NF-κB infl ammatory signaling path-

way in macrophages promotes brain infl ammation and neurodegen-

eration, contributing to autistic symptoms.  
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                       Abstract     A decline in the activities of oxidative phos-

phorylation (OXPHOS) complexes has been consistently 

reported in amyotrophic lateral sclerosis (ALS) patients and 

animal models of ALS, although the underlying molecular 

mechanisms are still elusive. Here, we report that receptor 

expression enhancing protein 1 (REEP1) acts as an impor-

tant regulator of complex IV assembly, which is pivotal to 

preserving motor neurons in  SOD1 G93A  mice. We found 

the expression of REEP1 was greatly reduced in transgenic 

 SOD1 G93A  mice with ALS. Moreover, forced expression of 

REEP1 in the spinal cord extended the lifespan, decelerated 

symptom progression, and improved the motor performance 

of  SOD1 G93A  mice. The neuromuscular synaptic loss, glio-

sis, and even motor neuron loss in  SOD1 G93A  mice were 

alleviated by increased REEP1 through augmentation of 

mitochondrial function. Mechanistically, REEP1 associates 

with NDUFA4, and plays an important role in preserving 

the integrity of mitochondrial complex IV. Our fi ndings 

off er insights into the pathogenic mechanism of REEP1 

defi ciency in neurodegenerative diseases and suggest a new 

therapeutic target for ALS. 

   Keywords     REEP1    ·  Amyotrophic lateral sclerosis    · 

 Mitochondria    ·  Complex IV assembly    ·  NDUFA4  

      Introduction 

 Amyotrophic lateral sclerosis (ALS) is one of the most 

common motor neuron diseases characterized by progres-

sive degeneration of motor neurons (MNs) in the brain-

stem and spinal cord. Many ALS cases, referred to as spo-

radic ALS, are not genetically transmitted and their causes 

remain enigmatic. Only 5%–10% of ALS cases are familial, 

most of which are associated with repeat expansions of the 

 C9ORF72  gene or mutations in genes encoding copper-zinc 

superoxide dismutase (SOD1), TAR DNA binding protein 

43 (TDP-43), or fused in sarcoma (FUS) [ 1 ]. The cellular 

and molecular mechanisms underlying MN loss in both 

familial and sporadic ALS are still unknown, and eff ective 

treatments are extremely limited. 

 Many ALS-associated genes, including  SOD1 ,  TDP-43 , 
 FUS , and  C9ORF72 , play roles in mitochondrial functions. 

Evidence gathered from  in vitro  or  in vivo  disease models 

and ALS patients, strongly implicates the dysfunction of 

mitochondria as a core component of ALS. Reductions 

in cellular respiration and ATP production are well docu-

mented in ALS and animal models of ALS. In the post-

mortem spinal cord of sporadic ALS patients, the activity 

of complexes I, II, III, and IV (CI, CII, CIII, and CIV) is 

reduced [ 2 ,  3 ]. Consistent with this, decreased CI + III, 

CII + III, and CIV activities also occur in the spinal cord 

of  SOD1 G93A  transgenic mice (G93A mice) [ 4 ]. However, 

the mechanism underlying the impairments of mitochondrial 

respiration in ALS remains largely unknown. 

 Receptor expression enhancing proteins (REEPs), a 

family of six proteins (REEP1–6), were fi rst identifi ed by 

their ability to enhance the cell surface expression of olfac-

tory receptors and other G protein-coupled receptors [ 5 , 

 6 ]. Later studies revealed that REEPs are localized on the 

tubular endoplasmic reticulum (ER) membrane to coordinate 
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ER shaping and microtubule dynamics [ 7 ]. Among these 

REEPs, REEP1 is under intensive investigation because 

of its close association with hereditary spastic paraplegia 

(HSP), a rare neurodegenerative disorder characterized by 

progressive degeneration of corticospinal motor neurons [ 8 ]. 

Given the truncating nature of most genetic mutations of 

REEP1, it has been suggested that REEP1 mutations cause 

disease by a loss-of-function mechanism [ 9 ,  10 ]. In addition, 

REEP1-knockout mice display a gait disorder and axonal 

degeneration closely resembling those seen in HSP patients 

[ 11 ,  12 ]. At the molecular level, REEP1 has been reported 

to control the structural and dynamic changes of intracellular 

membrane structures, including the ER, traffi  cking vesicles, 

and lipid droplets, through a microtubule-associated pathway 

[ 11 – 15 ]. Also, it has been shown that REEP1 is localized 

in mitochondria [ 8 ], however, its function in mitochondria 

remains unknown. 

 In the present study, we investigated the expression of 

REEPs in the spinal cord of the widely-used ALS mouse 

model G93A mice. We found that the reduction of REEP1 

expression is a distinguishing feature of patients and the 

mouse model of ALS. Overexpression of REEP1 by an 

AAV-mediated approach prevents motor neuron neurode-

generation in G93A mice by improving mitochondrial func-

tion. Our study connects reduced expression of REEP1 to 

impaired oxidative phosphorylation (OXPHOS) activity in 

ALS. 

    Materials and Methods 

   Animals 

 Mouse surgery and procedures were approved and con-

ducted in accordance with the Institutional Animal Care 

and Use Committee of Shandong University. Transgenic 

SOD1 G93A mice on the C57BL/6 background (B6.Cg-

Tg(SOD1*G93A)1Gur/J, Stock No: 004435) were from the 

Jackson Laboratory, Bar Harbor, USA. 

    Lumbar Spinal Cord Injection of AAV 

 Adeno-associated virus serotype 1 encoding GFP (AAV1-

GFP) or human REEP1 with Flag tag (AAV1-hREEP1-

Flag) under the neuron-specifi c promoter eSYN, were pur-

chased from WZ Bioscience, Jinan, China. AAVs were 

injected as previously described [ 16 ]. After anesthesia by 

isofl urane/oxygen inhalation, the mouse vertebral column 

was immobilized on a stereotactic frame to expose the 

lumbar spine. Bupivacaine/lidocaine (1:1 v/v) was injected 

around a small skin incision in the back of an anesthe-

tized mouse. The L1 vertebra was exposed by removing 

the small spinal muscles and ligaments attached to its dor-

sal surface. Then the dorsal portion of the vertebra was 

removed to expose the spinal cord. 3 μL AAV  (10 13  viral 

particles per mL) was injected into two locations at a depth 

of 1 mm rostral to the transection through a glass micro-

pipette attached to a Hamilton syringe (Hamilton, Reno, 

USA). The micropipette was left in place for 5 min before 

the withdrawal. The skin was sutured, and the mice were 

placed on a temperature-controlled warm pad for a few 

hours before being returned to their home cage. 

    Grip Strength and Footprint Test 

 A grip strength meter (Bioseb, Pinellas Park, USA) was 

used to measure hind limb grip strength. Both hind paws 

were placed on a bar connected to the meter. As a mouse 

grasped the bar, the pull force in grams was recorded on 

a digital force transducer. After 5 trials, the single best-

recorded value was used for statistical analysis. The grip 

strength meter was periodically calibrated by the manufac-

turer. Footprints were analyzed using a customized runway 

(50 cm long, 5 cm wide, and both sides bordered by walls). 

The fore and hind paws were fi rst dipped into the purple or 

orange paint. Each mouse was placed on a runway covered 

by aluminum foil where they ran toward an enclosed dark 

box. Stride length was presented as the mean distance of 

forward movement between each stride. The resulting data 

were further plotted in GraphPad Prism 8 software (Graph-

Pad Software Inc., San Diego, USA). 

    Electrophysiological Recordings of Skeletal Muscles 

 We made electromyographic recordings of the compound 

muscle action potential (CMAP) evoked in hind limb 

muscles by supramaximal stimulation of the sciatic nerve 

using the PowerLab 4/35 data acquisition system, a FE155 

Stimulator HC, a FE136 Animal Bio Amp, and needle 

electrodes from ADInstruments (Colorado Springs, USA) 

as well as ring surface electrodes from Natus Neurology 

(Orlando, USA). Mice were anesthetized by isofl urane/

oxygen inhalation and immobilized with a piece of tape. 

Reference and ground needle electrodes were inserted into 

the sacrum and tail tip. The fur around the hind limb was 

removed and ring-positive and negative electrodes were 

placed on the gastrocnemius muscle with contact gel. The 

stimulating needle electrode was inserted into the muscle 

near the sciatic nerve. A 1–10 mV stimulus 0.1 ms in dura-

tion was applied at a frequency of 10 Hz. The recording 

data were exported to Excel and maximal CMAP was plot-

ted with GraphPad Prism 8 software. 
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    Cell Culture and Transfection 

 All the cell culture reagents were from ThermoFisher Sci-

entifi c (Auburn, USA). Lenti-X 293T cells from Takara 

Bio (Shiga, Japan) were grown and transfected in Dul-

becco’ modified Eagle’s medium (Sigma Aldrich, St. 

Louis, USA), supplemented with 10% fetal bovine serum 

(FBS) (v/v) and 1% penicillin-streptomycin in a 5%  CO 2  

humid incubator at 37°C. Lenti-X 293T cells were tested 

and confi rmed to be free of mycoplasma contamination. 

The Lenti-X 293T cells were transfected with Tran-

sIT®-293 Transfection Reagent according to the manu-

facturer’s protocol. 24 h before the experiments, 500 ng 

DNA/well was used to transiently transfect 1 ×  10 5  cells 

in a 24-well plate. The Lenti-X 293T cell line was used for 

up to 20 passages. The International Cell Line Authentica-

tion Committee does not list the cells used in this study as 

commonly misidentifi ed cell lines. No authentication was 

conducted during the experiments. 

    Plasmids 

 The original plasmid backbone pcDNA3.1 (+) was from Inv-

itrogen (Waltham, USA). To generate Strep or Strep-Flag 

tagged plasmids, coding sequences of Strep-tag and Flag tag 

were synthesized and cloned into pcDNA3.1(+) by Gibson 

assembly (NEB, Ipswich, USA). All the plasmids used in 

this study are listed in Table S2. 

    Generation of REEP1-KO and Rescued Cell Lines 

 REEP1-KO cells were generated from Lenti-X 293T 

cells with a CRISPR/Cas9 system designed in our lab. 

pSpCas9(BB)-2A-Puro (PX459) V2.0 was a gift from 

Zhang Feng (Addgene, Watertown, USA) [ 17 ]. The single 

guide (sg) RNA targeting sequence was predicted using 

the online CRISPR design tool (  https:// bench ling. com    ). 

Lenti-X 293T cells were fi rst transfected with the PX459-

gREEP1 vector, which targeted 5′-TCA CAG ACA TCT TCC 

TTT GT-3′ of the  REEP1  gene. After puromycin selection, 

the cells were diluted and seeded in 96-well plates at 1 cell/

well to isolate monoclonal cells without REEP1 expression 

as determined by western blot analysis. To generate res-

cue cell lines, REEP1-KO cells were transfected with the 

pcDNA3.1(+)-Zeo-Strep vector, pcDNA3.1(+)-REEP1-

Strep, and pcDNA3.1(+)-REEP1∆101-110-Strep. Of note, 

the sequence targeted by sgRNA in wild-type (WT) and 

mutant REEP1 plasmids was codon optimized to 5′-TTT 

ACC GAC ATA TTC CTT TGT-3′ to resist CRISPR/Cas9 

cleavage. After zeocin selection, monoclonal cells were 

obtained by the method described above. 

    Cell Proliferation 

 The proliferation of REEP1-KO and control cells was evalu-

ated by growth curve assays.  10 5  cells were seeded in each 

well of a 6-well plate. 12 h after seeding, the cells were 

harvested and the time point was set as Time 0. Then cells 

were harvested at the indicated time. After staining with 

DAPI, images were captured by Celldiscoverer 7 (Zeiss, 

Oberkochen, Germany), and cell numbers were counted. 

    Immunocytochemistry and Immunofl uorescence 

 Immunohistochemistry was applied using the peroxidase anti-

peroxidase protocol. Paraffi  n-embedded spinal cord sections 

were fi rst deparaffi  nized in xylene, rehydrated in graded etha-

nols, and incubated in Tris-buff ered saline (TBS, 50 mmol/L 

Tris-HCl, and 150 mmol/L NaCl, pH 7.6) for 10 min before 

antigen retrieval in 1× immunoDNA retriever with citrate 

(BSB 0021, Bio SB, Santa Barbara, USA). The sections were 

rinsed with distilled  H 2 O, incubated in TBS for 10 min, and 

blocked with 10% normal goat serum (NGS) in TBS for 30 

min at room temperature. The sections were further incubated 

with primary antibodies in TBS containing 1% NGS overnight 

at 4°C and immunostained by the peroxidase-anti-peroxidase-

based method as we described previously [ 18 ]. 

 For immunofl uorescence staining, cells cultured on cover-

slips were washed three times with pre-warmed PBS buff er 

and fi xed with 4% paraformaldehyde for 15 min at room tem-

perature. After washing the coverslips 3 times with PBS, the 

cells were permeabilized by 0.5% Triton X-100 for 25 min. 

For tissues, deparaffi  nization and antigen retrieval processing 

were as above. Then the cell and tissue samples were blocked 

with 10% NGS (Sigma Aldrich) in PBS for 30 min at room 

temperature followed by incubation with primary antibodies 

in PBS containing 1% NGS at 4°C overnight. The antibodies 

were washed out with PBS, and cells were incubated with 

10% NGS in PBS for 10 min and then with Alexa Fluor-con-

jugated secondary antibodies (Life Technologies, Carlsbad, 

USA) (1:250) for 2 h at room temperature protected from 

light. After that, cells were rinsed three times with PBS and 

the nuclei were stained with DAPI. Finally, they were again 

washed three times with PBS and mounted with Fluoromount-

G mounting medium (Southern Biotech, Birmingham, USA). 

The antibodies used in this study are listed in Table S3. 

    Fluorescence Microscopy 

 Fluorescent images were captured with a Zeiss automated 

microscope, Celldiscoverer 7, and Zeiss LSM800 (all micro-

scopes controlled by Zen software, Zeiss). For live-cell time-

lapse imaging, Lenti-X 293T cells were seeded in a 24-well 

plate. 24 h after seeding, the culture plate was placed into the 

Celldiscoverer 7 system with a stage-top incubator (37°C, 5% 

 CO 2 ). 
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    Immunoblot Analysis and Blue Native PAGE 

 For immunoblots, cells or tissues were lysed in cell lysis buff er 

(Cell Signaling Technology, Danvers, USA), containing 1 

mmol/L phenylmethanesulfonyl fl uoride (PMSF; Millipore, 

Burlington, USA), protease inhibitor cocktail (Sigma Aldrich), 

and phosphatase inhibitor cocktail (Sigma Aldrich). The lysate 

was centrifuged at 14,000 g for 15 min at 4°C. The protein 

concentration of the supernatant was measured by BCA assay 

(ThermoFisher Scientifi c). Equal amounts of proteins (20 

μg) were separated by 10% SDS-PAGE and transferred to a 

polyvinylidene fl uoride (PVDF) membrane (Millipore). The 

membranes were blocked with 10% non-fat dry milk in TBST 

and incubated with primary antibodies at 4°C overnight. After 

rinsing 3 times in TBST, peroxidase-conjugated secondary 

antibodies were applied for 1 h at room temperature, and the 

blots were developed with Immobilon Western Chemilumines-

cent HRP Substrate (Millipore). Images were captured using 

the ChemiDoc Touch Imager (Bio-Rad, CA, USA). The pri-

mary antibodies used in this study are listed in Table S3. The 

blue-native page was applied according to the user’s guide of 

the Novex® native gel electrophoresis system (Life Technolo-

gies). Taken briefl y, mitochondrial OXPHOS complexes were 

extracted in 1× NuPage buff er with digitonin (8 g/g mitochon-

dria ratio). After incubation for 30 min on ice, the lysate was 

centrifuged at 14,000 g for 15 min at 4°C to remove insolu-

ble debris. The protein concentration was determined, and 50 

μg of protein combined with 0.25% G-250 was loaded onto 

a 4–12% precast Bis-Tris gradient gel (Invitrogen, Carlsbad, 

USA). After electrophoresis, the complexes were electroblot-

ted onto PVDF membranes and incubated with human Mito-

cocktail antibodies against CI–CV subunits. 

    Immunoprecipitation 

 Cells were collected 24 h after transfection and lysed with lysis 

buff er (100 mmol/L Tris-HCl, 150 mmol/L NaCl, 1 mmol/L 

EDTA, and 1% NP40, pH 8.0) containing 1 mmol/L PMSF 

(Millipore), protease inhibitor cocktail (Sigma Aldrich), and 

phosphatase inhibitor cocktail (Sigma Aldrich). The lysate was 

centrifuged at 14,000 g for 15 min at 4°C. The supernatant 

was incubated with MagStrep "type3" XT beads (IBA Lifes-

ciences, Göttingen, Germany) overnight at 4°C. The beads 

were washed three times with lysis buff er and eluted with BXT 

buff er (IBA Lifesciences). The eluted proteins were subjected 

to western blot or mass spectrometric analysis. 

    Subcellular Fractionation 

 Cells were homogenized in IB-1 solution (in mmol/L: 225 

mannitol, 75 sucrose, 0.1 EGTA, 20 HEPES; pH 7.4). The 

total homogenate was centrifuged twice at 600 g for 5 min 

at 4°C. Subsequently, the supernatant was collected and 

centrifuged at 7,000 g for 10 min at 4°C to obtain an enriched 

mitochondrial fraction. This fraction was washed in IB-2 

solution (in mmol/L: 225 mannitol, 75 sucrose, 20 HEPES; 

pH 7.4) followed by centrifugation at 9,000g for 10 min. The 

pellets were suspended in MRB buff er (in mmol/L: 250 man-

nitol, 0.5 EGTA, 5 HEPES; pH 7.4) to obtain a crude mito-

chondrial fraction. This fraction was further overlaid on top 

of 8 mL Percoll medium (225 mmol/L mannitol, 25 mmol/L 

HEPES, 1 mmol/L EGTA, and 30% Percoll (v/v); pH 7.4) 

and centrifuged at 95,000 g for 30 min at 4°C in an SW40 

Ti rotor. The pellet was suspended in MRB buff er again, 

followed by centrifugation at 6,300 g for 10 min at 4°C to 

obtain purifi ed mitochondria. To obtain the ER fraction, the 

supernatant was centrifuged at 20,000g for 30 min at 4°C. 

The pellet consisted of a lysosomal fraction also containing 

plasma-membrane contamination. Further centrifugation of 

the supernatant (100,000g for 1 h at 4°C) resulted in the iso-

lation of ER (pellet) and a cytosolic fraction (supernatant). 

 For sub-mitochondrial compartment fractionation, iso-

lated pure mitochondria were suspended in an isolation 

medium (in mmol/L: 225 mannitol, 75 sucrose, 0.1 EGTA, 

20 HEPES; pH 7.4) with digitonin at 0.12 mg digitonin/

mg mitochondria and stirred gently on ice for 15 min. Then 

the digitonin-treated samples were diluted with 3 volumes 

of isolation medium and centrifuged at 9,000 g for 10 min 

to get supernatant A. The pellet re-suspended in isolation 

buff er was sonicated for 30 s on ice and centrifuged at 6,500 

g for 10 min followed by centrifugation at 144,000 g for 60 

min at 4°C to sediment the inner membrane vesicles. The 

supernatant was collected as a matrix fraction. Supernatant 

A was centrifuged at 144,000 g for 60 min at 4°C to sedi-

ment outer membrane vesicles as pellets and the supernatant 

was collected as the inner membrane space fraction. 

    TMRM Staining 

 Lenti-X 293T or REEP1-KO cells were grown in 24-well 

plates at 70% confl uence at the time of data collection. Cells 

were incubated with TMRM (200 nM, ThermoFisher Sci-

entifi c) in fresh culture medium for 30 min in a  CO 2  incu-

bator. After two washes with 100 μL PBS containing 0.2% 

BSA, the plates were read by Celldiscoverer 7 with the RFP/

TRITC fi lter set at Ex/Em = 548/575 nm. Data were ana-

lyzed with Zen software. 

    ATP Measurement 

 ATP levels were assessed by an ATP Colorimetric/Fluoromet-

ric Assay Kit (Biovision, Waltham, USA). Cells (1×10 6 ) were 

lysed in 100 μL ATP assay buff er on ice. the cell lysate was 

deproteinized using a 10-kDa spin column. 20 μL of the sam-

ple was added to a 96-well plate and the volume was adjusted 
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to 50 μL/well with ATP Assay Buff er. Enough reagent to gen-

erate a reaction mix (ATP assay buff er: ATP probe: ATP con-

verter: Developer, at 11:1:1:1) was mixed for all samples and 

standards. 50 μL of the reaction mixture was added to each 

well of the 96-well plate, mixed well, and incubated at room 

temperature for 30 min, protected from light. The absorbance 

at 570 nm was measured with a microplate reader (Bio-Rad). 

To generate a standard curve, 0, 2, 4, 6, 8, and 10 μL ATP 

standard (1 mmol/L) were added to a series of wells and the 

volume was adjusted to 50 μL/well with ATP Assay Buff er to 

generate 0, 2, 4, 6, 8, and 10 nmol/well of ATP Standard. The 

curve was calculated following the manufacturer’s instructions. 

    Analysis of Mitochondrial Complex IV Activity 

 Mitochondrial complex IV (cytochrome c oxidase) activity 

was measured using a cytochrome oxidase activity colorimet-

ric assay kit (Biovision) following the manufacturer’s instruc-

tions. Briefl y, 5 μg of isolated mitochondria in cytochrome 

oxidase assay buff er was added to each well of a 96-well plate. 

For negative control, an equal volume of Enzyme Dilution 

Buff er was added. Then 120 μL of the diluted cytochrome c 

was added to each sample and the control. The spectropho-

tometer was set at 550 nm on the kinetic program for 30 min 

at 30-s intervals. The decrease in optical density (OD) over 30 

min was recorded. The rate of the reaction was calculated by 

changes in OD: ∆OD/min by using the maximum linear rate. 

The oxidation of cytochrome c by complex IV is a biphasic 

reaction with an initial fast burst followed by a slower activity. 

    Quantitative Mass Spectrometry 

 To identify the specifi c binding partners of REEP1, we used 

a proteomic approach according to a previously published 

protocol [ 19 ]. Briefl y, the control vector and REEP1-Strep 

were transfected into Lenti-X 293T cells with TransIT®-293 

transfection reagent (Mirus, Houston, USA). After immu-

noprecipitation with MagStrep "type3" XT beads, proteins 

were eluted with BXT buff er (IBA Lifesciences) and sepa-

rated by 4%–12% Mini-PROTEAN®TGX™ precast protein 

gels (Bio-Rad). After running for 10 min, 1 cm of the gel 

was cut and subjected to in-gel trypsin digestion. Tryptic 

peptides were labeled with  16 O or  18 O and then mixed for 

diff erential isotopic analysis. Labeled peptides were ana-

lyzed by LC-MS/MS using an UltiMate 3000 LC system 

(Dionex, Sunnyvale, USA) interfaced with a Velos Pro 

Ion Trap/Orbitrap Elite hybrid mass spectrometer (Ther-

moFisher Scientifi c). Peptides were identifi ed by comparing 

the resultant MS/MS spectra against the Swiss-Prot data-

base using Mascot database search software (version 2.4, 

Matrix Science, Chicago, USA). Strict trypsin specifi city 

was applied with one missed cleavage allowed. The  18 O/ 16 O 

ratio of each peptide was calculated using Proteomics Tools 

software (available at   https:// github. com/ sheng qh/ RCPA. 

Tools    ). 

    RNA Extraction and Reverse 
Transcription-Quantitative PCR (RT-qPCR) 

 Total RNA was extracted from Lenti-X 293T cells using 

the RNAeasy mini kit (Qiagen, Germantown, USA) accord-

ing to the manufacturer’s protocols. cDNA was synthesized 

by using High-Capacity cDNA Reverse Transcription Kits 

(ThermoFisher Scientifi c) with random primers. Quantita-

tive reverse-transcription PCR (qPCR) was performed using 

the SYBR Premix Ex Taq kit (Takara Bio) in a CFX96 real-

time PCR system (Bio-Rad) following the manufacturer’s 

protocol. The thermocycling conditions were as follows: 

95°C for 30 s, followed by 40 cycles of 95°C for 5 s and 

60°C for 30 s. The mRNA levels of the targeted protein 

were normalized to GAPDH using the 2-ΔΔCq method. The 

primers used for RT-qPCR are listed in Table S2. 

    Diff erentiation of SH-SY5Y Cells 

 SH-SY5Y cells (ATCC, CRL-2266) were diff erentiated 

using a combination of previously reported protocols 

[ 20 ,  21 ]. Briefly, undifferentiated SH-SY5Y cells were 

maintained in a growth medium composed of Opti-MEM 

(#31985070, Gibco, Waltham, USA) supplemented with 5% 

FBS and 1% penicillin/streptomycin. To induce diff erentia-

tion, cells were fi rst seeded on an uncoated plate and, on 

the following day, the medium was changed to a diff erentia-

tion medium composed of Opti-MEM, 1% FBS, 1% peni-

cillin/streptomycin, and 10 μmol/L all-trans retinoic acids 

(R2625, Sigma Aldrich). After 3 days of diff erentiation, the 

medium was changed to fresh diff erentiation medium again 

and cultured for another 3 days. The cells were then split 

and seeded on poly- D -lysine-treated plates or coverslips. 

On the following days, the medium was changed to neu-

ronal growth medium composed of Neurobasal medium (# 

A3582901, Gibco) supplemented with brain-derived neu-

rotrophic factor (50 ng/mL) (#248-BD, Novus Bio/R&D 

Systems, Minneapolis, USA), KCl (20 mmol/L) (#P5405, 

Sigma), 2% B27 (#17564-044, Gibco), 1% Glutamax, 1% 

penicillin/streptomycin, and 10 μmol/L retinoic acids for 

an additional three days. Then the medium was exchanged 

again with fresh neuronal growth medium. After 18 days of 

diff erentiation, neuronal cells were fi xed for immunofl uores-

cence staining or lysed in cell lysis buff er for immunoblot 

analysis. For neuronal viability assays, diff erentiated neu-

rons plated in 96-well plates were exposed to 100 μmol/L 

 H 2 O 2  or 10 μmol/L Tunicamycin for 24 h. Cell viability was 

measured using Cell Counting Kit-8 (Dojindo Molecular 

Technologies, Rockville, USA) following the manufacturer’s 

instructions. 
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    Sholl Analysis 

 Using images with a single microglial cell or astrocyte in 

the frame, we applied Sholl analysis using ImageJ (NIH, 

Bethesda, USA) after adjusting the image threshold accord-

ingly. We used the segmented line tool to determine both the 

center of the soma and the length of the longest integrated 

radius. Data were grouped with their respective categories 

[non-transgenic littermates (NTG), G93A/GFP, G93A/

REEP1] At least 5 cells were analyzed per animal with at 

least 3 animals examined per genotype. The average number 

of intersections of glial cells from NTG, G93A/GFP, and 

G93A/REEP1 mice at each radius was plotted. 

    Image Analysis 

 Images were analyzed with Zen software or Imaris (Bit-

plane, Belfast, UK). The acquired images were processed by 

deconvolution (regularized inverse fi lter) by ZEN software. 

All confocal images of mitochondria and neuromuscular 

junctions (NMJs) were reconstructed using the “easy 3D” 

module in Imaris. At least 200 NMJs from each mouse were 

counted. The ER structure was extracted using the SUR-

FACE tools in Imaris following the manufacturer’s instruc-

tions. Mitochondrial and ER lengths were calculated from 

single-plane images using Image-Pro Plus software. The 

length was defi ned as the Feret maximum. All immunoblot 

images were analyzed using ImageJ. 

    Statistical Analysis 

 Student’s  t -test, one-way analysis of variance (ANOVA) 

followed by Tukey’s multiple comparisons test, and two-

way ANOVA followed by Bonferroni multiple comparisons 

test were applied using GraphPad Prism 8 software (Graph-

Pad Software Inc.). Detailed information about the statisti-

cal analysis for each experiment is presented in the fi gure 

legends. Data are the mean ± SEM.  P  <0.05 was considered 

to be statistically signifi cant. 

     Results 

   Reduced Expression of REEP1 in ALS Patients 
and G93A Mice 

 As increasing evidence suggests that REEPs are involved in 

neurodegenerative diseases like HSP [ 22 ], we explored the 

relationship between REEPs and the classical motor neu-

ron disease, ALS. Making use of an already published tran-

scriptome dataset of the lumbar spinal cord from sporadic 

ALS patients and age-matched controls [ 23 ], we showed 

that REEP1 and REEP2, but not other REEPs were greatly 

reduced in these patients (Fig. S1A and B). Consistent with 

the fi ndings in sporadic ALS cases, transcriptome analysis of 

motor neurons (MNs) derived from iPSCs (induced pluripo-

tent stem cells) from familial ALS patients harboring a SOD1 

A4V mutation demonstrated that REEP1 expression was sig-

nifi cantly lower in SOD1A4V MNs than in their isogenic con-

trols (Fig. S1C). Since the widely-used G93A mice develop 

phenotypes closely mimicking familial and sporadic ALS 

patients, we next studied the expression of REEPs in the spi-

nal cord of G93A mice and their NTGs. Compared with NTG 

mice, the expression of REEP1 in the spinal cord was reduced 

signifi cantly in 120-day-old G93A mice (Fig.  1 A and B). In 

addition, we evaluated the REEP1 expression in G93A mice 

before and after the onset of the locomotor phenotype. There 

was likely a time-dependent reduction of REEP1 in G93A 

mice. At 30 days old, G93A mice showed a trend of decrease 

in REEP1 expression. The expression of REEP1 decreased by 

40% in 60-day-old G93A mice compared with NTG mice. At 

90 days old, a further decrease of 30% in REEP1 expression 

was noted in G93A mice (Fig. S1D). The above results sug-

gest that the reduction of REEP1 expression is a distinguish-

ing feature of patients and a mouse model of ALS.         

  Fig. 1       Reduction of REEP1 in the spinal cord of G93A mice.  A  
Representative immunoblots and quantifi cation of REEP expression 

in the spinal cord of NTG (non-transgenic) and G93A mice ( n =  4 

mice per group).  B  Representative immunohistochemical staining of 

REEP1 in the lumbar spinal cord of NTG ( n =  30 neurons from 3 

mice) and G93A mice ( n =  35 neurons from 3 mice). Scale bars, 50 

μm. Data are the mean ± SEM. * P < 0.05, **** P < 0.0001, two-tailed 

Student’s  t- test.  
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    Forced Expression of REEP1 Abolishes Skeletal Muscle 
Atrophy in G93A Mice 

 We then examined the impact of REEP1 upregulation in spinal 

motor neurons on behavioral defi cits and survival in G93A 

mice. Since G93A mice have an onset of symptoms at ~60 

days and the survival endpoint at ~150 days, we bilaterally 

injected adeno-associated virus serotype 1 encoding human 

REEP1 under the neuron-specifi c promoter eSYN (AAV1-

hREEP1-Flag) into the lumbar spinal cord of 45-day-old G93A 

mice. The motor performance of G93A mice was evaluated 

by tail suspension, grip strength, and footprint tests after the 

age of 70 days (Fig.  2 A). We fi rst examined the expression 

of REEP1 in the spinal cord. To explore the cellular distri-

bution of exogenously-expressed REEP1, spinal cord tissue 

from G93A mice injected with AAV1-hREEP1-Flag (G93A/

REEP1) was stained with anti-Flag and anti-NeuN (neuronal 

nuclear protein) antibodies. As expected, REEP1-Flag was 

predominantly expressed in NeuN-positive cells, suggesting 

that REEP1 was successfully expressed in neuronal cells (Fig. 

S2A). In addition, immunoblot analysis of subcellular frac-

tions further demonstrated that exogenously-expressed REEP1 

was present in both ER and mitochondrial fractions, which 

displayed the same distribution pattern as endogenous REEP1 

(Fig. S2B and C). We then compared the expression of REEP1 

in AAV-injected G93A mice; immunoblot analysis revealed 

that G93A/REEP1 mice had a twofold increase of total REEP1 

in the lumbar cord of G93A mice compared to GFP-injected 

G93A mice (G93A/GFP) (Fig.  2 B). Surprisingly, the overall 

life-span of G93A/REEP1 mice was extended when compared 

with G93A/GFP mice (Fig.  2 C), and the motor defi cits of 

G93A mice were remarkably attenuated by REEP1 upregula-

tion (Fig.  2 D–F). While G93A/GFP mice showed hind limb 

folding into the abdomen with an infrequent clasping of their 

hind limbs, G93A/REEP1 mice exhibited greatly improved 

performance in tail suspension tests (Fig.  2 D, S2D and Video 

S1). In addition, the declining muscle strength and gait abnor-

malities in G93A/GFP mice were also alleviated in G93A/

REEP1 mice (Figs  2 D, E, S2E, and Video S2).         

 Loss of NMJ integrity due to motor neuron denervation is 

a prominent feature of G93A mice [ 24 ]. Denervation occurs 

before the symptomatic stage and translates into reduced elec-

trical potential in aff ected muscles [ 25 ]. We then applied elec-

trophysiological tests to measure the CMAP, which is the sum 

of action potentials in the muscle in response to non-invasive 

spinal cord electrical stimulation. Decreasing CMAP values 

in G93A mice refl ected NMJ denervation, which was partially 

restored by REEP1 upregulation (Fig.  2 F). Consistent with the 

improved motor performance, G93A/REEP1 mice displayed 

well-preserved hindlimb skeletal muscles and alleviated NMJ 

denervation compared with G93A/GFP mice (Fig.  2 G, H). 

Moreover, we also determined the expression of Agrin, Wnt3, 

and muscle-specifi c kinase (MuSK) in muscle tissue from 

NTG, G93A/GFP, and G93A/REEP1 mice. These three pro-

teins are key regulators of NMJs, in which Agrin and Wnt3 are 

secreted by motor neurons while MuSK is mainly expressed in 

skeletal muscle [ 26 ]. As expected, G93A/REEP1 mice exhib-

ited stronger expression of Agrin and Musk in skeletal muscles 

than in G93A/GFP mice (F i g.  2 I). There was also a trend of 

increased levels of Wnt3 in G93A/REEP1 skeletal muscles 

(F i g.  2 I). Therefore, these data strongly support the conclusion 

that augments expression of REEP1 in neurons in the spinal 

cord is suffi  cient to preserve motor function in G93A mice. 

    Protection Against MN Loss and Gliosis in G93A Mice 
via REEP1 Upregulation 

 Since MN numbers signifi cantly decrease in the ventral horn 

of endpoint G93A mice [ 27 ], we next determined the eff ects 

of REEP1 overexpression on MN survival in G93A mice. 

By either Nissl or Choline Acetyltransferase (Chat) stain-

ing, we found that the MN numbers in the ventral horn of 

G93A/REEP1 mice signifi cantly increased when compared 

to G93A/GFP mice (Fig.  3 A, B). Neuroinfl ammation is a 

prominent pathological feature of ALS, characterized by 

the proliferation and activation of microglia and astrocytes, 

as extensively reported in G93A mice [ 27 ]. To assess the 

extent of gliosis, we immunostained activated microglia 

and astrocytes in the spinal cord of NTG, G93A/GFP, and 

G93A/REEP1 mice with specifi c antibodies against ionizing 

 Ca 2+ -binding adaptor molecule 1 (Iba1) and glial fi brillary 

acidic protein (GFAP) respectively. Quantifi cation revealed 

remarkably reduced microgliosis and astrogliosis in the spi-

nal cord of G93A/REEP1 mice (Fig.  3 C, D). In addition to 

the reduced number of microglial cells, we also observed 

that microglia cells seemed to be more ramifi ed in the spi-

nal cord of G93A/REEP1 mice than G93A/GFP microglial 

cells. Thus, we then applied Sholl analysis, which is widely 

used to quantify the complexity of dendritic arbors. The data 

confi rmed that microglial cells display greatly reduced com-

plexity in G93A/GFP mice, and this was partially restored 

in G93A/REEP1 mice (Fig. S3A). Similarly, astrocytes in 

G93A/REEP1 mice also demonstrated more ramifi cations 

than in G93A/GFP mice (Fig. S3B). Thus, these data sup-

port the conclusion that restoring the expression of REEP1 

protects against MN loss and gliosis in G93A mice.         

    Loss of REEP1 Impairs Mitochondrial Function 

 As REEP1 is closely associated with the ER and mitochon-

drial function [ 8 ,  28 ], to further unravel the mechanisms 

of how REEP1 prevents MN loss in G93A mice, we next 

determined the expression of REEP1 in the ER and mito-

chondria-enriched fractions from the spinal cord of G93A 

mice. Immunoblot results demonstrated that REEP1 expres-

sion decreased in both ER and mitochondrial fractions (Fig. 
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S4A), indicating that loss of expression of REEP1 is probably 

associated with ER and mitochondrial dysfunction in G93A 

mice. To investigate the eff ect of REEP1 on mitochondria, 

we generated REEP1-knockout Lenti-X 293T cells (REEP1-

KO) (Fig.  4 A) and evaluated mitochondrial function. We fi rst 

determined the mitochondrial morphology and distribution in 

REEP1-KO cells by staining mitochondria with anti-TOM20 

antibodies. In >95% of the WT cells, mitochondria with 

similar sizes were distributed uniformly throughout the cell 

(Fig.  4 B). However, in 41% of REEP1-KO cells mitochondria 
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were aggregated around the perinuclear area, indicating that 

loss of REEP1 expression induces mitochondrial aggrega-

tion (Fig.  4 B). Since abnormal distribution is always linked to 

mitochondrial dysfunction, we further assessed the mitochon-

drial membrane potential by TMRM staining in live cells, and 

found that REEP1-KO cells showed a dramatically decreased 

mitochondrial membrane potential (Fig.  4 C). Consistent with 

this, we also found a reduction of intracellular ATP levels in 

REEP1-KO cells (Fig.  4 D). To study the mechanism under-

lying the ATP reduction in REEP1-KO cells, we used both 

native and denaturing electrophoresis to examine mitochon-

drial OXPHOS assembly. Although no changes were noted in 

the expression of fi ve complex markers (Fig. S4B), both the 

assembly and activity of CIV were impaired in REEP1-KO 

cells (Fig.  4 E, F). Similar results were obtained in REEP1-

knockout M17 cells, a human neuroblastoma cell line (Fig. 

S4C). Consistent with this, CIV showed drastically decreased 

assembly in G93A mice when compared to NTG control (Figs 

 4 G and S4D). Together, these data suggest that REEP1 defi -

ciency suppresses mitochondrial functions.         

 Meanwhile, the impact of the reduction of REEP1 expres-

sion on cell proliferation was also examined. Compared with 

WT cells, REEP1-KO cells had a signifi cantly decreased 

proliferation rate (Fig.  4 H). As REEP1 is closely associated 

with not only mitochondrial function but also ER function 

[ 8 ,  28 ], we hypothesized that the impaired proliferation of 

REEP1-KO cells may be due to either ER or mitochondrial 

dysfunction. However, ER structures with an interconnected 

network of branching tubules in REEP1-KO cells were 

almost identical to WT cells (Fig. S4E). In addition, previ-

ous studies have shown that REEP1 plays a role in ER stress 

resistance [ 29 ,  30 ]. We then examined the level of the ER 

stress signaling marker phosphorylated eIF2α (p-eIF2α) in 

WT and REEP1-KO cells. Immunoblot analysis showed that 

the p-eIF2α levels in REEP1-KO cells were comparable to 

those in WT cells, suggesting there is no ER-stress response 

ongoing in REEP1-depleted cells (Fig. S4F). Altogether, 

these data support the conclusion that the decreased pro-

liferation of REEP1-KO cells is likely caused by impaired 

mitochondrial functions. 

    REEP1 Interacts with CIV Subunits 

 Although previous studies have shown that REEP1 is local-

ized in mitochondria [ 8 ], the specifi c localization in mito-

chondria remains unclear. To address this question, Lenti-X 

293T cells were co-transfected with Mito-OMM-GFP and 

REEP1-Flag, and immunofl uorescence staining was applied. 

After image deconvolution, the immunofl uorescent signals 

from REEP1-Flag co-localized with the co-expressed outer 

mitochondrial membrane marker Mito-OMM-GFP. Inter-

estingly, part of the REEP1-Flag signal was surrounded by 

Mito-OMM-GFP, suggesting that REEP1 is also localized 

inside mitochondria (Fig. S5A). In an attempt to investigate 

the localization of REEP1 in mitochondria, we prepared sub-

mitochondrial compartments by separating the outer mito-

chondrial membrane (OMM), inner mitochondrial mem-

brane (IMM), mitochondrial intermembrane space (IMS), 

and matrix from purifi ed mitochondria. Immunoblot analy-

sis revealed that REEP1 was present in both the OMM and 

IMM fractions (Fig.  5 A). Together, these data support the 

conclusion that REEP1 is localized in the OMM and IMM.         

 To explore the function of mitochondrial membrane-asso-

ciated REEP1, a quantitative mass spectrometry (MS)-based 

approach was used to monitor the dynamics of REEP1-asso-

ciated protein complexes (Fig. S5B). 82 proteins were found 

to be enriched in the pull-down samples from the REEP1-

Strep-expressing Lenti-X 293T cells (Table. S1). Kyoto 

Encyclopedia of Genes and Genomes analysis showed that 

these proteins were enriched in many neurodegenerative dis-

eases, such as Parkinson’s disease and Huntington’s disease, 

strongly supporting the idea that these defects in REEP1-reg-

ulated pathways could be a common mechanism of neurode-

generation (Fig. S5C). Consistent with the previous study, 

Gene Oncology analysis revealed that these proteins are 

mainly localized in membrane structures, including ER and 

mitochondria (Fig. S5D). Interestingly, we found that these 

proteins were commonly enriched in Gene Ontology terms 

largely related to membrane organization and mitochondrial 

ATP synthesis-coupled proton transport (Figs  5 B and S5E). 

Among these proteins, 5 OXPHOS subunits belonging to 

CIV and CV were identifi ed: NDUFA4, ATP5A1, ATP5B, 

  Fig. 2       REEP1 upregulation improves the motor performance of 

G93A mice.  A  Schematic of REEP1 AAV injection and behavioral 

test timeline. AAV serotype 1 encoding human REEP1 under the 

neuron-specifi c promoter eSYN (AAV1-hREEP1-Flag) was injected 

into the spinal cord at the fi rst lumbar segment (L1) of G93A mice. 

 B  Representative immunoblots and quantifi cation of REEP1 levels 

in the lumbar spinal cord of NTG, G93A/GFP, and G93A/REEP1 

mice ( n =  4 mice per group).  C  Kaplan-Meier survival curves of 

NTG ( n =  16), G93A/GFP ( n =  10), and G93A/REEP1 mice ( n =  
11).  D  Hindlimb grip strength of NTG ( n =  17), G93A/GFP ( n =  9), 

and G93A/REEP1 mice ( n = 12) at 100 days old.  E  Footprint per-

formance and stride length quantifi cation of NTG ( n =  11), G93A/

GFP ( n =  7), and G93A/REEP1 mice ( n =  7). The arrow shows the 

direction of walking.  F  Representative images and quantifi cation of 

CMAPs evoked by supramaximal stimulation of the sciatic nerve in 

NTG ( n =  12), G93A/GFP ( n =  8), and G93A/REEP1 mice ( n =  9). 

 G  Representative images of skeletal muscles and quantifi cation of 

gastrocnemius muscle weight of NTG ( n =  16), G93A/GFP ( n =  8), 

and G93A/REEP1 mice ( n =  8). Scale bar, 0.5 cm.  H  Representative 

images and quantifi cation of NMJ innervation of NTG, G93A/GFP, 

and G93A/REEP1 mice ( n =  4 mice per group). Green, acetylcho-

line receptors (AchR) stained by α-bungarotoxin for motor endplates; 

red, SV2 for NMJs. Scale bars, 10 μm.  I  Representative immunob-

lots and quantifi cation of Agrin, Wnt3a, and MuSK in gastrocnemius 

muscle of NTG, G93A/GFP, and G93A/REEP1 mice ( n =  5 mice 

per group). Data are the mean ± SEM. * P < 0.05, ** P < 0.01, *** P 
< 0.001, **** P < 0.0001, one-way ANOVA followed by Tukey’s mul-

tiple comparisons test ( B, D, E–I ).  

◂
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ATP5F, and ATP5O. Co-immunoprecipitation (co-IP) anal-

ysis further validated the interaction between REEP1 and 

NDUFA4, ATP5O, and ATP5A1 co-immunoprecitation 

between transfected exgenously-expressed NDUFA4-GFP 

and REEP1 WT/REEP1Δ101–110. 

 To further assess the importance of the REEP1 and 

NDUFA4 association on CIV assembly, we generated a 

series of deletion mutations of REEP1 and analyzed their 

interaction with NDUFA4 (Fig.  5 D). We tagged REEP1 

at the C-terminus with Strep-tag and co-IP was applied 

by using cell lysates from NDUFA4-GFP and truncated 

REEP1-Strep co-transfected Lenti-X 293T cells. A 140 

amino-acid (aa) deletion in the N-terminal region of 

REEP1 abolished the interaction between REEP1 and 

NDUFA4. On the other hand, deletion of N-terminal 

100 aa (ΔN100) remarkably increased the association 

of REEP1 with NDUFA4 (Fig.   5 E). Although further 

immunofluorescence and subcellular fraction analysis 

demonstrated that ΔN100 was present in both the ER and 

mitochondria, more ΔN100 was enriched in the mitochon-

drial fraction than full-length REEP1 (Fig. S5H, I). This 

is consistent with a previous study showing that the loss 

of the N-terminal domain of REEP1 greatly increased its 

mitochondrial distribution [ 31 ]. We then generated trun-

cated mutations between 100 aa and 140 aa of REEP1. 

Co-IP analysis showed that the removal of the N-terminal 

110 aa (ΔN110) disrupted the interaction between REEP1 

and NDUFA4 (Fig.  5 F). Like the REEP1ΔN110 (dele-

tion of the N-terminal 110 aas), the REEP1Δ101–110, 

which lacked the 10 aa residues from 101 to 110, com-

pletely abrogated the ability of REEP1 to co-precipitate 

with NDUFA4 (Fig.  5 G). The above results suggest that 

101–110 aa of REEP1 is necessary for its binding to 

NDUFA4. 

    REEP1 Regulates CIV Assembly Through Interaction 
with NDUFA4 

 Based on the identifi cation of the 101–110 motif required 

for interactions between REEP1 and NDUFA4, we next per-

formed rescue experiments in REEP1-KO cells to validate 

their functional role in maintaining mitochondrial func-

tion. We fi rst explored the subcellular localization of the 

REEP1Δ101–110 by isolation of ER and pure mitochondria 

  Fig. 3       REEP1 augmentation prevents neuronal loss and gliosis in 

G93A mice.  A  Representative images and quantifi cation of Nissl 

staining in the spinal cord of NTG ( n =  10), G93A/GFP ( n =  7), and 

G93A/REEP1 mice ( n =  7). Scale bar, 100 μm.  B  Representative 

images and quantifi cation of immunofl uorescence staining of Chat 

in the spinal cord of NTG ( n =  6), G93A/GFP ( n =  6), and G93A/

REEP1 mice ( n =  9). Scale bars, 200 μm.  C  Representative images 

and quantifi cation of immunofl uorescence staining of GFAP in the 

spinal cord of NTG ( n =  6), G93A/GFP ( n =  10), and G93A/REEP1 

mice ( n =  9). Scale bars, 200 μm.  D  Representative images and quan-

tifi cation of immunofl uorescence staining of Iba1 in the spinal cord 

of NTG ( n =  6), G93A/GFP ( n =  8), and G93A/REEP1 mice ( n =  
9). Scale bars, 200 μm. Data are the mean ± SEM. * P < 0.05, *** P 
< 0.001, **** P < 0.0001, one-way ANOVA followed by Tukey’s mul-

tiple comparisons test.  
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(Fig.  6 A). Similar to WT REEP1, REEP1Δ101–110 was 

present in both ER and mitochondrial fractions, implying 

that loss of this motif did not change the subcellular localiza-

tion of REEP1. Then, cell proliferation and mitochondrial 

function were analyzed to determine whether the loss of 

the interaction between REEP1 and NDUFA4 could rescue 

the phenotype caused by REEP1-knockout. Overexpression 

of WT REEP1, but not the Δ101–110 mutations, restored 

the proliferation defi ciency of REEP1-KO cells (Fig. S6A). 

Unexpectedly, REEP1-KO cells expressing either REEP1 

or REEP1Δ101–110 showed similar mitochondrial dis-

tribution, suggesting that the changes in mitochondrial 

  Fig. 4       Loss of REEP1 impairs mitochondrial function.  A  Schematic 

of CRISPR/Cas9 genome-editing of the REEP1 gene in Lenti-X 

293T cells to obtain REEP1-KO cells validated by western blot and 

DNA sequencing analysis. GAPDH was used as the loading control. 

 B  Representative images and quantifi cation of aggregated mitochon-

dria in WT ( n =  191 cells from 3 experiments) and REEP1-KO cells 

( n =  178 cells from 3 experiments). Mitochondria are stained with 

TOM20. DAPI to visualize nuclei. Scale bar, 20 μm.  C  Quantifi ca-

tion of mitochondrial membrane potential staining by TMRM in WT 

( n =  101 cells from three experiments) and REEP1KO cells ( n =  111 

cells from three experiments). Scale bar, 20 μm.  D  Quantifi cation of 

ATP levels in WT and REEP1-KO cells ( n =  4 replicates).  E  Repre-

sentative immunoblots and quantifi cation of mitochondrial OXPHOS 

assembly in WT and REEP1-KO cells ( n =  6 replicates).  F  Quantifi -

cation of mitochondrial CIV activity in WT and REEP1-KO cells ( n 
=  4 replicates).  G  Representative immunoblots and quantifi cation of 

mitochondrial OXPHOS assembly in 120-day-old NTG ( n =  4) and 

G93A mice ( n =  5).  H  Growth curves for WT and REEP1KO cells 

over 72 h. Data are the mean ± SEM. * P < 0.05, ** P < 0.01, **** P 
< 0.0001, two-tailed Student’s  t- test ( B–G ) and two-way ANOVA fol-

lowed by Bonferroni multiple comparisons test ( H ).  
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distribution caused by REEP1 loss are not dependent on 

the interaction between REEP1 and NDUFA4 (Fig.  6 B). 

Moreover, mitochondrial membrane potential and intracellu-

lar ATP levels were rescued in REEP1-KO cells expressing 

REEP1, but not in cells expressing Δ101–110 (Figs  6 C, D 

and S6B). In addition, CIV assembly and activity were also 

restored by overexpression of REEP1, but not Δ101–110 

REEP1 (Fig.  6 E, F). Therefore, our results strongly suggest 

that the interaction between REEP1 and NDUFA4 is neces-

sary for maintaining normal mitochondrial function.         

 As NDUFA4 is essential for CIV assembly and activity, 

we next studied the expression of NDUFA4 in G93A mice 

and REEP1-KO cells. Immunoblot analysis revealed that 

NDUFA4 expression was greatly reduced in the spinal cord 

of 120-day-old G93A mice compared with age-matched 

NTG mice (Fig.  6 G). Consistent with this, NDUFA4 levels 

were signifi cantly decreased in REEP1-KO (both Lenti-

X 293T cells and M17 cells) (Figs  6 H and S6C). While 

REEP1 completely restored the expression of NDUFA4 in 

REEP1-KO cells, Δ101–110 REEP1-expressing REEP1-

KO cells revealed levels of NDUFA4 similar to REEP-

KO cells (Fig.  6 H). As no NDUFA4 mRNA levels change 

occurred in these cells (Fig.  6 I), REEP1 is likely involved 

in NDUFA4 degradation. Together, these data support the 

conclusion that REEP1 is an important regulator of CIV 

assembly through interaction with NDUFA4. 

 To further validate these findings in neuronal cells, 

we generated REEP1-KO SH-SY5Y cells and restored 

REEP1 expression in these cells by re-expressing WT 

REEP1 and REEP1 Δ101–110. These stable cell lines 

were further differentiated into neurons, which were 

used for mitochondrial function analysis and neuronal 

survival assay (Fig. S7A–H). Consistent with the results 

from Lenti-X 293T cells, re-expressing REEP1 restored 

NDUFA4 expression and the CIV defects in REEP1-KO 

neurons. However, neurons expressing REEP1Δ101–110 

had NDUFA4 levels and CIV defects similar to REEP1-

KO neurons, suggesting that the interaction between 

REEP1 and NDUFA4 is critical for mitochondrial func-

tion in neuronal cells (Fig. S7C, D). Although the loss 

of REEP1 did not affect neuronal survival, REEP1-KO 

neurons had shorter branches than WT neurons, indicat-

ing that REEP1 is essential for neurite outgrowth during 

neuronal differentiation (Fig. S7E–G). Previous studies 

have reported that SOD1G93A overexpression induces 

both oxidative stress and ER stress in neuronal cells, and 

this potently contributes to neuronal death [ 32 ,  33 ]. To 

explore the importance of REEP1 for neuronal survival 

  Fig. 5       REEP1 interacts with NDUFA4.  A  Representative immuno-

blots of REEP1 and markers for sub-mitochondrial fractions from 

Lenti-X 293T cells: TOM20 for the outer mitochondrial membrane, 

Cyto C for the inner membrane space of mitochondria, COXIV for 

the inner mitochondrial membrane, and HSP60 for the mitochondrial 

matrix.  B  Gene Ontology enrichment analysis of unique interactors of 

REEP1 according to categories based on biological process.  C  Rep-

resentative immunoblots of co-immunoprecipitation between trans-

fected REEP1-Strep and NDUFA4-Flag in Lenti-X 293T cells.  D  
Schematic of REEP1 deletion mutants used for mapping the binding 

site for NDUFA4.  E, F  Representative immunoblots of co-immuno-

precitation between transfected exgenously-expressed NDUFA4-GFP 

and REEP1 WT/REEP1Δ101–110.  
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under stress conditions, we treated SH-SY5Y-derived 

neurons with  H 2 O 2  and Tunicamycin (TM) to induce oxi-

dative stress and ER stress, respectively (Fig. S7H). Strik-

ingly, loss of REEP1 caused greatly increased sensitivity 

to oxidative stress in neuronal cells. And re-expressing 

WT REEP1, but not REEP1Δ101–110, fully protected 

REEP1-KO cells from oxidative stress compared with 

WT neurons. Similar phenomena were also found in TM-

treated neurons (Fig. S7H). These data together suggest 

that REEP1 and its interaction with NDUFA4 are critical 

for neuronal survival under stress conditions. 

  Fig. 6       REEP1 regulates CIV assembly through interaction with 

NDUFA4.  A  Representative immunoblots of REEP1 in the ER and 

mitochondrial fractions of indicated cells. Calnexin and COXIV were 

used as ER and mitochondrial markers, respectively. Overexpressed 

REEP1 WT and REEP1∆101–110 carrying Strep-tag.  B  Repre-

sentative images and quantifi cation of aggregated mitochondria in 

WT ( n =  192 cells from 3 experiments), REEP1KO ( n =  210 cells 

from 3 experiments), REEP1KO+REEP1 ( n =  218 cells from 3 

experiments), and REEP1-KO+∆101–110 cells ( n =  169 cells from 

3 experiments). Mitochondria are stained by TOM20. DAPI is used 

to visualize nuclei. Scale bar, 20 μm.  C  Quantifi cation of mitochon-

drial membrane potential staining by TMRM in WT ( n =  99 cells 

from 3 experiments), REEP1-KO ( n =  82 cells from 3 experiments), 

REEP1-KO+REEP1 ( n =  94 cells from 3 experiments), and REEP1-

KO+∆101–110 cells ( n =  104 cells from 3 experiments).  D  Quan-

tifi cation of ATP levels in WT, REEP1-KO, REEP1-KO+REEP1, 

and REEP1-KO+∆101–110 cells ( n =  4 replicates).  E  Representa-

tive immunoblots and quantifi cation of mitochondrial OXPHOS 

assembly in WT, REEP1-KO, REEP1-KO+REEP1, and REEP1-

KO+∆101–110 cells ( n =  3 replicates).  F  Quantifi cation of mito-

chondrial CIV activity in WT, REEP1-KO, REEP1-KO+REEP1, and 

REEP1-KO+∆101–110 cells ( n =  4 replicates).  G  Representative 

immunoblots and quantifi cation of NDUFA4 expression in the spinal 

cord from 120-day-old NTG and G93A mice ( n =  4 mice per group). 

 H  Representative immunoblots and quantifi cation of NDUFA4 

expression in WT, REEP1-KO, REEP1-KO+REEP1, and REEP1-

KO+∆101–110 cells ( n =  4 replicates).  I  Relative mRNA levels of 

NDUFA4 in WT, REEP1-KO, REEP1-KO+REEP1, and REEP1-

KO+∆101–110 cells ( n =  3 replicates). Data are the mean ± SEM. 

* P < 0.05, ** P < 0.01, *** P < 0.001, **** P < 0.0001, two-tailed Stu-

dent’s  t- test (G) and one-way ANOVA followed by Tukey’s multiple 

comparisons test ( B–F, H , and  I ).  



942 Neurosci. Bull. June, 2023, 39(6):929–946

1 3

    Mitochondrial Abnormalities in G93A Mice are 
Restored by REEP1 Upregulation 

 Next, we determined whether the protective effect medi-

ated by REEP1 augmentation in G93A mice was through 

mitochondria-associated pathways by analyzing mito-

chondrial morphology and function in NTG, G93A/

GFP, and G93A/REEP1 mice. Although there was a sig-

nificant upregulation of REEP1 protein levels in lumbar 

spinal cord extracts from G93A/REEP1 mice compared 

to G93A/GFP mice, the expression of REEP1 in G93A/

REEP1 mice was still lower than that in NTG mice 

(Fig.  2 B). Unexpectedly, immunoblot analysis revealed 

that reduction of REEP1 expression in the mitochondria 

of G93A mice was fully restored by AAV1-hREEP1-Flag 

injection (Fig.  7 A). Moreover, the reduced expression of 

NDUFA4 was partially rescued in lumbar spinal cord 

extracts from G93A/REEP1 mice (Fig.  7 B). Despite that 

no morphological changes in the ER were noted in these 

mice, mitochondria in the MNs of G93A mice became 

fragmented as evidenced by the decrease in mitochon-

drial length, which was restored by forced expression of 

REEP1 (Figs.  7 C and S8A). Although there were no sta-

tistically significant differences, the mitochondrial mem-

brane potential in G93A/REEP1 mice had an increasing 

trend compared to G93A/GFP mice (Fig. S8B). Activity 

analysis also demonstrated that CIV deficiencies were 

rescued by REEP1 upregulation (Fig.  7 D). These find-

ings further support the idea that REEP1 protects MNs 

by improving mitochondrial functions.         

     Discussion 

 Here we showed that the expression of REEP1 is signifi -

cantly reduced in the spinal cord of G93A mice. Aug-

mentation of REEP1 preserved the motor performance of 

G93A mice by improving mitochondrial function. On the 

mechanistic level, we demonstrated that REEP1 regulates 

mitochondrial CIV assembly by association with NDUFA4. 

These fi ndings partially explain that the mitochondrial CIV 

dysfunction in ALS and other neurodegenerative diseases 

might be associated with REEP1 loss-of-function (Fig.  7 E). 

 Morphological alterations of membrane-bound orga-

nelles, such as ER, mitochondria, and Golgi have been 

consistently reported in ALS patients and ALS-associated 

mouse models [ 34 – 39 ]. As a membrane curvature-inducing 

protein with various subcellular localizations, our fi ndings 

suggest that REEP1 defi ciency may be responsible for the 

morphological changes of mitochondria, but not ER struc-

ture, in ALS and its experimental models. Since the expres-

sion of other REEPs is not altered, REEP1 defi ciency is 

likely specifi c to ALS. In addition, experimental models 

without REEP1 expression demonstrate abnormalities in the 

ER and mitochondrial morphogenesis [ 11 ,  28 ]. All these 

studies together suggest that REEP1-mediated dysfunction 

of organelles might be the cause rather than the consequence 

of ALS. It is still unclear why mRNA of REEP1 decreases in 

ALS and it would be interesting to investigate the essential 

factors regulating REEP1 expression at the transcriptional 

level. 

 Regarding the subcellular localization of REEP1, con-

fl icting results have been reported. Although REEP1 was 

initially identifi ed as a mitochondrial membrane protein [ 8 ], 

later studies showed that endogenous REEP1 is localized to 

the ER [ 7 ,  12 ,  40 ]. It is not clear whether this discrepancy is 

due to the diff erences in antibody specifi city or diff erences 

in cell types. Recently, one study has proposed that REEP1 

contains subdomains for both mitochondrial and ER locali-

zation. The N-terminal domain (aas 1–115) of REEP1 has 

been shown to facilitate ER localization, whereas the mid-

dle domain (aas 116 –157) promotes mitochondrial localiza-

tion [ 28 ]. Our fi ndings in this study suggested that REEP1 

is located in the inner mitochondrial membrane, forms a 

protein complex with CIV, and stabilizes the CIV subunit 

NDUFA4. Of note, no changes were found in CV assembly 

in REEP1-KO cells, although several subunits have been 

shown to interact with REEP1, indicating multiple roles of 

REEP1 in OXPHOS complexes. Further studies are needed 

to explore the functional consequences of the interactions 

between REEP1 and CV subunits. 

 Besides its IMM localization, immunofl uorescence stain-

ing and subcellular fraction results also showed that REEP1 

was present in the OMM (Figs.  5 A and S5A). Consistent 

with this, OMM components associated with REEP1 were 

also identifi ed by mass spectrometry analysis, including 

VDAC1, VDAC2, and VDAC3 (Table S1). These data imply 

that REEP1 may be involved in regulating metabolic and 

energetic fl ux across the OMM. More interestingly, the re-

expression of REEP1Δ101–110 entirely rescued perinuclear 

mitochondrial aggregation in REEP1-KO cells, suggesting 

that REEP1 regulates mitochondrial distribution through a 

pathway distinct from IMM REEP1-mediated CIV assembly. 

In mammalian cells, mitochondrial distribution is depend-

ent on the microtubule cytoskeleton and a previous study 

has demonstrated that the REEP1 C-terminal cytoplasmic 

domain is essential for the interaction with microtubules 

[ 7 ,  41 ]. Since the microtubule-binding motif is intact in 

REEP1Δ101–110 mutation, OMM-localized REEP1 likely 

controls mitochondrial distribution in a microtubule-depend-

ent manner. It will be intriguing to explore the role of OMM-

REEP1 in the regulation of mitochondrial morphology. 

 In addition to changes in mitochondrial morphology, 

respiratory chain defi ciency has been extensively reported 

in patients and animal models of ALS and has been impli-

cated to be directly involved in disease pathogenesis. Among 
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  Fig. 7       Impaired mitochondrial function in G93A mice is restored 

by REEP1 upregulation.  A  Representative immunoblots and quan-

tifi cation of REEP1 levels in mitochondrial fractions from the lum-

bar spinal cord of NTG, G93A/GFP, and G93A/REEP1 mice ( n =  3 

mice per group).  B  Representative immunoblots and quantifi cation of 

NDUFA4 levels in the lumbar spinal cord of NTG, G93A/GFP, and 

G93A/REEP1 mice ( n =  4 mice per group).  C  Representative images 

and quantifi cation of the mitochondrial length in motor neurons from 

NTG, G93A/GFP, and G93A/REEP1 mice ( n =  10–15 cells from 3 

mice per group). Scale bar, 5 μm.  D  Quantifi cation of CIV activity of 

mitochondria from NTG, G93A/GFP, and G93A/REEP1 mice ( n =  4 

mice per group).  E  Schematic of mitochondrial dysfunction caused 

by REEP1 defi ciency. Under healthy conditions, REEP1 is localized 

in the outer and inner mitochondrial membranes, where it maintains 

OXPHOS assembly through interaction with its subunits. In the mito-

chondria of ALS patients, the reduction of REEP1 expression causes 

mitochondrial CIV disassembly and membrane potential loss. Data 

are the mean ± SEM. * P < 0.05, ** P < 0.01, *** P < 0.001, **** P 
< 0.0001, one-way ANOVA followed by Tukey’s multiple compari-

sons test ( A–D ).  
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ALS-associated proteins, mutant SOD1 causes not only 

mitochondrial dynamic changes but also a reduction of 

OXPHOS assembly and activity [ 42 ,  43 ]. The presence of 

SOD1G93A in NSC34 cells leads to a signifi cant decrease 

in the activities of CII and CIV [ 44 ]. Consistent with this, in 

the spinal cord of sporadic ALS cases, CIV activity is mark-

edly reduced [ 45 ]. All these data strongly support the idea 

that CIV defi ciency is a distinguishing feature of patients 

and mouse models of ALS. In this study, we found that over-

expression of human REEP1 in G93A mice, which shares 

98% similarity with mouse REEP1, improved CIV activity. 

On the other hand, loss of REEP1 disturbed CIV function, 

which is essential for cell proliferation in dividing Lenti-X 

293T cells. Consistent with this, a reduction of CIV activ-

ity was also found in REEP1-KO neurons, suggesting that 

REEP1 plays a key role in the regulation of CIV function in 

both dividing and non-dividing cells. Although the loss of 

REEP1 did not aff ect neuronal survival under physiologi-

cal conditions, REEP1-KO neurons demonstrated greatly 

increased sensitivity to oxidative stress and ER stress. As 

oxidative stress and mitochondrial dysfunction are detri-

mental to neuron survival in G93A mice, our data strongly 

suggest that reduction of REEP1 in the motor neuron may 

play a central role in motor neuron degeneration in patients 

and animal models of ALS. 

 NDUFA4 was fi rst identifi ed as a constituent of NADH 

dehydrogenase (CI), although later studies revealed that it is 

a component of CIV and plays a critical role in the assembly 

and biogenesis of CIV, rather than CI [ 46 ,  47 ]. Our fi ndings 

revealed that NDUFA4 reduction is a predominant feature 

of G93A mice. As the mRNA level did not change, the pro-

tein level changes of NDUFA4 probably depend on its deg-

radation. The highly heterogeneous lifespans of individual 

OXPHOS subunits are mainly controlled by the mitochon-

drial proteolysis system. Mitochondrial proteases facilitate 

the precise surveillance, removal, and repair of damaged 

or redundant OXPHOS complexes [ 48 ]. The interaction 

between NDUFA4 and REEP1 might block mitochondrial 

protease access to the proteolysis sites of NDUFA4. In future 

studies, the potential proteases for NDUFA4 degradation 

should be identifi ed, and their role in ALS and other neuro-

degenerative diseases needs to be explored. 

 Impaired mitochondrial bioenergetics has been consid-

ered to be an important and potential therapeutic target 

for many neurodegenerative diseases. Many studies have 

already demonstrated the feasibility of using small mole-

cules to improve mitochondrial OXPHOS activity as a novel 

approach to prevent neuronal loss and even improve behav-

iors in experimental models of ALS and Parkinson’s dis-

ease. For example, one most recent study showed that R13 

treatment ameliorates the decline in motor symptoms and 

associated pathological changes in G93A mice by enhanc-

ing the expression level of OXPHOS-related proteins and 

accelerating mitochondrial biogenesis [ 49 ]. In addition, the 

small molecule-targeting succinate dehydrogenase subu-

nit B (SDHB) protein of CII blocks dopaminergic neuron 

death and reverses the behavioral defi cits in a rat model of 

Parkinson’s disease [ 50 ]. Our data also demonstrated that 

improvement of mitochondrial CIV assembly and activity 

greatly alleviated motor neuron death and behavioral defi -

cits in G93A mice. All these studies support the hypothesis 

that targeting mitochondrial bioenergetics may be a common 

therapeutic approach to improve mitochondrial and neuronal 

functions and prevent neurodegeneration. 

 As discussed above, the REEP1 defi ciency described 

in this study in ALS and ALS mouse models is likely an 

important mediator of impaired mitochondrial morphology 

and function in ALS. The REEP1-NDUFA4 axis might be 

a potential novel therapeutic approach worthy of continued 

investigation and validation in other experimental models. 
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                       Abstract     Eff ective treatments for neuropathic pain are 

lacking due to our limited understanding of the mechanisms. 

The circRNAs are mainly enriched in the central nervous 

system. However, their function in various physiological and 

pathological conditions have yet to be determined. Here, 

we identifi ed circFhit, an exon-intron circRNA expressed in 

GABAergic neurons, which reduced the inhibitory synap-

tic transmission in the spinal dorsal horn to mediate spared 

nerve injury-induced neuropathic pain. Moreover, we 

found that circFhit decreased the expression of GAD65 and 

induced hyperexcitation in  NK1R +  neurons by promoting the 

expression of its parental gene  Fhit  in  cis . Mechanistically, 

circFhit was directly bound to the intronic region of  Fhit , 
and formed a circFhit/HNRNPK complex to promote Pol II 

phosphorylation and H2B monoubiquitination by recruit-

ing CDK9 and RNF40 to the  Fhit  intron. In summary, we 

revealed that the exon-intron circFhit contributes to GABAe-

rgic neuron-mediated  NK1R +  neuronal hyperexcitation and 

neuropathic pain  via  regulating  Fhit  in  cis . 

   Keywords     Chronic pain    ·  Neuropathic pain    ·  CircRNA    · 

 Inhibitory transmission    ·  Epigenetic regulation  

      Introduction 

 Although many medications such as non-steroidal anti-

infl ammatory drugs and opioids have been applied to treat 

neuropathic pain, these drugs are generally ineff ective 

or have severe side eff ects in patients [ 1 ,  2 ]. Therefore, 
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seeking new molecular targets and elucidating the mecha-

nism for the treatment of neuropathic pain are urgently 

needed [ 3 ]. 

 Circular RNAs (circRNAs), as new endogenous 

non-coding RNAs, are widely present in mammals and 

are highly conserved, stable, and tissue-specifi c [ 4 ,  5 ]. 

According to the gene origin, circRNAs are mainly clas-

sifi ed into intronic, exonic, and exon-intron circRNAs [ 6 ]. 

Accumulating evidence has shown that exonic circRNAs 

function as miRNA sponges to suppress the translation of 

a target gene [ 7 ]. By this regulatory method, exonic circR-

NAs are involved in various nervous system diseases [ 8 , 

 9 ]. For example, circRNAs are associated with the devel-

opment of Parkinson’s disease and drug addiction [ 10 ,  11 ]. 

Recently, our and others’ studies have shown that exonic 

circRNAs such as cricAnsk1a regulate the transcription 

of non-parental target genes  via  changing the activity of 

transcriptional factors to participate in neuropathic pain 

[ 12 ,  13 ]. However, whether exon-intron circRNAs partici-

pate in neuropathic pain by regulating the transcription of 

parental genes has not been reported. In normal tissues, 

 Fhit  (Fragile histidine triad diadenosine triphosphatase) is 

widely expressed in various epithelial cells and immune 

cells [ 14 ]. Although there is growing evidence that  Fhit  
is involved in regulating apoptosis [ 15 ], the function of 

FHIT protein has not been dissected in neurological dis-

eases. In this study, we identifi ed an exon-intron circRNA 

derived from the  Fhit  gene, circFhit, which is signifi cantly 

upregulated in the spinal dorsal horn in a neuropathic pain 

model. Whether and how circFhit regulates the transcrip-

tion of the  Fhit  gene to contribute to neuropathic pain is 

largely unclear. 

 Sensory information is processed by a complex circuit of 

excitatory and inhibitory interneurons in the spinal dorsal 

horn. It is transmitted to NK1R (Neurokinin-1 receptor)-

positive projection neurons that relay to several brain regions 

[ 16 ]. An essential component of the spinal sensory circuitry 

is inhibitory interneurons, and loss or reduction of spinal 

inhibitory interneuron activity is thought to underlie several 

forms of chronic pain [ 17 ,  18 ]. For example, GABAergic 

neuronal activity is markedly impaired in the spinal dorsal 

horn in CCI-model rodents [ 19 ]. The impaired GABA syn-

thesis and release enhance the projection neuron excitability 

to mediate neuropathic pain [ 20 ]. Furthermore, our previ-

ous data demonstrated that a circRNA directly enhances the 

excitability of projection neurons in the dorsal horn to con-

tribute to neuropathic pain [ 13 ]. Whether circFhit regulates 

the excitability of GABAergic neurons in the spinal dorsal 

horn remains unclear in a neuropathic pain model. 

 In the present study, we fi rst clarifi ed the role of circFhit 

in SNI-induced neuropathic pain. Further, we explored the 

mechanism by which circFhit mediates neuropathic pain by 

regulating its parental gene  Fhit . 

    Materials and Methods 

   Animals 

 Male Sprague-Dawley rats (180–220 g) were obtained from 

the Institute of Experimental Animals of Sun Yat-sen Uni-

versity. All the rats were housed individually under con-

trolled conditions, with food and tap water available. All 

the rats were randomly assigned to diff erent groups. The 

experimental protocols were approved by the Animal Care 

and Use Committee of Sun Yat-sen University and were con-

ducted following the National Institutes of Health Guide for 

the Care and Use of Laboratory Animals. Every eff ort was 

made to reduce the number and suff ering of animals. 

    Identifi cation of CircRNA from RNA-seq Analysis 

 CircRNA-seq was applied following our previous study [ 13 ]. 

The total RNA from spinal dorsal horn tissue was treated 

with the Epicenter Ribo-Zero rRNA Removal Kit (Illumina) 

and RNase R (Epicenter) to remove ribosomal RNA and lin-

ear RNA. After the preparation of the cDNA library by the 

NEBNext® Ultra TM RNA Library Prep Kit, the quantity 

was assessed with Agilent 2200 TapeStation. The sequenc-

ing process was carried out on an Illumina HiSeq 3000 

instrument. After identifying non-linear fusion junction 

reads, the sequencing reads were aligned to the rat genome 

database (Rnor_6.0) by TopHat2. CircRNA expression in 

diff erent samples was identifi ed with DESeq. 

    Whole-Genome Expression Analysis from RNA-seq 

 Total RNA for cDNA libraries was prepared using a cDNA-

PCR sequencing kit (SQK-PCS109) according to a protocol 

provided by Oxford Nanopore Technologies (ONT). The 

template was reverse-transcribed into full-length cDNA, 

and defi ned PCR adapters were added directly to both ends 

of the cDNA. After cDNA PCR with LongAmp Tag (NEB), 

PCR products were ligated with T4 DNA ligase (NEB) for 

ONT adapters. DNA was purifi ed using Agencourt XP beads 

according to the ONT protocol. The fi nal cDNA library was 

added to FLO-MIN109 fl ow cells and ran on the Prome-

thION platform at Biomarker Technologies (Beijing, China). 

 The raw reads were fi rst fi ltered, and consensus sequences 

were mapped to the reference genome using minimap2. The 

expression level of each group of transcripts was estimated 

by the number of reads mapped per 10,000 transcripts. Dif-

ferential expression analysis of the two groups was applied 

using the edgeR package (3.8.6). The resulting  P  values were 

adjusted using Benjamini and Hochberg’s method to control 

false discovery rates. Transcripts with  P  values < 0.05 and 

fold changes ≥ 1.5 found by edgeR were considered diff er-

entially expressed. 
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    Quantitative Reverse Transcription PCR (qRT-PCR) 

 Total RNAs from spinal dorsal horn tissue were extracted 

with TRIzol (Invitrogen). Norgen’s Cytoplasmic and Nuclear 

RNA Purifi cation Kit (Norgen Biotek) was used to extract 

nuclear and cytoplasmic RNA. After RNase R treatment and 

reverse Transcription,  SYBR ®  Green Pro Taq HS qPCR was 

used to quantify the amounts of RNA. The primers used in 

the study are listed in Table S5. 

    Spared Nerve Injury (SNI) and Behavioral Tests 

 The procedure was performed as described [ 21 ]. In rats 

under isofl urane (4%) anesthesia, the tibial and common 

peroneal branches of the sciatic nerve were ligated and sec-

tioned distal to the ligation, removing 2 mm of the distal 

nerve stump. In sham-operated rats, the tibial and com-

mon peroneal branches of the sciatic nerve were identically 

exposed without ligation. 

 To test mechanical allodynia, animals were placed in a 

plastic box on a metal mesh, and diff erent von Frey fi laments 

were applied alternately to the lateral part of the plantar 

surface of the hind paw. A nociceptive response was defi ned 

as a quick paw withdrawal or paw fl inching following von 

Frey fi lament application. The 50% paw withdrawal thresh-

old was calculated following a previously validated up-down 

procedure [ 22 ]. 

    Intrathecal Injection of Antisense Oligonucleotides 
(ASO) or Small Interfering RNA (siRNA) 

 After rats were anesthetized with isofl urane (4%), polyeth-

ylene intrathecal catheters (PE-10, Becton Dickinson) were 

implanted at the L5 spinal segmental level. The catheter 

position was confi rmed by injection of 2% lidocaine with 

transient bilateral hind limb paralysis. The cholesterol-con-

jugated ASO (6 nmol/10 μL) and siRNA (2 nmol/10 μL), 

obtained from RiboBio (specifi c sequences are listed in 

Table S6), were intrathecally injected every 3 days after 

SNI surgery. 

    Intraspinal Injection of Adeno-Associated Virus (AAV) 

 To perform intraspinal injection of AAV, the L4–L5 verte-

brae were exposed, and the dura was incised to expose the 

spinal cord. After mounting in a stereotaxic frame, AAV was 

injected into 4 sites on either side of the spinal dorsal horn 

(150 nL AAV per site). The micropipette was withdrawn 

10 min after the virus injection, and the incision was closed 

with sutures. 

    Spinal Cord Slice Preparation 

 The L4–L6 spinal cord of rats was quickly removed and 

transferred to an ice-cold sectioning solution bubbled with 

oxygen (95%  O 2  and 5%  CO 2 ) and containing (in mmol/L): 

126 NaCl, 3 KCl, 10 D-glucose, 26  NaHCO 3 , 1.2  NaH 2 PO 4 , 

0.5  CaCl 2 , and 5  MgCl 2 . Sections of the L4–L6 spinal 

cord were cut at 400 μm on a vibrating microtome (Leica 

VT-1000 S). The sections were incubated in continuously 

oxygenated standard artifi cial cerebrospinal fl uid (ACSF) 

for at least 1 h at 33 °C and then transferred to the recording 

chamber. Neurons in layers I–II were observed using a 40× 

water-immersion objective on a Nikon microscope (Nikon, 

Japan). 

    Whole-Cell Patch Recordings 

 The recording chamber was continuously filled with 

pre-warmed 33 °C ACSF at a rate of 2 mL/min. Pipettes 

(3–6 MΩ, ~ 2 μm tip diameter) were drawn on a P-2000G 

micropipette puller (Sutter Instruments, USA) using 

borosilicate glass (outer diameter: 1.2 mm, inner diam-

eter: 0.69 mm). An EPC 10 amplifi er (HEKA Elektronik, 

Germany) was used to record data. Patchmaster software 

(HEKA Elektronik) was used to deliver stimuli and acquire 

data. Electrophysiological data were processed and analyzed 

by Clampfi t 10.4 (Axon Instruments) and the mini Analysis 

program (Synaptosoft Corp.). 

 For spontaneous inhibitory postsynaptic current (sIPSC) 

recordings, a pipette solution containing (in mmol/L): CsCl 

130, NaCl 9,  MgCl 2  1, EGTA 10, and HEPES 10, adjusted 

to pH 7.3 with CsOH. sIPSCs were recorded at a − 70 mV 

holding potential in a recording buff er containing D-APV 

(50 μmol/L) and CNQX (10 μmol/L). Blue light (473 nm 

wavelength) was delivered through a 40× water-immersion 

microscope objective (BX51WIF; Olympus) to induce a 

light-evoked response. 

 Action potential (AP) recordings were made under cur-

rent-clamp conditions using a pipette fi lled with an inter-

nal solution containing (in mmol/L): 135 K-gluconate, 0.5 

 CaCl 2 , 2  MgCl 2 , 5 EGTA, 5 HEPES, 5 Mg-ATP, and 0.5% 

Biocytin, pH 7.3). APs were induced by injecting currents 

every 10 s from − 80 to 400 pA in step intervals of 20 pA 

throughout for 500 ms. Clampfi t (Axon Instruments) was 

used to analyze the relationship between frequency and 

injected current. 

    ChIRP (Chromatin Isolation by RNA Purifi cation) 
for qPCR and Sequencing 

 ChIRP was applied following our previous study [ 13 ]. To 

capture the complexes containing circFhit and chromatin, 

we designed probes covering the junction site of circFhit 
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for use in ChIRP. The rats’ L4 and L5 spinal dorsal horn 

tissues were removed quickly and homogenized into a 

single-cell suspension in PBS (0.1 mol/L). The suspen-

sion was crosslinked with 4% formaldehyde at 25 °C for 

30 min, then terminated by adding 1.25 mol/L glycine and 

incubating for 5 min. After centrifugation, the collected pel-

let was sonicated, and the DNA was sheared to a length of 

100–500 bp. The sonicated samples were centrifuged, and 

the resulting supernatant was hybridized into probe-bound 

beads overnight at 37 °C on an end-to-end shaker. Then, 

the beads were washed fi ve times with 1 mL of pre-warmed 

wash buff er, each time for 5 min at 37 °C. The beads were 

retained for qPCR and sequence analysis in the last washing 

step. The probe sequences are listed in Table S7. The sub-

sequent sequencing was carried out on Illumina NovaSeq 

6000. After passing the Solexa Chastity quality fi lter, the 

clean reads were aligned to the rat genome using Bowtie 

software (V2.1.0). Aligned reads were used for peak calling 

of the ChIRP regions using MACS (V1.4.2). Statistically 

signifi cant ChIRP-enriched regions (peaks) were identifi ed 

compared to a Poisson background model, using a  P  value 

threshold of  10 −4 . The peaks in samples were annotated by 

the nearest gene using the UCSC RefSeq database. 

    RNA-Pulldown and Liquid Chromatography–Tandem 
Mass Spectrometry (LC–MS/MS) 

 Rats’ L4 and L5 spinal dorsal horn tissues were rapidly 

removed and homogenized into single-cell suspensions. 

After cross-linking and centrifugation, the collected pellets 

were sonicated in an ice water bath. Biotinylated probes with 

streptavidin beads were mixed with tissue lysate and incu-

bated overnight at 37 °C. 

 For protein elution, beads were fi rst collected on a mag-

netic stand. Then the beads were re-suspended in biotin elu-

tion buff er and mixed at room temperature for 20 min and 

65   for 10 min. The supernatants were incubated with 0.1% 

Sodium deoxycholate (SDC) and 10% trichloroacetic acid 

(TCA) to precipitate proteins at 4   overnight. The next day, 

proteins were pelleted and then solubilized in 1× Laemmli 

sample buff er (Invitrogen) and boiled at 95   for 30 min 

with occasional mixing for reverse-crosslinking. After tryp-

tic digestion, the fi nal protein samples were size-separated 

on bis-tris SDS PAGE gels (Invitrogen) for MS analysis. 

    RNA-Binding Protein Immunoprecipitation (RIP) 

 The experiments were performed using the Magna RIP 

Kit (Millipore). The rats’ spinal dorsal horn was collected, 

homogenized into single-cell suspensions, and lysed. The 

magnetic beads were incubated at room temperature with 

antibodies against argonaute (AGO2) (Abcam; ab32381; 

5  μg), and heterogeneous nuclear ribonucleoprotein K 

(HNRNPK; Proteintech; 11426-1-AP; 5 μg). Tissue lysates 

were then incubated with bead-antibody complexes at 4 °C 

overnight. After proteinase K treatment, the immunoprecipi-

tated RNA was extracted and detected by qPCR. 

    Chromatin Immunoprecipitation (ChIP) Assays 

 The experiments were performed using the ChIP Kit (CST; 

9005). The rats were anesthetized, and the L4–L6 spinal 

dorsal horn was removed immediately, disaggregated, and 

fi xed. Then, DNA was digested with a micrococcal nuclease. 

After determining the DNA concentration, 10 μg of digested, 

cross-linked chromatin was used per immunoprecipita-

tion. The chromatin solution was incubated with antibod-

ies against pSer2-Pol II (Abcam; ab5095; 10 μg), H2Bub1 

(CST; 5546; 10 μg), or IgG overnight at 4  . The next day, 

DNA was purifi ed from the immunocomplexes and detected 

by qPCR. 

    Co-immunoprecipitation (Co-IP) 

 The experiments were performed using the Co Immuno-

precipitation Kit (Pierce). Dorsal horn tissue was quickly 

excised and placed in a lysis buff er. After adding Amino 

Link Plus coupling resin and affinity-purified antibody 

against HNRNPK (Proteintech; 11426-1-AP; 5 μg), RNF40 

(Abcam; ab191309; 5 μg), CDK9 (CST; 2316; 5 μg), or IgG, 

the complex was incubated on a spinner at room temperature 

for 90–120 min to ensure immobilization of the antibody. 

The tissue lysate was added to the appropriate resin col-

umn and incubated overnight at 4 °C with gentle shaking. 

The rotating column was then centrifuged and placed into 

a new collection tube, the elution buff er was added, and the 

fl ow-through liquid was collected by centrifugation. The 

fl ow-through immune complexes were analyzed by West-

ern blotting. 

    Western Blotting 

 Proteins obtained from spinal dorsal horn tissue were 

separated by SDS-PAGE and transferred to PVDF mem-

branes. The PVDF membranes were incubated with pri-

mary antibodies against HNRNPK (Proteintech; 11426-1-

AP; 1:1000), CDK9 (CST; 2316; 1:1000), H2Bub1 (CST; 

5546; 1:1000), FHIT (Thermo Fisher; 71–9000; 1:1000), 

or GAPDH (CST; 2118; 1:1000) overnight at 4 °C. After 

incubation with secondary antibodies; the immunostained 

bands were quantifi ed using ImageJ. 

    Northern Blotting 

 Digoxin-labeled RNA probes were prepared using the DIG 

Northern Starter Kit (Roche), and T7 transcription was 
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performed using the corresponding PCR products as tem-

plates. Total RNA was electrophoresed on a 2% agarose gel 

and transferred to a Hybond-N +  membrane (GE Healthcare). 

After cross-linking with 265-nm UV light, the membranes 

were pre-hybridized at 62 °C and hybridized to the probe 

overnight. The membranes were washed twice with 2× 

SSC and 0.1% SDS at room temperature, and twice more 

at 62 °C. After washing, the blots were incubated with anti-

digoxigenin-AP (Roche) and visualized. The sequences of 

the probes are listed in Table S7. 

    Electrophoretic Mobility Shift Assay (EMSA) 

 The experiment was performed using the Light Shift Chemi-

luminescent RNA EMSA Kit (Pierce). The biotin-labeled 

RNA probe was mixed with recombinant HNRNPK protein 

(Abcam; ab132460; 20 μg) and incubated for 20–30 min at 

room temperature. Loading buff er was added to the reaction 

mixture, and samples were loaded onto native acrylamide 

gels. Electrophoretic separation of RNA-protein complexes 

was applied at 100 V for 60 min, and images were captured. 

The sequences of the probes are listed in Table S7. 

    Fluorescence  In Situ  Hybridization (FISH) 
and Immunohistochemistry 

 Rats were anesthetized and cardiac perfusion was performed 

using 0.9% physiological saline, followed by 4% paraformal-

dehyde in PBS. Next, L4–L6 spinal cord tissue was removed 

and post-fi xed in the same fi xative and then dehydrated 

with 30% DEPC-sucrose. For RNA-FISH, cryostat sections 

(25 μm thick) were cut and hybridized at 42 °C overnight 

with the Digoxin-labeled circFhit probe (1:200, Qiagen). 

On the next day, after washing with 2× SSC, the sections 

were incubated at 4 °C overnight with primary antibodies 

against HNRNPK (Proteintech; 11426-1-AP; 1:1000), NeuN 

(Millipore; MAB377; 1:200), PAX2 (Invitrogen; 71-6000; 

1:500), or Digoxin (Roche; 1:50). After washing three times 

in 0.01 mol/L PBS, the sections were incubated with Cy3, 

Alexa 488-conjugated secondary antibody at 37  °C for 

60 min. For DNA-FISH, PC-12 cells were incubated with 

4% paraformaldehyde at room temperature. After the cells 

were incubated with proteinase K at 37 °C for 10 min, the 

mixture of FITC-labeled  Fhit  DNA probe and Digoxin-

labeled circ-Fhit probe was added to the PC-12 cells and 

incubated at 42 °C overnight. The next day, after washing 

with 2× SSC, the sections were incubated at 4 °C overnight 

with Digoxin antibodies (Roche; 1:50). For immunohisto-

chemistry, the sections were incubated with primary anti-

bodies against PAX2 (Invitrogen; 71–6000; 1:500), NK1R 

(Sigma; S8305; 1:1000), and FHIT (Santa Cruz; sc-390481; 

1:50) at 4 °C overnight. The next day, the sections were incu-

bated with Cy3, Alexa 488-conjugated secondary antibody 

at 37 °C for 60 min. The images of stained sections were 

captured by a Nikon confocal microscope (C2) equipped 

with a 40×/NA 0.95 objective lens or by a Nikon Super-Res-

olution Microscope N-SIM system (3D-SIM, Nikon, Tokyo, 

Japan) with a 100×/NA 1.49 objective lens. The sequences 

of the probes are listed in Table S7. 

    Nuclear Run-On 

 Nuclear run-on was done as described [ 23 ]. Briefl y, PC-12 

cells were washed three times with cold PBS buff er and 

lysed in lysis buff er (in mmol/L: 10 NaCl, 3  MgCl 2 , 10 

Tris-HCl pH 7.4, 0.5% Nonidet P-40). After centrifugation, 

the pelleted nuclei were washed with 10 mL lysis buff er 

and re-suspended in 100 μL of freezing buff er (50 mmol/L 

Tris-HCl pH 8.3, 40% glycerol, 5  mmol/L  MgCl 2 , and 

0.1 mmol/L EDTA). The re-suspended nuclei were mixed 

with an equal volume of reaction buff er (10 mmol/L Tris-pH 

8.0, 5 mmol/L  MgCl 2 , 1 mmol/L DTT, 300 mmol/L KCl, 

20 units of SUPERase-In, 1% Sarkosyl, 500 μmol/L ATP, 

GTP, and Br-UTP, and 2 μmol/L CTP) and incubated at 

30 °C. Next, nuclear RNA was extracted with TRIzol rea-

gent (Invitrogen) and purifi ed through a p-30 RNase-free 

spin column (BioRad). Following re-suspension with 85 μL 

of DEPC-water, the RNA was heated in 500 μL binding 

buff er (0.5× SSPE, 1 mmol/L EDTA, and 0.05% Tween-20) 

for 1 h at 37 °C. Next, 60 μL of blocked anti-BrdU agarose 

beads were added to 500 μL of the binding buff er and mixed 

with heated run-on RNA for 1 h at 4 °C with rotation. After 

that, the beads were washed once in low salt buff er (0.2× 

SSPE, 1 mmol/L EDTA, 0.05% Tween-20), twice in high 

salt buff er (0.5% SSPE, 1 mmol/L EDTA, 0.05% Tween-

20, and 150 mmol/L NaCl), and twice in TET buff er (TE 

pH7.4 and 0.05% Tween-20). BrU-incorporated RNA was 

eluted with 4× 125 μL elution buff er (20 mmol/L DTT, 

300 mmol/L NaCl, 5 mmol/L Tris-HCl pH7.5, 1 mmol/L 

EDTA, and 0.1% SDS). RNA was then extracted with acidic 

phenol/chloroform once, and chloroform, and precipitated 

with ethanol overnight. Real-time quantitative PCR was per-

formed on the sample. 

    Statistical Analyses 

 Data were analyzed using SPSS 25.0, and the results are 

expressed as the mean ± SEM. Normally distributed data 

were analyzed using a  t  test for two independent samples or 

one-way ANOVA followed by Dunnett’s T3 or Tukey’s  post 
hoc  test. A nonparametric test was used instead when the 

normality test was not satisfi ed. The data on pain behavior 

were analyzed using two-way repeated-measures ANOVA. 

Correlations were measured by Pearson correlation analysis. 

The criterion of statistical signifi cance was 0.05. 
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     Results 

   CircFhit Contributes to Neuropathic Pain Following 
SNI 

 Among 603 high-abundance circRNAs obtained by cir-

cRNA-sequencing (Table S1), we found that 24 were sig-

nifi cantly dysregulated in the spinal dorsal horn on days 7 

and 14 following SNI (Fig.  1 A). CircFhit (chr15:16547297-

16550375), a 289-nt circRNA originating from a part of 

intron 2 and all of the exons 3 and 4 of the  Fhit  gene (Fig. 

S1A, B), exhibited the most marked increase following SNI 

(Table S2, Fig.  1 B). The results of northern blotting and 

qPCR with oligo (dT) 18  indicated the circular characteris-

tics of circFhit (Fig. S1C, D). Double staining showed that 

circFhit was located in the dorsal horn neurons (Fig.  1 C) and 

82.89% of the circFhit immunosignal was localized in PAX2 

(Paired box gene 2, a GABAergic neuronal marker)-posi-

tive neurons (Fig.  1 D). Structured Illumination Microscopy 

(SIM) and subcellular fractionation assays demonstrated that 

circFhit was exclusively expressed in the nuclei of neurons 

(Figs.  1 E and S1E). Next, we found that the knockdown 

of circFhit in the spinal dorsal horn by intrathecal ASO 

injection remarkably ameliorated the mechanical allodynia 

in SNI rats (Figs. S1F and  1 F). Moreover, specifi c knock-

down of circFhit in GABAergic interneurons by intraspinal 

injection of AAV-mDlx-shRNA(circFhit)-nEF1α-EGFP 

had the same eff ect (Figs. S1G, H and  1 G), and overexpres-

sion of circFhit in GABAergic neurons by intraspinal injec-

tion of AAV-mDlx-circFhit-nEF1α-EGFP induced marked 

mechanical allodynia in naïve rats (Figs. S1I and  1 H). These 

results suggested that the upregulated circFhit in the inhibi-

tory interneurons of the spinal dorsal horn contributes to 

neuropathic pain following SNI.         

    CircFhit Enhances the Activity of  NK1R +  Neurons 
by Reducing GABAergic Synaptic Transmission 

 To explore whether GABAergic neurons expressing circFhit 

contributed to SNI-induced neuropathic pain  via  changing 

inhibitory synaptic transmission, we fi rst characterized the 

functional connections of the GABAergic neurons to the 

 NK1R +  neurons in the spinal dorsal horn. Virus tracing and 

fl uorescence staining showed that the fi ber terminals from 

the GABAergic neurons were located close to  NK1R +  neu-

rons (Fig.  2 A). Brief light stimulation of ChR2-containing 

  Fig. 1       Identifi ed circFhit contributes to neuropathic pain following 

SNI.  A  Heat map of the top 24 highly abundant circRNAs on days 

7 and 14 following SNI.  B  Relative expression levels of circFhit at 

diff erent time points after SNI ( n  = 4; one-way ANOVA).  C  FISH 

assay showing that circFhit is expressed in spinal dorsal horn neu-

rons. Scale bar, 50 μm.  D  Immunohistochemical studies showing the 

proportion of circFhit expression in spinal PAX2 neurons ( n  = 5). 

Scale bar, 25 μm.  E  High-resolution images obtained by SIM show 

that circFhit is expressed in neuronal nuclei in the spinal dorsal horn 

(scale bar, 5 μm).  F  Intrathecal injection of circFhit ASO attenuates 

the mechanical allodynia induced by SNI ( n  = 12; two-way repeated 

measures).  G  Intraspinal injection of AAV-mDlx-shRNA(circFhit) 

attenuates the mechanical allodynia induced by SNI ( n  = 10; two-

way repeated measures).  H  The eff ect of AAV-mDlx-circFhit-EGFP 

on withdrawal threshold at 21  days after injection ( n  = 10; two-way 

repeated measures). ** P  < 0.01. Data are plotted as the mean ± SEM.  
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  Fig. 2       CircFhit enhances the activity of  NK1R +  neurons by reduc-

ing the excitability of GABAergic neurons.  A  The fi bers from the 

GABAergic neurons (green) are located close to the  NK1R +  neurons 

(red; scale bar, 5 μm).  B  The co-localization of biocytin and NK1R 

when electrophysiological studies are performed on  NK1R +  neurons 

in spinal cord slices (scale bar, 25 μm).  C  Schematic of the recording 

confi guration in spinal cord slices (left). Representative traces show-

ing IPSCs in  NK1R +  neurons evoked by light stimulation of GABAe-

rgic terminals in the spinal dorsal horn (right).  D  Intraspinal injection 

of AAV-mDLx-hM3Dq-EGFP and application of CNO attenuate the 

mechanical allodynia induced by SNI ( n  = 10; two-tailed two-sample 

 t -test).  E  Frequency and amplitude of sIPSCs in  NK1R +  neurons on 

days 7 and 14 after SNI with or without the injection of AAV-mDlx-

shRNA(circFhit) ( n  = 22; Kruskal–Wallis nonparametric test).  F  The 

number of depolarizing current injection-induced action potentials 

is increased in dorsal horn neurons following SNI, and this is allevi-

ated by intraspinal injection of AAV-mDlx-shRNA(circFhit) ( n  = 16; 

Kruskal–Wallis nonparametric test).  G  Intraspinal injection of AAV-

mDlx-circFhit decreases the frequency and amplitude of sIPSCs 

( n  = 22; Kruskal–Wallis nonparametric test or one-way ANOVA).  H  
The number of depolarizing current injection-induced action poten-

tials is increased in dorsal horn neurons after intraspinal injection of 

AAV-mDlx-circFhit ( n  = 18; Kruskal–Wallis nonparametric test).  I  
Intraspinal injection of AAV-mDLx-hM3Dq and application of CNO 

attenuates the mechanical allodynia induced by overexpression of 

circFhit ( n  = 8; two-tailed two-sample  t -test). * P  < 0.05, ** P  < 0.01, 

 ##  P  < 0.01. Data are plotted as the mean ± SEM.  
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GABAergic neuron terminals in the dorsal horn reliably elic-

ited IPSCs in  NK1R +  neurons (Fig.  2 B, C). Importantly, the 

activation of GABAergic neurons by using the chemogenetic 

excitability of hM3Dq and intraperitoneal injection of the 

clozapine N-oxide (CNO; 2.5 mg/kg) signifi cantly attenu-

ated the mechanical allodynia induced by SNI (Fig.  2 D). 

Next, we explored whether the circFhit in GABAergic neu-

rons modifi ed the excitability of  NK1R +  projection neu-

rons in SNI. The results showed that intraspinal injection 

of AAV-mDlx-shRNA(circFhit)-nEF1α-EGFP prevented 

the decreased frequency and amplitude of sIPSCs and the 

increase of action potential number (Fig.  2 E, F). following 

SNI. Overexpression of circFhit signifi cantly reduced the 

frequency and amplitude of sIPSCs (Fig.  2 G) in naïve rats, 

while the number of action potentials in  NK1R +  neurons 

was increased in naïve rats (Fig.  2 H). The behavioral test 

revealed that the activation of GABAergic neurons using 

the chemogenetic paradigm rescued the circFhit overexpres-

sion-induced mechanical allodynia (Fig.  2 I). These results 

suggested that circFhit regulates the microcircuit loop from 

GABAergic neurons to  NK1R +  neurons and contributes to 

neuropathic pain.         

    After SNI, circFhit Decreases the Expression of GAD65 
 via  Regulating the Parental Gene  Fhit  

 Studies have shown that GAD65 and GAD67 are key rate-

limiting enzymes mediating GABA synthesis. Western blots 

showed that the level of GAD65, but not GAD67, was sig-

nifi cantly decreased on day 14 following SNI (Fig.  3 A), and 

knockdown of circFhit prevented the SNI-induced down-

regulation of GAD65 (Fig.  3 A). Besides, overexpression of 

circFhit led to a decrease of GAD65 (Fig.  3 B). To inves-

tigate the molecular mechanism underlying the regulation 

of GAD65 expression by circFhit, we applied ChIRP-seq 

(Fig. S2A). The result that circFhit did not enrich the  Gad65  
gene suggested that circFhit regulates GAD65 expression 

by another mechanism. Next, we integrated the results of 

ChIRP-seq and mRNA-seq (Fig. S2B) and obtained 66 

genes (Fig.  3 C, Table S3) that may be directly regulated by 

circFhit in the setting of neuropathic pain. Of these genes, 

 Fhit , the parental gene of circFhit, strongly attracted our 

interest (Table S3). Following SNI treatment, linear Fhit 

mRNA and protein expression were signifi cantly increased. 

The time course of mRNA upregulation was consistent and 

positively correlated with that of circFhit (Figs.  3 D, E and 

S2C). Inhibition of circFhit expression by using AAV-mDlx-

shRNA(circFhit) led to a decrease in the upregulated mRNA 

and protein levels of  Fhit  in SNI rats (Fig.  3 F, G). Moreover, 

overexpression of circFhit increased the Fhit mRNA and 

protein level in naïve rats (Fig.  3 H, I).         

 Next, we explored the relationship between FHIT pro-

tein and GAD65 in the development of neuropathic pain. 

Double immunofl uorescence showed the localization of 

FHIT in  PAX2 +  inhibitory interneurons (Fig. S2D). Intraspi-

nal injection of AAV-mDlx-shRNA(Fhit)-EGFP prevented 

the decrease of GAD65 expression (Figs. S2E, F and  3 J) 

and frequency/amplitude of sIPSCs in  NK1R +  neurons (Fig. 

S2G), and attenuated the withdrawal threshold in SNI rats 

(Fig.  3 K). Overexpression of FHIT in GABAergic neurons 

signifi cantly reduced the expression of GAD65 (Figs. S2H, I 

and  3 L) and the frequency/amplitude of sIPSCs (Fig. S2J) in 

 NK1R +  neurons and induced mechanical allodynia in naïve 

rats (Fig.  3 M). Importantly, the knockdown of FHIT pre-

vented the AAV-mDLx-circFhit-induced GAD65 reduction 

and the mechanical allodynia in the naïve group (Fig.  3 N, 

O). Taking all the above results together, the upregulated 

circFhit decreased the GAD65 expression  via  promoting 

 Fhit  transcription to mediate the neuropathic pain follow-

ing SNI in rats. 

    CircFhit Increases Phosphorylated Pol II 
and Monoubiquitylated H2B on the CircFhit-Binding 
Region of the  Fhit  Gene Following SNI 

 To elucidate the mechanism by which  Fhit  transcription 

is regulated by circFhit, we fi rst performed nuclear run-

on experiments in PC-12 cells. The results showed that 

the overexpression of circFhit by transfected LV-circFhit-

EGFP increased the  Fhit  transcription level in the nuclear 

extract (Fig.  4 A). RNA-DNA double FISH further revealed 

that circFhit was co-localized with the genomic loci of its 

corresponding parental gene  Fhit  in PC-12 cells (Fig.  4 B). 

By  in silico  analysis and ChIRP-PCR, we found the site of 

chr15:16333797–16333866 in the  Fhit  gene had the most 

signifi cant circFhit enrichment following SNI treatment (Fig. 

S3 and Table S4). The results indicated that circFhit binds 

to the  Fhit  gene and promotes transcription. Since the Pol 

II phosphorylation and H2B monoubiquitylation (H2Bub1) 

play an essential role in the process of gene transcription 

[ 24 ,  25 ], we examined the enrichment of pSer2-Pol II and 

H2Bub1on the circFhit binding site in  Fhit  gene. The ChIP 

results showed that the pSer2-Pol II enrichment was signifi -

cantly increased on day 14 following SNI. The application 

of AAV-mDlx-shRNA(circFhit) signifi cantly decreased the 

increased enrichment of pSer2-Pol II in SNI-treated rats 

(Fig.  4 C). Overexpression of circFhit increased the enrich-

ment of pSer2-Pol II in the circFhit-binding region in naïve 

rats (Fig.  4 D). In addition, SNI also increased the level of 

H2Bub1 in the circFhit-binding region, and intraspinal injec-

tion of AAV-mDlx-shRNA(circFhit) markedly inhibited the 

increased enrichment (Fig.  4 E). Overexpression of circFhit 

remarkably increased the monoubiquitylated H2B enrich-

ment in naïve rats (Fig.  4 F). These results suggested that 

circFhit enhances the level of Pol II phosphorylation and 
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H2B monoubiquitylation in the circFhit-binding region of 

the  Fhit  gene following SNI.         

    The CircFhit/HNRNPK Complex Enhances 
the Enrichment of p-Pol II and H2Bub1 on the  Fhit  
Intron Following SNI 

 To clarify the mechanism underlying circFhit enhancement 

of p-Pol II and H2Bub1 on the  Fhit  gene, we experimented 

with LC-MS/MS and RIP. The results showed that the bind-

ing of circFhit and HNRNPK was signifi cantly increased 

following SNI (Figs. S4A and  5 A). High-resolution images 

obtained by SIM further confi rmed that circFhit is bound to 

HNRNPK in the nucleus (Fig.  5 B). Bioinformatics analy-

sis (RBPmap) (Fig. S4B) and EMSA (Fig. S4C) revealed 

an HNRNPK motif for the binding of circFhit. Moreover, 

intrathecal injection of HNRNPK siRNA significantly 

decreased the enrichment of pSer2-Pol II and H2Bub1 in 

  Fig. 3       The circFhit/ Fhit  pathway regulates the expression of 

GAD65 following SNI.  A  The level of GAD65, but not GAD67, is 

signifi cantly downregulated in the spinal dorsal horn of SNI-treated 

rats, and this is reversed by knocking down of circFhit ( n  = 5; two-

tailed one-way ANOVA).  B  Overexpression of circFhit signifi cantly 

downregulates the expression of GAD65 ( n  = 4; two-tailed one-way 

ANOVA).  C  Simulated diagram showed the results of ChIRP-seq 

and mRNA-seq. The Venn diagram shows the overlapping genes 

between ChIRP-seq and mRNA-seq (green circle, upregulated circF-

hit-enriched genes in SNI-treated rats; yellow circle, upregulated 

genes in mRNA-seq after SNI.  D  Relative level of  Fhit  mRNA at 

diff erent time points after SNI ( n  = 5; one-way ANOVA).  E  Relative 

levels of FHIT protein at diff erent time points after SNI ( n  = 5; one-

way ANOVA).  F  and  G  Application of AAV-mDlx-shRNA(circFhit) 

signifi cantly decreases the expression of  Fhit  mRNA ( n  = 6; one-way 

ANOVA) and protein ( n  = 4; one-way ANOVA) in SNI-treated rats. 

 H, I  Overexpression of circFhit signifi cantly increases the expression 

of  Fhit  mRNA ( n  = 6; one-way ANOVA) and protein ( n  = 4; one-way 

ANOVA) in naïve rats.  J  Compared with the SNI group, the applica-

tion of  Fhit  shRNA signifi cantly increases the expression of GAD65 

( n  = 4; one-way ANOVA).  K  Application of  Fhit  shRNA signifi -

cantly increases the withdrawal threshold in SNI-treated rats ( n  = 12; 

two-way repeated measures).  L  Overexpression of FHIT by injec-

tion of AAV-Fhit-EGFP decreases the expression of GAD65 ( n  = 5; 

one-way ANOVA).  M  Overexpression of FHIT decreases the with-

drawal threshold in naïve rats ( n  = 10; two-way repeated measures). 

 N  Knockdown of FHIT prevents the circFhit-induced GAD65 down-

regulation in naïve rats ( n  = 6; one-way ANOVA).  O  Knockdown of 

FHIT signifi cantly increases the downregulated mechanical with-

drawal threshold induced by overexpression of circFhit ( n  = 8; two-

way repeated measures). * P  < 0.05, ** P  < 0.01,  #  P  < 0.05,  ##  P  < 0.01. 

Data are plotted as the mean ± SEM.  
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  Fig. 4       CircFhit increases the level of phosphorylated-Pol II and mon-

oubiquitylated-H2B on the circFhit-binding region of the  Fhit  gene 

following SNI.  A  Nuclear run-on experiments showing a specifi c 

change in transcription of  Fhit  after circFhit overexpression ( n  = 3; 

two-sample  t -test).  B  FISH images showing the co-localization of 

circFhit and the corresponding parental gene locus ( n  = 3). Scale bar, 

5 μm.  C  ChIP assays reveal that the increased binding of pSer2-Pol II 

to the  Fhit  gene is signifi cantly decreased after intraspinal injection 

of AAV-shRNA(circFhit) following SNI ( n  = 5; one-way ANOVA).  D  
pSer2-Pol II markedly binds to the  Fhit  gene after overexpression of 

circFhit ( n  = 3; one-way ANOVA).  E  The enrichment of H2Bub1 on 

the  Fhit  gene is signifi cantly decreased after intraspinal injection of 

AAV-shRNA(circFhit) in SNI-treated rats ( n  = 3; one-way ANOVA). 

 F  Overexpression of circFhit markedly increases the recruitment of 

H2Bub1 to the  Fhit  gene ( n  = 3; one-way ANOVA). ** P  < 0.01, 

 #  P  < 0.05,  ##  P  < 0.01. Data are plotted as the mean ± SEM.  

  Fig. 5       The circFhit/HNRNPK complex enhances the enrichment of 

p-Pol II and H2Bub1 on the  Fhit  intron following SNI.  A  The amount 

of circFhit precipitated by the HNRNPK antibody is increased fol-

lowing SNI ( n  = 4; two-sample  t -test).  B  High-resolution image 

showing the binding of circFhit and HNRNPK in the nucleus ( n  = 3; 

scale bar, 5 μm; arrows, co-localization of circFhit and HNRNPK).  C  
and  D  HNRNPK siRNA attenuates the increase of pSer2-Pol II and 

H2Bub1 enrichment on the  Fhit  gene induced by SNI or AAV-circF-

hit-EGFP ( n  = 5 or 3; one-way ANOVA).  E  and  F  Intrathecal admin-

istration of HNRNPK siRNA ameliorates the upregulation of  Fhit  
mRNA and protein induced by SNI ( n  = 5 or 4; one-way ANOVA).  G  
and  H  Intrathecal administration of HNRNPK siRNA ameliorates the 

upregulation of  Fhit  mRNA and protein induced by overexpression of 

circFhit ( n  = 4; one-way ANOVA). * P  < 0.05, ** P  < 0.01,  #  P  < 0.05, 

 ##  P  < 0.01. Data are plotted as the mean ± SEM.  
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the  Fhit  intron induced by SNI (Figs. S4D, E and  5 C) or the 

injection of AAV-circFhit-EGFP into naïve rats (Fig.  5 D). 

Importantly, HNRNPK siRNA also reduced the expression 

of  Fhit  mRNA and protein in SNI rats (Fig.  5 E, F), or circF-

hit-overexpressing rats (Fig.  5 G, H).         

    CircFhit/HNRNPK Recruits CDK9 and RNF40 
to Increase p-Pol II and H2Bub1 on the  Fhit  Intron 

 Evidence has shown that HNRNPK, as an essential RNA-

binding protein, regulates gene expression by aff ecting the 

functions of other proteins [ 26 ], CDK9 (cyclin-dependent 

kinase 9) plays a vital role in regulating the phosphorylation 

of pSer2-Pol II in mammalian cell lines [ 27 ], and RNF40 

(RING fi nger protein 40), as an essential ubiquitin ligase 

E3, is critically involved in H2B monoubiquitylation [ 28 ]. 

In the present study, we found a signifi cantly increased 

amount of CDK9 in the immunocomplex precipitated by 

the HNRNPK antibody (Fig.  6 A) and increased HNRNPK 

content in the immunocomplex precipitated by the CDK9 

antibody (Fig. S5A). Moreover, the interaction between 

HNRNPK and RNF40 was signifi cantly increased in SNI 

rats (Figs.   6 B and S5B). Intrathecal injection of CDK9 

siRNA or RNF40 siRNA signifi cantly downregulated the 

pSer2-Pol II or H2Bub1, respectively, on the  Fhit  gene 

in SNI-treated rats (Figs. S5C–F and  6 C, D). Moreover, 

intrathecal injection of CDK9 siRNA or RNF40 siRNA 

also reduced the expression of  Fhit  mRNA and protein in 

SNI rats (Fig. S5G–J). Importantly, the knockdown of CDK9 

blocked the increases of pSer2-Pol II on the  Fhit  gene and 

the upregulation of  Fhit  mRNA and protein induced by over-

expression of circFhit (Fig.  6 E–G). Likewise, the increased 

H2Bub1 on the  Fhit  gene and  Fhit  mRNA and protein were 

prevented using RNF40 siRNA following overexpression of 

circFhit (Fig.  6 H–J). Collectively, these results suggested 

that HNRNPK, as a hub for recruiting CDK9 and RNF40, 

promotes circFhit-mediated  Fhit  transcription.         

     Discussion 

 The exon-intron circRNAs were discovered over a decade 

ago. However, their function in various physiological and 

pathological conditions has yet to be determined. In the pre-

sent study, we, for the fi rst time, elucidated the role of an 

exon-intron circRNA, circFhit, as well as the novel molecu-

lar mechanism involved, to serve as a critical regulator in 

the pathogenesis of neuropathic pain induced by peripheral 

nerve injury. The loss and gain of circFhit function dem-

onstrated that the circFhit modulation of FHIT expression 

contributed to the reduction of GABAergic inhibitory neu-

rotransmitter synthesis and the dorsal horn  NK1R +  neu-

ronal hyperexcitation and neuropathic pain following SNI. 

Mechanistically, we have discovered the direct interaction 

of exon-intron circFhit and the  Fhit  locus, and the increased 

binding between circFhit and the intron region of  Fhit  pro-

motes the formation of the circFhit/HNRNPK complex and 

enhances the CDK9-mediated phosphorylation of Pol II at 

Ser2 and the RNF40-regulated H2B monoubiquitylation 

on the circFhit-binding site of the  Fhit  intron, which then 

facilitates the transcription of the parental  Fhit  gene. Taken 

together, these fi ndings suggest that the exon-intron circFhit 

in GABAergic inhibitory neurons regulates the expression 

of the parental  Fhit  gene in  cis  and subsequently contributes 

to  NK1R +  neuronal hyperexcitation and neuropathic pain 

induced by nerve injury. 

 Given the low abundance of most circRNAs in mamma-

lian tissues, doubts have been raised regarding any potential 

biological function for the low abundance circRNAs [ 29 ]. 

In addition, the role of exon-intron circRNAs, as important 

circRNAs, has not been reported in a pathophysiologi-

cal setting. In the present study, we screened one highly 

abundant circFhit, which was upregulated in the nucleus 

of inhibitory GABAergic neurons in the spinal dorsal horn 

following SNI. Silencing endogenous circFhit with shRNA 

signifi cantly increased the frequency of sIPSCs in  NK1R +  

neurons, and reduced the number of action potentials and 

mechanical allodynia in rats following SNI. Overexpression 

of circFhit by intraspinal injection of AAV-circFhit-EGFP 

decreased the frequency of sIPSCs and promoted the projec-

tion neurons’ excitability and mechanical allodynia. These 

results indicated that circFhit enhances the  NK1R +  neurons’ 

excitability by reducing the release of inhibitory GABAergic 

transmitters, resulting in neuropathic pain. The current data 

support the hypothesis that circFhit expression is negatively 

correlated with the expression of GAD65, the rate-limiting 

enzyme of the GABA neurotransmitter. As projection neu-

rons, the spinal dorsal  NK1R +  neurons receive information 

from inhibitory interneurons and excitatory interneurons 

[ 30 ]. The release of the inhibitory GABA neurotransmitter 

usually causes inhibition of action potentials by hyperpolar-

izing postsynaptic neurons, including projection neurons, 

to attenuate mechanical allodynia [ 31 ,  32 ]. Interestingly, 

the present ChIRP-PCR results showed that circFhit did not 

directly bind to the  GAD2  gene, but directly interacted with 

the  Fhit  gene. Furthermore, the expression of circFhit was 

positively correlated with the level of linear  Fhit  mRNA 

or protein in the rats with SNI, and FHIT expression regu-

lated  NK1R +  neuronal excitability in the dorsal horn and 

pain behavior  via  changing the GAD65 level.  Fhit , a clas-

sical oncogene, has been shown to be an important genome 

‘‘caretaker” for maintaining DNA stability. Moreover, the 

expression level of FHIT in neural tissue is altered in vari-

ous neurological disorders such as depression and autism. 

Still, no studies have yet explored the specifi c function of 

FHIT in neurological disorders. While previous evidence 
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has shown the robust expression of FHIT protein in neu-

rons [ 33 ], the present study, for the fi rst time, dissected the 

function of FHIT to regulate the neuronal excitability in the 

dorsal horn and behavioral hypersensitivity in the setting of 

neuropathic pain. FHIT regulates the permeability of ion 

channels, including intra-mitochondrial  Ca 2+  channels [ 34 ]. 

In addition, the study also showed that transfection of  Fhit  
increases the susceptibility to TNF - α and IFN in mammalian 

cell lines [ 35 ]. Evidence has shown that increased infl amma-

tory cytokines such as TNF - α and IFN negatively regulate 

GAD65 expression. So, we speculate that the change of  Ca 2+  

or cytokines may involve GAD65 expression to contribute 

to the pathogenesis of neuropathic pain. 

 While previous studies established that gene transcrip-

tion is fundamentally regulated by long non-coding RNA 

in mammalian cells [ 36 ,  37 ], the present study provided 

evidence that the exon-intron circFhit was co-localized 

with the  Fhit  gene locus, and overexpression of circFhit 

increased the  Fhit  transcription in the cell nuclei, suggest-

ing that exon-intron circFhit is involved in the transcription 

of the parental gene in dorsal horn neurons in rodents with 

nerve injury. However, how circFhit modulates transcription 

  Fig. 6       CircFhit/HNRNPK increases pSer2-Pol II and H2Bub1 on 

the  Fhit  intron by recruiting CDK9 and RNF40.  A  The interaction 

between HNRNPK and CDK9 is signifi cantly increased following 

SNI ( n  = 4; two-sample  t -test).  B  The interaction between HNRNPK 

and RNF40 is signifi cantly increased following SNI ( n  = 3; two-sam-

ple  t -test).  C  Intrathecal administration of CDK9 siRNA decreases 

the pSer2-Pol II on the  Fhit  gene in the SNI group ( n  = 5; one-way 

ANOVA).  D  Intrathecal administration of RNF40 siRNA decreases 

the H2Bub1 on the  Fhit  gene in the SNI group ( n  = 3; one-way 

ANOVA).  E  Knockdown of CDK9 decreases the upregulation of 

pSer2-Pol II on the  Fhit  gene induced by overexpression of circFhit 

( n  = 3; one-way ANOVA).  F  and  G  Knockdown of CDK9 decreases 

the upregulation of  Fhit  mRNA and protein induced by overexpres-

sion of circFhit ( n  = 4; one-way ANOVA).  H  Knockdown of RNF40 

decreases the upregulation of H2Bub1 on the  Fhit  gene induced by 

overexpression of circFhit ( n  = 4; one-way ANOVA).  I  and  J  Knock-

down of RNF40 decreases the upregulation of  Fhit  mRNA and pro-

tein induced by overexpression of circFhit ( n  = 4; one-way ANOVA). 

* P  < 0.05, ** P  < 0.01,  #  P  < 0.05,  ##  P  < 0.01. Data are plotted as the 

mean ± SEM.  
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of the parental gene  Fhit  is unclear. It is well documented 

that phosphorylation of pol II plays a critical role in gene 

transcription [ 38 ], and H2B monoubiquitylation regulates 

gene activation or repression [ 39 ]. Our results showed that 

the increased interaction of circFhit and HNRNPK recruited 

CDK9/RNF40, which subsequently promoted the phospho-

rylation of Pol II at Ser2 and the H2B monoubiquityla-

tion on the circFhit-binding site of the  Fhit  intron. These 

modifi cations of transcriptional machinery consequently 

facilitated the expression of  Fhit  in dorsal horn neurons. 

 In conclusion, inhibitory GABAergic neurons express 

exon-intron circFhit  via  recruiting HNRNPK to enhance 

CDK9/RNF40-mediated transcription of the parental  Fhit  
gene, decreases inhibitory synaptic transmission, subse-

quently enhances the excitability of  NK1R +  neurons in the 

dorsal horn, and contributes to the development of mechani-

cal allodynia induced by SNI (Fig.  7 ).         

  Fig. 7       Summary graph for the hypothesis: the exon-intron circFhit contributes to GABAergic neuron-mediated  NK1R +  neuronal hyperexcita-

tion and neuropathic pain  via  regulating  Fhit  in  cis.    



960 Neurosci. Bull. June, 2023, 39(6):947–961

1 3

       Acknowledgements     This work was supported by the National Natu-

ral Science Foundation of China (319700936, 81801103, 81901127, 

and 82101307), the Science and Technology Program of Guangdong 

(2018B030334001), the Natural Science Foundation of Guangdong 

(2019A1515010871, 2019A1515010645, and 2022A1515010414), the 

Guangzhou Science and Technology Plan Project (201803010006), 

the Natural Science Foundation of Jiangsu (BK20210904), and the 

Fundamental Research Funds for the Central Universities (19ykpy44). 

We thank Prof. Zhi-Cheng Dong for helping with the experiment on 

nuclear run-ons.  

    Confl ict of interest     The authors declare that there are no confl ict of 

interest.   

             References 

      1.                                                                        Hong JT, Kim JH, Kim KS, Lee CS, Shin HC, Kim WK. Pharma-

cological target therapy of neuropathic pain and patient-reported 

outcomes in patients with chronic low back pain in Korea: Results 

from the NLBP Outcomes Research. Medicine 2018, 97: e11919.  

      2.                                         Binder A, Baron R. The pharmacological therapy of chronic neu-

ropathic pain. Dtsch Arztebl Int 2016, 113: 616–625.  

      3.                                                                 Ren WJ, Ulrich H, Semyanov A, Illes P, Tang Y. TASK-3: New 

target for pain-relief. Neurosci Bull 2020, 36: 951–954.  

      4.                                         Szabo L, Salzman J. Detecting circular RNAs: Bioinformatic and 

experimental challenges. Nat Rev Genet 2016, 17: 679–692.  

      5.                                                              Jia RR, Xiao MS, Li ZG, Shan G, Huang C. Defi ning an evolu-

tionarily conserved role of GW182 in circular RNA degradation. 

Cell Discov 2019, 5: 45.  

      6.                                         Jeck WR, Sharpless NE. Detecting and characterizing circular 

RNAs. Nat Biotechnol 2014, 32: 453–461.  

      7.                                                                        Zheng QP, Bao CY, Guo WJ, Li SY, Chen J, Chen B,  et al . Cir-

cular RNA profi ling reveals an abundant  circHIPK 3  that regu-

lates cell growth by sponging multiple miRNAs. Nat Commun 

2016, 7: 11215.  

      8.                                                 Ebbesen KK, Hansen TB, Kjems J. Insights into circular RNA 

biology. RNA Biol 2017, 14: 1035–1045.  

      9.                                              Ma Y, Liu YX, Jiang ZS. CircRNAs: A new perspective of 

biomarkers in the nervous system. Biomed Pharmacother 2020, 

128: 110251.  

      10.                                                            Pitcher MH, von Korff  M, Bushnell MC, Porter L. Prevalence 

and profi le of high-impact chronic pain in the United States. J 

Pain 2019, 20: 146–160.  

      11.                                 Akhter R. Circular RNA and Alzheimer’s disease. Adv Exp Med 

Biol 2018, 1087: 239–243.  

      12.                                                                           Zheng YL, Guo JB, Song G, Yang Z, Su X, Chen PJ,  et al . The 

role of circular RNAs in neuropathic pain. Neurosci Biobehav 

Rev 2022, 132: 968–975.  

      13.                                                                        Zhang SB, Lin SY, Liu M, Liu CC, Ding HH, Sun Y,  et al . Cir-

cAnks1a in the spinal cord regulates hypersensitivity in a rodent 

model of neuropathic pain. Nat Commun 2019, 10: 4119.  

      14.                                                 Kujan O, Abuderman A, Al-Shawaf AZ. Immunohistochemical 

characterization of FHIT expression in normal human tissues. 

Interv Med Appl Sci 2016, 8: 7–13.  

      15.                                                                        Trapasso F, Pichiorri F, Gaspari M, Palumbo T, Aqeilan RI, 

Gaudio E,  et al . Fhit interaction with ferredoxin reductase trig-

gers generation of reactive oxygen species and apoptosis of 

cancer cells. J Biol Chem 2017, 292: 14279.  

      16.                                 Todd AJ. Neuronal circuitry for pain processing in the dorsal 

horn. Nat Rev Neurosci 2010, 11: 823–836.  

      17.                                                 Duan B, Cheng LZ, Ma QF. Spinal circuits transmitting 

mechanical pain and itch. Neurosci Bull 2018, 34: 186–193.  

      18.                                         Peirs C, Seal RP. Neural circuits for pain: Recent advances and 

current views. Science 2016, 354: 578–584.  

      19.                                                                        Leitner J, Westerholz S, Heinke B, Forsthuber L, Wunder-

baldinger G, Jäger T,  et al . Impaired excitatory drive to spinal 

GABAergic neurons of neuropathic mice. PLoS One 2013, 8: 

e73370.  

      20.                                                                        Li CJ, Lei YY, Tian Y, Xu SQ, Shen XF, Wu HB,  et al . The etio-

logical contribution of GABAergic plasticity to the pathogene-

sis of neuropathic pain. Mol Pain 2019, 15: 1744806919847366.  

      21.                                         Decosterd I, Woolf CJ. Spared nerve injury: An animal model of 

persistent peripheral neuropathic pain. Pain 2000, 87: 149–158.  

      22.                                                                 Chaplan SR, Bach FW, Pogrel JW, Chung JM, Yaksh TL. Quan-

titative assessment of tactile allodynia in the rat paw. J Neurosci 

Methods 1994, 53: 55–63.  

      23.                                                         Ingolia NT, Ghaemmaghami S, Newman JRS, Weissman JS. 

Genome-wide analysis  in vivo  of translation with nucleotide res-

olution using ribosome profi ling. Science 2009, 324: 218–223.  

      24.                                                 Koga M, Hayashi M, Kaida D. Splicing inhibition decreases 

phosphorylation level of Ser2 in Pol II CTD. Nucleic Acids Res 

2015, 43: 8258–8267.  

      25.                                                                           Sansó M, Parua PK, Pinto D, Svensson JP, Pagé V, Bitton DA, 

 et al . Cdk9 and H2Bub1 signal to Clr6-CII/Rpd3S to suppress 

aberrant antisense transcription. Nucleic Acids Res 2020, 48: 

7154–7168.  

      26.                                                                        Xu YJ, Wu W, Han Q, Wang YL, Li CC, Zhang PP,  et al . New 

insights into the interplay between non-coding RNAs and RNA-

binding protein HnRNPK in regulating cellular functions. Cells 

2019, 8: 62.  

      27.                                                                        Cheng JX, Chen L, Li Y, Cloe A, Yue M, Wei JB,  et al . RNA 

cytosine methylation and methyltransferases mediate chromatin 

organization and 5-azacytidine response and resistance in leu-

kaemia. Nat Commun 2018, 9: 1163.  

      28.                                                                        Xie WH, Nagarajan S, Baumgart SJ, Kosinsky RL, Najafova Z, 

Kari V,  et al .  RNF40  regulates gene expression in an epigenetic 

context-dependent manner. Genome Biol 2017, 18: 32.  

      29.                                 Lee JT. Epigenetic regulation by long noncoding RNAs. Science 

2012, 338: 1435–1439.  

      30.                                         Ramírez-Jarquín UN, Tapia R. Excitatory and inhibitory neu-

ronal circuits in the spinal cord and their role in the control of 

motor neuron function and degeneration. ACS Chem Neurosci 

2018, 9: 211–216.  

      31.                                                         Ramírez-Jarquín UN, Lazo-Gómez R, Tovar-Y-Romo LB, Tapia 

R. Spinal inhibitory circuits and their role in motor neuron 

degeneration. Neuropharmacology 2014, 82: 101–107.  

      32.                                                                           Baba H, Ji RR, Kohno T, Moore KA, Ataka T, Wakai A,  et al . 
Removal of GABAergic inhibition facilitates polysynaptic A 

fi ber-mediated excitatory transmission to the superfi cial spinal 

dorsal horn. Mol Cell Neurosci 2003, 24: 818–830.  

      33.                                                 Zhao P, Hou N, Lu Y. Fhit protein is preferentially expressed in 

the nucleus of monocyte-derived cells and its possible biological 

signifi cance. Histol Histopathol 2006, 21: 915–923.  

      34.                                                                           Rimessi A, Marchi S, Fotino C, Romagnoli A, Huebner K, Croce 

CM,  et al . Intramitochondrial calcium regulation by the  FHIT  
gene product sensitizes to apoptosis. Proc Natl Acad Sci U S A 

2009, 106: 12753–12758.  

      35.                                                                        Pulido M, Chamorro V, Romero I, Algarra I, S-Montalvo A, Col-

lado A,  et al . Restoration of MHC-I on tumor cells by fhit trans-

fection promotes immune rejection and acts as an individualized 

immunotherapeutic vaccine. Cancers 2020, 12: 1563.  

      36.                                         Goodrich JA, Kugel JF. Non-coding-RNA regulators of RNA pol-

ymerase II transcription. Nat Rev Mol Cell Biol 2006, 7: 612–616.  

      37.                                         Geisler S, Coller J. RNA in unexpected places: Long non-coding 

RNA functions in diverse cellular contexts. Nat Rev Mol Cell Biol 

2013, 14: 699–712.  



961T. Xu  et al. : CircFhit Modulates GABAergic Synaptic Transmission

1 3

      38.                                         Jonkers I, Lis JT. Getting up to speed with transcription elongation 

by RNA polymerase II. Nat Rev Mol Cell Biol 2015, 16: 167–177.  

      39.                                                                           Jung I, Kim SK, Kim M, Han YM, Kim YS, Kim D,  et al . H2B 

monoubiquitylation is a 5’-enriched active transcription mark and 

correlates with exon-intron structure in human cells. Genome Res 

2012, 22: 1026–1035.   

 Springer Nature or its licensor (e.g. a society or other partner) holds 

exclusive rights to this article under a publishing agreement with the 

author(s) or other rightsholder(s); author self-archiving of the accepted 

manuscript version of this article is solely governed by the terms of 

such publishing agreement and applicable law.  



Vol:.(1234567890)

Neurosci. Bull. June, 2023, 39(6):962–972

https://doi.org/10.1007/s12264-022-01015-4

1 3

                      ORIGINAL ARTICLE 

  www.neurosci.cn 

  www.springer.com/12264    

 Corticostriatal Neurons in the Anterior Auditory Field Regulate 
Frequency Discrimination Behavior 

                                                      Zhao-Qun     Wang   1     ·  Hui-Zhong     Wen   1     ·  Tian-Tian     Luo   1     ·  Peng-Hui     Chen   1     · 
 Yan-Dong     Zhao   1     ·  Guang-Yan     Wu   2     ·  Ying     Xiong   1    

 Received: 20 June 2022 / Accepted: 24 September 2022   / Published online: 11 January 2023

©   Center for Excellence in Brain Science and Intelligence Technology, Chinese Academy of Sciences      2023  

                       Abstract     The anterior auditory field (AAF) is a core 

region of the auditory cortex and plays a vital role in dis-

crimination tasks. However, the role of the AAF corticos-

triatal neurons in frequency discrimination remains unclear. 

Here, we used c-Fos staining, fi ber photometry recording, 

and pharmacogenetic manipulation to investigate the func-

tion of the AAF corticostriatal neurons in a frequency dis-

crimination task. c-Fos staining and fi ber photometry record-

ing revealed that the activity of AAF pyramidal neurons was 

signifi cantly elevated during the frequency discrimination 

task. Pharmacogenetic inhibition of AAF pyramidal neu-

rons signifi cantly impaired frequency discrimination. In 

addition, histological results revealed that AAF pyramidal 

neurons send strong projections to the striatum. Moreover, 

pharmacogenetic suppression of the striatal projections from 

pyramidal neurons in the AAF signifi cantly disrupted the 

frequency discrimination. Collectively, our fi ndings show 

that AAF pyramidal neurons, particularly the AAF–striatum 

projections, play a crucial role in frequency discrimination 

behavior. 

   Keywords     Anterior auditory fi eld    ·  Corticostriatal 

neuron    ·  Frequency discrimination    ·  AAF–striatum 

projection  

      Introduction 

 The anterior auditory fi eld (AAF) and primary auditory cor-

tex (A1) are the major cortical fi elds in the rodent auditory 

system [ 1 – 4 ]. Extensive studies have been conducted on the 

cortical topology, plasticity, cellular response properties, 

and functional role of A1 [ 1 – 5 ]. Optogenetic manipulations 

of A1 activity modulate frequency discrimination perfor-

mance requiring temporal integration [ 6 ,  7 ]. However, little 

is known about the role of the AAF in auditory information 

processing, especially in discriminative behavior. 

 Recently, we found that the AAF plays a key role in the 

categorization of sound frequency in rats [ 8 ]. The results 

of behavioral experiments also suggested that injecting the 

γ-aminobutyric acid (GABA) receptor agonist muscimol 

into the AAF disrupts the frequency discrimination of rats. 

Moreover, pharmacological inhibition of the AAF activity 

signifi cantly aff ects the acquisition of auditory fear behav-

ior [ 8 ]. Lomber  et al . found that inhibition of the bilateral 

AAF impairs auditory temporal discrimination, whereas 

inhibition of the posterior auditory cortex area aff ects the 

recognition of the sound source’s location [ 9 ]. These results 

suggest that the AAF plays an important role in frequency 

discrimination. 

 Previous studies on the AAF mainly focused on its projec-

tion relationships within the auditory system. The AAF and 

A1 receive large inputs from diff erent thalamic divisions. 

For example, the AAF mainly receives projections from the 

posterior thalamus complex, while A1 mainly receives pro-

jections from the ventral medial geniculate body [ 1 ,  10 ]. In 
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addition, anatomical and physiological studies have demon-

strated that the auditory cortex sends excitatory glutamate 

projections to the striatum [ 11 ], which is involved in the 

regulation of reward, emotion, motivation, and other higher 

cognitive functions [ 12 – 14 ]. Thus, the diff erent inputs and 

projections between AAF and A1 suggest that AAF neurons 

diff er from A1 neurons in physiological properties. Impor-

tantly, Song  et al . also found that there is a strong projection 

from the AAF to the striatum [ 13 ,  15 ]. Although corticos-

triatal neurons in A1 are involved in modulating frequency 

discrimination [ 16 ,  17 ], whether AAF pyramidal neurons 

and the AAF–striatum pathway are involved in auditory-

related discrimination behaviors is unknown. 

 Thus, in the present study, we used c-Fos staining, fi ber 

photometry recording, and pharmacogenetic manipulation 

to investigate the function of AAF corticostriatal neurons in 

a sound discrimination task. 

    Materials and Methods 

   Animals 

 Adult C57BL/6J mice (male, 6–8 weeks, 25–28 g) were pro-

vided by the Laboratory Animal Center at the Army Medical 

University. All experimental procedures were performed in 

accordance with institutional animal welfare guidelines and 

were approved by the Army Military Medical University 

Animal Care and Use Committee. Animals were maintained 

on a 12-h light/dark cycle with free access to food and water. 

All eff orts were made to minimize animal suff ering. 

    Auditory Frequency Discrimination Behavior 

 A SuperFcs system (XinRuan, Shanghai, China) was used to 

generate sound and electricity. Freezing was assessed when 

no movement (besides respiratory movements) lasted for 0.5 

s or more, and the total freezing time during a sound presen-

tation was assessed based on the SuperFcs system. 

   Training 

 Mice were placed in a training chamber (28.5 cm × 32 cm 

× 52.5 cm) and allowed to explore for 100 s for habituation 

(Fig.  1 A, B). After the 100 s baseline period, mice were 

exposed to 5 pairings composed of a 20-s pure tone (75 

dB) and a 2-s footshock (0.6 mA). The tone and the foot-

shock ended at the same time. The tone that was associated 

with the footshock was the conditioned stimulus (CS). The 

footshock was the unconditioned stimulus (UCS). The inter-

trial interval was 60 ± 20 s at random. Mice were trained 

to remember one of the two diff erent sound frequencies (a 

2- or 12-kHz pure tone) alone. After fi ve trials, animals were 

transported to their home cage using a transfer cage.         

    Behavior Test 

 During paired training, mice were taught to associate a 

sound with a footshock (Fig.  1 C). On the third day, a dif-

ferent cage was used to transfer the testing animals to the 

testing chamber, which now had a diff erent size (25 cm × 

25 cm × 40 cm). To eliminate the eff ect of sound order on 

the test results, we established two diff erent testing patterns: 

12 kHz or 2 kHz were fi rst used to test the freezing level, 

then the other frequency was subsequently used to test the 

mice’s freezing level. The mice were allowed to explore the 

testing chamber for 100 s (baseline), after which the pure 

tone cue  (CS + , 75 dB), the same as that used in the train-

ing session. was delivered continuously for 100 s. After 30 

min, a 100-s pure tone (75 dB) that was not the conditioned 

stimulus  (CS − ) was delivered in a diff erent, custom-made 

chamber (30 cm × 20 cm × 40 cm). The other testing pat-

tern used the opposite sound order. Moreover, fi lter paper or 

crushed corncob was placed in the bottom of the two testing 

chambers to increase contextual diversity. 

 Freezing time was measured when a lack of movement 

(except respiratory movements) lasted for 0.5 s or more 

based on detections by the SuperFcs system. The percentage 

of freezing time was calculated as the ratio between the total 

freezing time during the sound presentation and the dura-

tion of the entire sound presentation. The percentage was 

assessed based on the behavior of each animal, and the total 

percentage of freezing time was compared between groups. 

     Virus and CTB488 Injection 

 Mice were anesthetized with isofl urane (1%–1.5% isofl u-

rane/oxygen,) and fi xed in a stereotaxic apparatus (RWD 

Life Science, Shenzhen, China) as described previ-

ously [ 11 – 13 ]. The viruses or cholera toxin subunit B488 

(CTB488, C34775, Invitrogen, Carlsbad, USA) was injected 

using glass micropipettes (tip diameter, 10–20 μm) at a spe-

cifi c speed (15 nL/min) and volume, controlled by a nano-

liter injector (Nanoject III, Drummond Scientifi c, USA). The 

micropipette tip was left in place for an additional 5 min 

after injection, then slowly withdrawn. 

 To facilitate fi ber photometry recording of AAF excita-

tory neuronal activity during auditory frequency discrimi-

nation behavior, mice were microinjected with 50 nL of 

rAAV2/9- CaMKIIα - GCaMP6s  [titer: 5.90 ×  10 12  genome 

copies (GC)/mL] or rAAV2/9- CaMKIIα - EGFP  (titer: 4.05 

×  10 12  GC/mL; Fig.  3 B) into the right AAF. 

 For pharmacogenetic inhibition of AAF pyramidal neu-

ronal activity during auditory frequency discrimination 

behavior, mice were microinjected with either 50 nL of 
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rAAV2/8- CaMKIIα - hM4Di - mCherry  (titer: 5.89 ×  10 12  GC/

mL) or rAAV2/8- CaMKIIα - mCherry  (titer: 5.04 ×  10 12  GC/

mL) as a control into the bilateral AAF (Fig.  4 B). 

 For anterograde tracing of the AAF–striatum projections, 

mice were microinjected with 50 nL of rAAV2/8- CaMKIIα -
 EGFP - P2A - MCS - 3FLAG  (titer: 8.21 ×  10 12  GC/mL) into 

the right AAF (Fig.  5 A). 

 Mice were microinjected with 150 nL of CTB488 (0.1%, 

w/v) into the right striatum to allow retrograde tracing of 

the AAF–striatum projections, and 14 days were allowed 

for retrograde tracer transport (Fig.  5 B). 

 Mice were microinjected with 50 nL rAAV2/9- EF1α -
 DIO - hM4Di - mCherry  (titer: 2.42 ×  10 12  GC/mL) to phar-

macogenetically inhibit AAF excitatory neuron activity dur-

ing auditory frequency discrimination behavior or 50 nL 

rAAV2/9- EF1α - DIO - mCherry  (titer: 2.71 ×  10 12  GC/mL) as 

a control into the bilateral AAF. The mice were also bilater-

ally microinjected with 150 nL rAAV2/retro- CamkIIα - Cre  
(titer: 6.62 ×  10 12  GC/mL) into each side of the striatum 

(Fig.  6 B). 

 All coordinates for viral injection sites are listed as meas-

urements from bregma (in mm). AAF: –2.30 anterior, ±3.80 

lateral, –1.0 ventral; striatum: –1.06 anterior, ±2.93 lateral, 

–2.5 ventral. 

    Pharmacogenetic Manipulations 

 To attain pharmacogenetic inhibition, mice express-

ing  hM4Di - mCherry  or  mCherry  (control) were injected 

intraperitoneally with 2 mg/kg clozapine N-oxide (CNO, 

HY-17366, MedChemExpress, New Jersey, USA) [diluted 

with 5% DMSO (D5879, Sigma–Aldrich, Saint Louis, USA) 

and saline], and the behavioral test was implemented 30 min 

after CNO injection. 

    Optical Fiber Implantation 

 Mice were fi xed in a stereotaxic apparatus after being anes-

thetized with isofl urane (1%–1.5% isofl urane/oxygen). Then, 

for fi ber photometry recording, the optical fi bers (ceramic 

  Fig. 1       Mice can diff erentiate between diff erent tone frequencies in 

the fear conditioning task.  A  Experimental scheme for the training 

and fear conditioning tests.  B  Experimental timeline for the training 

paradigm.  C  Experimental timeline for the testing paradigm.  D, E  
Freezing levels of the mice in the testing pattern 1 ( D ;  n  = 9) and 

testing pattern 2 ( E ;  n  = 8) during the 2-kHz training paradigm.  F, G  

Freezing levels of the testing pattern 1 ( F ;  n  = 9) and testing pattern 

2 ( G ;  n  = 8) during the 12-kHz training paradigm. For  D–G : all data 

are shown as the mean ± SEM; ** P  <0.01, *** P  <0.001, Paired Stu-

dent’s  t -test.  CS + , conditioned stimulus (the pure tone paired with the 

footshock);  CS − , the pure tone not paired with the footshock; UCS, 

unconditioned stimulus (the footshock).  
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ferrule: diameter 2.50 mm; optical fi ber: 200 μm core diam-

eter, 0.37 NA) were implanted 20 μm above the viral injec-

tion site in the right AAF, and two cranial screws were fi xed 

to the skull, while the skull surface was milled with a cranial 

drill for dental cement fi xation. The optical fi bers were fi xed 

to the skull with dental cement immediately after the virus 

injection. The animals were allowed 4 weeks of recovery 

from the surgery and expression of the virus. 

    Fiber Photometry 

 The mice were fi rst trained in a conditioned fear experiment 

and subjected to an electric shock and a pure tone of 12 kHz 

(75 dB) using the SuperFcs system (XinRuan, Shanghai, 

China). Then a fi ber photometry recording system (Thinker-

biotech, Nanjing, China) was used to record the fl uorescence 

signals of the AAF. Fluorescence emission was recorded and 

fl uorescence signal excitation was induced using a 470-nm 

laser. The reference channel used 405-nm excitation light. 

Moreover, a 405-nm laser was used to exclude movement 

noise and test the data validity of the  Ca 2+  signal channel. 

 The mice were placed in a testing chamber and allowed 

to acclimatize for 5 min after a fi ber optic jumper was con-

nected to the ceramic insert on top of the skull. Then the 

fl uorescence signal was recorded during which the mice 

were exposed to a pure tone  (CS + : 12 kHz, 75 dB, 200 s). 

Then, another pure tone  (CS − : 2 kHz, 75 dB, 200 s) was 

delivered at an interval of ~30 min to record the changes in 

 Ca 2+  signals during the process. 

 The fiber photometry statistics were analyzed using 

MatLab 2017b (The MathWorks, Inc., Natick, USA). The 

change in the fl uorescence values ( F / F  0 ) was calculated 

using ( F  –  F  0 )/ F  0 , in which  F  refers to the fl uorescence value 

at each time point (−2 s to 10 s relative to the pure tone) and 

 F  0  refers to the median of the fl uorescence values during the 

baseline period (−2 s to 0 s relative to the pure tone onset). 

The Δ F / F  0  values are presented as heatmaps and plots with 

shaded areas that indicated the SEM to visualize the change 

in fl uorescence. To statistically quantify the change in fl uo-

rescence values across the sound testing results, the average 

amplitude of Δ F / F  0  was defi ned as the average fl uorescence 

amplitude change from baseline during the peak period (0–4 

s relative to the sound test onset) (Fig.  3 ). 

    Immunofl uorescence 

 For the assessment of endogenous c-Fos expression induced 

by auditory frequency discrimination behavior in the AAF, 

6 groups of mice received diff erent training and test pat-

terns, and their brains were collected 90 min after testing 

(Fig.  2 A).         

 The immunofl uorescence staining protocol was designed 

as described below. First, the mice were deeply anesthetized 

with isofl urane and transcardially perfused with phosphate-

buff ered saline (PBS, 0.01 mol/L, pH 7.4) followed by 4% 

paraformaldehyde (PFA). The brains were stored in 4% PFA 

at 4°C for 24 h and then transferred to a 15% sucrose solu-

tion in which they were stored at 4°C for 48 h. The brains 

  Fig. 2       c-Fos-positive cell num-

bers are signifi cantly elevated 

in the AAF after auditory 

frequency discrimination.  A  
Experimental timeline for c-Fos 

immunofl uorescence staining. 

LF (low frequency), HF (high 

frequency).  B  c-Fos-positive 

cell numbers in the AAF 

are signifi cantly higher after 

frequency discrimination in the 

sound training groups ( n  = 4 

per group).  C  Representative 

immunofl uorescence images 

for c-Fos immunofl uorescence 

staining (scale bars, 100 μm). 

All data are shown as the mean 

± SEM; *** P  <0.001, unpaired 

Student’s  t -test.  
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were then cut into 30 μm frozen sections (CM1900, Leica, 

Wetzlar, Germany) that were collected in PBS and rinsed 

three times in PBS for 15 min at room temperature, incu-

bated in PBST (PBS + 0.1% Triton X-100) with 3% normal 

bovine serum albumin for 1 h, and then incubated with 

primary antibody for 24 h at 4°C (rabbit anti-c-Fos, 1:500, 

226003, Synaptic Systems, Goettingen, Germany). The sec-

tions then underwent three washing steps for 10 min each 

  Fig. 3       Activation of pyramidal neurons in the AAF during audi-

tory frequency discrimination.  A  Experimental scheme for virus 

injection followed by fi ber recording.  B  Schematic of synchronized 

recordings of the fl uorescence signal and tone frequency dynamics in 

animals. CMOS, complementary metal oxide semiconductor; DAQ, 

data acquisition.  C  Schematic showing virus injection and optical 

implantation into the right AAF. Scale bar, 200 μm.  D  Average fl uo-

rescence change induced by 12-kHz tone  (CS + ) in the GCaMP6s and 

EGFP groups.  E  Heatmaps showing the average fl uorescence change 

induced by 12-kHz tone in the GCaMP6s and EGFP groups.  F  Mean 

Δ F / F  0  (0–6 s) induced by 12-kHz tone in the GCaMP6s and EGFP 

groups ( n  = 4 per group).  G  Average fl uorescence change induced by 

2-kHz tone  (CS − ) in the GCaMP6s and EGFP groups.  H  Heatmaps 

showing the average fl uorescence change induced by 2-kHz tone in 

the GCaMP6s and EGFP groups.  I  Mean Δ F / F  0  (0–6 s) induced by 

2-kHz tone in the GCaMP6s and EGFP groups ( n  = 4 per group). 

 J  Average fl uorescence change of GCaMP6s induced by 12-kHz and 

2-kHz.  K  Average fl uorescence change of EGFP induced by 12-kHz 

and 2-kHz.  L  Mean Δ F / F  0  (0–6 s) of GCaMP6s induced by 12-kHz 

and 2-kHz.  M  Mean Δ F / F  0  (0–6 s) of EGFP induced by 12-kHz and 

2-kHz. For  D ,  G ,  J , and  K,  thick lines indicate mean and shaded 

areas indicate SEM, and the dashed lines indicate the beginning 

of tone. For  E  and  H,  each row represents one animal. All data are 

shown as the mean ± SEM; N.S., no signifi cant diff erence, * P  <0.05, 

*** P  <0.001, unpaired Student’s  t -test.  
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in PBS and were incubated with a secondary antibody for 

1 h (goat anti-rabbit conjugated to Alexa Fluor 488, 1:500, 

Invitrogen, Carlsbad, USA). The sections were washed with 

PBS (thrice, 10 min) at room temperature, incubated with 

DAPI (1:2,000, D9542, Sigma–Aldrich, Saint Louis, USA) 

for 15 min, then subjected to three more washing steps of 10 

min each in PBS, followed by mounting and coverslipping 

on microscope slides. c-Fos expression was verifi ed using 

a scanning laser microscope (SpinSR, Olympus, Tokyo, 

Japan). The number of c-Fos-positive neurons was analyzed 

by ImageJ (1.52a, Bethesda, USA). 

    Histology 

 After the behavioral and fi ber photometry experiments, 

brain sections were collected using the methods described 

above. Sections  30 μm thick were washed with PBS 

(thrice, 10 min), incubated with DAPI (1:2,000, D9542, 

Sigma–Aldrich, Saint Louis, USA) for 15 min, and then sub-

jected to an additional 3 wash steps of 10 min each in PBS. 

Histological verifi cation of virus expression and CTB488 

tracing were obtained using a full slide scanning system 

(VS200, Olympus). 

    Statistical Analysis 

 All data are expressed as the mean ± SEM. Statistical sig-

nifi cance was determined using the paired Student’s  t -test, 

unpaired Student’s test, or two-way analysis of variance 

(ANOVA) with repeated measures, followed by Tukey’s  post 
hoc  test using SPSS software for Windows (v. 25.0; IBM 

Corp., Armonk, USA).  P  <0.05 was considered statistically 

signifi cant. 

     Results 

   Mice Diff erentiate Between Diff erent Tone Frequencies 
in the Fear Conditioning Task 

 First, a frequency discrimination behavioral protocol was 

modified from the classic fear conditioning paradigm 

(Fig.  1 A). When mice were trained with a 2-kHz pure tone 

at 75 dB (Fig.  1 B, C), they showed much more marked freez-

ing to the 2-kHz pure tone than 12-kHz pure tone (Fig.  1 D, 

E). Similarly, when animals were trained with a 12-kHz pure 

tone at 75 dB (Fig.  1 B, C), they showed much more freezing 

to the 12-kHz pure tone than the 2-kHz pure tone (Fig.  1 F, 

G). Together, these results indicate that mice successfully 

established frequency discrimination fear conditioning tasks. 

    The AAF is Activated During the Discrimination 
of Diff erent Frequencies 

 Next, to assess the function of the AAF during diff erent 

tone frequency discrimination behaviors, immunofl uo-

rescence was used to investigate the numbers of c-Fos-

positive cells (c-Fos + ) in the AAF of the experimental 

group, which included the 12- and 2-kHz training groups 

(Fig.  2 A). The results showed that the c-Fos +  cell num-

bers in the AAF increased signifi cantly after the tone test 

compared with those of the control group (Fig.  2 B, C). 

However, there were no signifi cant diff erences in c-Fos +  

cell numbers in the AAF of the 2-kHz and 12-kHz train-

ing groups. Therefore, we used a 12-kHz pure tone to train 

animals in subsequent experiments. 

 To further confi rm AAF neuronal activity during audi-

tory frequency discrimination, we used a fi ber photometer 

to record the intracellular  Ca 2+  signal of these neurons in 

diff erent tone environments [ 18 ,  19 ] (Fig.  3 A, B).  Ca 2+ /

calmodulin protein kinase IIα (CaMKIIα) is selectively 

expressed in numerous pyramidal neurons in the cortex 

and thalamus [ 20 ].         

 We microinjected recombinant adeno-associated virus 

(rAAV) expressing a  Ca 2+  indicator (GCaMP6s) or EGFP 

under the control of the CaMKIIα promoter (rAAV2/9-

 CaMKIIα - GCaMP6s , rAAV2/9- CaMKIIα - EGFP ) into 

the right AAF and implanted an optical fi ber above the 

injection site (Fig.  3 C). Four weeks after virus injection, 

a photometry recording was made to detect GCaMP6s or 

EGFP fl uorescence changes aligned to frequency discrimi-

nation behavior (Fig.  3 A). Two diff erent frequency tones 

 (CS + : 12 kHz and  CS − : 2 kHz) that evoked frequency dis-

crimination were delivered to the mice. By aligning the 

fl uorescence signal to the onset of the individual tone test, 

we found that the fl uorescence signal began to increase 

after the tone test onset in the GCaMP6s group (Fig.  3 D, 

E, G, H). The increase in fl uorescence signal was reli-

ably accompanied by tone discrimination behavior and 

lasted for a few seconds. However, we did not detect a 

signifi cant increase in the fl uorescence signal in the EGFP 

group (Fig.  3 D, E, G, H). Statistical analysis revealed sig-

nifi cant diff erences in the mean Δ F / F  0  induced by 12-kHz 

tone between the GCaMP6s and EGFP groups (Fig.  3 F), 

whereas the mean Δ F / F  0  induced by 2-kHz tone did not 

diff er signifi cantly (F i g.  3 I). Furthermore, the fl uorescent 

signal of GCaMP6s also diff ered signifi cantly between the 

12 kHz and 2 kHz, but not of EGFP (Fig.  3 J–M). Mice 

identifi ed the two diff erent pure tones accurately. Thus, 

the activity of AAF pyramidal neurons is correlated with 

auditory frequency discrimination. 
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    Pharmacogenetic Inhibition of the AAF Attenuates 
Frequency Discrimination 

 The results of c-Fos staining and fi ber photometry showed 

that AAF pyramidal neurons were activated during auditory 

frequency discrimination. To further investigate the role of 

AAF pyramidal neurons in tone processing, a pharmacoge-

netic approach of designer receptors that are exclusively acti-

vated by designer drugs (DREADDs) [ 21 ,  22 ] was applied to 

evaluate their function. We then microinjected into the AAF 

recombined AAV, which encoded the inhibitory DREADD 

receptor hM4Di (rAAV2/8- CaMKIIα - hM4Di - mCherry ), 

while the control group was microinjected bilaterally with 

rAAV2/8- CaMKIIα - mCherry . 
 Four weeks later, the frequency discrimination behavioral 

tests were applied to identify the role of these excitatory 

neurons (Fig.  4 A). In mice expressing the inhibitory  hM4Di-
mCherry  in the AAF pyramidal neurons, CNO injection (2 

mg/kg, i.p.) signifi cantly aff ected the ability of the mice 

to diff erentiate between the two frequencies (Fig.  4 D, I), 

while vehicle-injected mice exhibited clear diff erences in 

fear behavior associated with auditory frequency discrimina-

tion (Fig.  4 E, J). Meanwhile, the mice expressing the control 

mCherry in the pyramidal neurons injected with CNO (2 

  Fig. 4       Signifi cant reduction in auditory frequency discrimination due 

to pharmacogenetic inhibition of AAF pyramidal neurons.  A  Experi-

mental timeline for virus injection and behavior testing.  B  Schematic 

showing bilateral injection of virus into the AAF. Scale bar, 200 μm. 

 C  Experimental scheme for the training and fear conditioning test of 

pattern 1.  D  Pharmacogenetic inhibition of  hM4Di +  pyramidal neu-

rons in the AAF (injected with CNO) signifi cantly disrupts the audi-

tory frequency discrimination behavior ( n  = 8).  E  Vehicle injection 

does not infl uence the auditory frequency discrimination behavior of 

 hM4Di -infected animals ( n  = 6).  F, G  The  mCherry -infected mice 

(injected with CNO or vehicle) signifi cantly diff erentiate the two fre-

quency tones ( F :  n  = 9;  G :  n  = 6).  H  Experimental scheme for the 

training and fear conditioning test of pattern 2.  I  Pharmacogenetic 

inhibition of pyramidal neurons expressed  hM4Di  (injected with 

CNO) signifi cantly disrupts the auditory frequency discrimination 

behavior ( n  = 9).  J  Vehicle injection does not infl uence the auditory 

frequency discrimination behavior of  hM4Di -infected animals ( n  = 

8).  K, L  The  mCherry -infected mice (injected with CNO or vehicle) 

signifi cantly discriminate the two frequency tones ( K :  n  = 7;  L :  n  = 

12). All data are shown as the mean ± SEM, N.S., no signifi cant dif-

ference; ** P  <0.01, *** P  <0.001, paired Student’s  t -test.  
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mg/kg, i.p.) or vehicle were able to diff erentiate between 

the two frequencies signifi cantly (Fig.  4 F, G, K, L). These 

results suggest that AAF pyramidal neurons play an impor-

tant role in modulating auditory frequency discrimination.         

    The AAF–striatum Projections Regulate Auditory 
Frequency Discrimination 

 The projections from the auditory cortex to the striatum 

play an important role in processing sound identity, animal 

choice, and expected reward size [ 13 ,  16 ,  17 ,  23 ]. We found 

abundant axon terminals labeled with EGFP in the AAF 

pyramidal neurons present in the striatum of mice micro-

injected with rAAV2/8- CaMKIIα - EGFP  into the AAF 

(Fig.  5 A). To further determine whether neural projections 

from the AAF to the striatum are present, the retrograding 

tracer CTB488 was microinjected into the right striatum. 

After two weeks, there were many CTB488-labeled neurons 

in the AAF (Fig.  5 B). These results suggested that AAF 

pyramidal neurons project to the striatum.         

 We further examined the role of AAF–striatum projec-

tions in auditory frequency discrimination by microinject-

ing a Cre-dependent AAV (rAAV2/9- EF1α - DIO - hM4Di -
 mCherry ) bilaterally into the AAF and a retrograde AAV 

expressing Cre recombinase (rAAV2/retro- CaMKIIα - Cre ) 
bilaterally into the striatum (Fig.  6 B). hM4Di was expressed 

selectively in AAF pyramidal neurons projecting to the stri-

atum. Behavioral testing was implemented after 4 weeks 

(Fig.  6 A), when  hM4Di  was expressed (Fig.  6 B), to verify 

the function of these neurons in auditory frequency discrimi-

nation. The results demonstrated that pharmacogenetic inhi-

bition of pyramidal AAF–stratum projections signifi cantly 

attenuated auditory frequency discrimination, as indicated 

by a signifi cant reduction in the freezing level between the 

two groups (Fig.  6 D–G, I–L). Based on these results, we 

conclude that AAF pyramidal neurons modulate tone fre-

quency discrimination through a descending pathway medi-

ated by the striatum.         

     Discussion 

 The AAF is an important area in the auditory cortex, 

whereas previous studies almost always focused on the role 

of A1 in auditory-related behaviors. For example, A1 has 

been reported to be involved in sound-induced freezing [ 24 ] 

and speech discrimination [ 25 ]. However, the role of the 

AAF in sound discrimination remained unclear. Here, we 

investigated the role of the AAF and AAF–striatum projec-

tions in auditory frequency discrimination by using c-Fos 

staining, fi ber photometry, and pharmacogenetics. Our fi nd-

ings established that the AAF pyramidal neurons and the 

AAF–striatum projection are involved in the regulation of 

auditory frequency discrimination behavior. 

  Fig. 5       Neuronal projection from the AAF to the striatum.  A  Neu-

ronal projection from the AAF to the striatum was revealed using 

EGFP. Middle, EGFP diagram tracing from the AAF to the striatum. 

Left, EGFP in the striatum. Right, The virus is microinjected into the 

AAF. Scale bars, 200 μm.  B  Neuronal projection from the striatum to 

the AAF revealed using CTB488. Middle, CTB488 diagram tracing 

from the striatum to the AAF. Left, CTB488 is microinjected into the 

striatum. Right, CTB488 signals in the AAF retrogradely fi lled from 

the striatum. Scale bars, 200 μm.  
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 The discrimination of complex sounds is a fundamen-

tal function of the auditory system [ 7 ,  26 ]. Based on previ-

ous studies [ 8 ,  10 ,  25 ,  27 – 31 ], we developed a frequency 

discrimination model in which mice recognized one pure 

tone frequency by measuring freezing (Fig.  1 ). In fact, fre-

quency discrimination of fear behavior is not inconsistent 

with fear generalization, in which fear-generalized mice 

are unable to discriminate between two stimuli [ 32 ]. Nota-

bly, c-Fos immunofl uorescence staining showed that AAF 

neuronal activity was associated with auditory frequency 

discrimination (Fig.  2 ). Moreover, fi ber photometry showed 

that AAF pyramidal neurons were correlated with auditory 

frequency discrimination. We found that fl uorescent signals 

began to increase after tone onset (Fig.  3 ), but they were faint 

and only lasted for a short time. The reasons for this might 

be attributable to auditory desensitization due to prolonged 

sound stimulation [ 33 ,  34 ]. Therefore, we chose a relatively 

short period (0–6 s after tone onset) for statistical analysis. 

In addition, pharmacogenetic inhibition of AAF pyramidal 

neurons signifi cantly impaired frequency discrimination 

  Fig. 6       Pharmacogenetic inhibition of the AAF pyramidal neuron 

projections to the striatum signifi cantly suppresses the auditory fre-

quency discrimination behavior.  A  Experimental timeline for virus 

injection and behavior testing.  B  Schematic for viral injection to pre-

vent pyramidal neurons in the AAF from interacting with the striatum 

and a sample image showing the expression of hM4Di-mCherry in 

the AAF. Scale bar, 200 μm.  C  Experimental scheme for the train-

ing and fear conditioning test of pattern 1.  D  Pharmacogenetic inhi-

bition of pyramidal neurons expressing  hM4Di  (injected with CNO) 

signifi cantly impairs the auditory frequency discrimination behavior 

( n  = 6).  E  Vehicle injection does not infl uence the auditory frequency 

discrimination behavior of  hM4Di -infected animals ( n  = 5).  F, G  The 

 mCherry -infected mice (injected with CNO or vehicle) signifi cantly 

discriminate the two frequency tones ( F :  n  = 5;  G :  n  = 8).  H  Experi-

mental scheme for the training and fear conditioning test of pattern 2. 

 I  Pharmacogenetic inhibition of pyramidal neurons expressed  hM4Di  
(injected with CNO) signifi cantly impairs auditory frequency dis-

crimination behavior ( n  = 6).  J  Vehicle injection does not infl uence 

the auditory frequency discrimination behavior of  hM4Di -infected 

animals ( n  = 9).  K, L  The mCherry-infected mice (injected with 

CNO or vehicle) signifi cantly discriminate the two frequency tones 

( K :  n  = 7;  L :  n  = 8). All data are shown as the mean ± SEM, N.S., 

no signifi cant diff erence, * P  <0.05, ** P  <0.01, *** P  <0.001, paired 

Student’s  t -test.  
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(Fig.  4 ). These results suggest that AAF pyramidal neurons 

play a key role in the modulation of frequency discrimina-

tion behavior. 

 The striatum is known to receive projections from the 

auditory cortex [ 24 ]. The projections from A1 to the stria-

tum have been shown to be prominently involved in reward-

motivated auditory discrimination tasks [ 13 ,  16 ,  17 ]. How-

ever, whether there are direct AAF–striatum projections and 

whether these projections regulate auditory frequency dis-

crimination has remained unclear. In the present study, the 

existence of direct AAF–striatum projections was confi rmed 

by using both anterograde and retrograde tracing methods 

(Fig.  5 ). Moreover, in the present study, pharmacogenetic 

inhibition of striatum-projecting pyramidal neurons in the 

AAF resulted in signifi cant attenuation of tone frequency 

discrimination behavior (Fig.  6 ), indicating that AAF–stria-

tum projections play a critical role in modulating auditory 

frequency discrimination. 

 In addition, other types of projections are also present 

in the corticostriatal pathway. Anatomical and physiologi-

cal studies have demonstrated that dorsal striatal neurons 

receive excitatory glutamate inputs from the auditory cortex, 

but also receive GABAergic projections from the auditory 

cortex in mice [ 12 ,  13 ]. However, the role of these GABAe-

rgic projections in auditory frequency discrimination is 

also unclear. Therefore, further studies will be required to 

uncover whether the GABAergic projections from the audi-

tory cortex to the striatum play a critical role in auditory 

frequency discrimination. 

 In conclusion, the results of the present study reveal 

that the activity of AAF pyramidal neurons is associated 

with auditory frequency discrimination and AAF–striatum 

projections are identifi ed as corticostriatal neural pathways 

involved in the process of auditory frequency discrimina-

tion. Our study may help to understand the precise neuronal 

circuits behind discrimination behavior. 
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healthy and subclinical groups, but not in the MDD group, 

while implicit reappraisal did not increase P3 across groups. 

These fi ndings suggest that implicit reappraisal is benefi cial 

for clinical depression. 

   Keywords     Depression    ·  Implicit emotion regulation    · 

 Reappraisal    ·  Late positive potential  

      Introduction 

 Depression is a common mental disorder characterized by 

diffi  culties in emotion regulation [ 1 – 3 ]. The onset of depres-

sion is often coupled with frequent use of emotion-focused 

rumination [ 4 – 10 ], reduced use of adaptive strategies for 

emotional down-regulation such as cognitive reappraisal [ 1 , 

 11 ], and frequent use of a maladaptive strategy that enhances 

negative thinking [ 7 ,  12 ]. In line with this evidence, it has 

been reported that depressed individuals are less able to 

reduce negative aff ect through instructed reappraisal than 

healthy controls [ 13 ,  14 ], and this corresponds to hypoactiv-

ity in prefrontal regions and hyperactivity in the amygdala 

[ 1 ,  15 ,  16 ]. 

 One important mechanism underlying this phenomenon is 

that depressive symptoms (e.g., sustained depressed mood) 

deplete cognitive resources, which consequently impair cog-

nitive functions including executive control, memory, and 

attention in depressive patients [ 17 – 22 ]. However, the inten-

tional use of adaptive strategies for emotional regulation, 

either initiation or maintenance of a strategy, entails top-

down cognitive control mechanisms and the consumption of 

cognitive resources [ 23 – 25 ], as shown by enhanced activa-

tion in the frontoparietal cognitive network [ 26 ]. Consistent 

with this inference, recent studies suggest that the reduced 

use of reappraisal in depressive patients can be explained, at 

                       Abstract     Major depressive disorder (MDD) is character-

ized by emotion dysregulation. Whether implicit emotion 

regulation can compensate for this defi cit remains unknown. 

In this study, we recruited 159 subjects who were healthy 

controls, had subclinical depression, or had MDD, and 

examined them under baseline, implicit, and explicit reap-

praisal conditions. Explicit reappraisal led to the most nega-

tive feelings and the largest parietal late positive potential 

(parietal LPP, an index of emotion intensity) in the MDD 

group compared to the other two groups; the group dif-

ference was absent under the other two conditions. MDD 

patients showed larger regulatory eff ects in the LPP during 

implicit than explicit reappraisal, whereas healthy controls 

showed a reversed pattern. Furthermore, the frontal P3, an 

index of voluntary cognitive control, showed larger ampli-

tudes in explicit reappraisal compared to baseline in the 
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least in part, by the fact that intentional strategy use drains 

their already limited cognitive resources [ 27 ]. The inability 

to regulate negative aff ect predisposes depressed individuals 

to sustained negative aff ect and diffi  culties in the experience 

of positive aff ect, which in turn exacerbate depressive symp-

toms [ 1 ]. Therefore, it is critical to seek an alternative, less 

resource-costly strategy for the rehabilitation of emotion-

regulatory function in depression. 

 In line with this theme, implicit emotion regulation 

(also called nonconscious or automatic emotion regulation) 

is a goal-driven change to one’s emotion without explicit 

instruction or deliberate control or even in the absence of a 

conscious decision [ 28 ]. Previous research has shown that, 

compared with explicit emotion regulation, implicit emotion 

regulation works for the reduction of negative emotion at 

little or no cost of cognitive resources [ 29 – 31 ]. According 

to previous electrophysiological fi ndings, implicit emotion 

regulation does not increase the amplitude of frontal P3 (an 

index of cognitive control) when participants down-regu-

late their negative emotions [ 32 ]. Similarly, neuroimaging 

evidence has shown that implicit emotion regulation can 

decrease the activation in the amygdala and insula while it 

does not increase the activation in the frontoparietal control 

network [ 26 ]. Given that depressive patients are character-

ized by self-depletion and the resultant defi cit in voluntary 

emotion regulation [ 27 ,  33 – 35 ], it is possible that implicit 

emotion regulation, an eff ortless, resource-saving process, is 

a more suitable strategy for depressive patients to realize the 

effi  cient regulation of depressive emotions. In previous stud-

ies, priming techniques have always been used to manipulate 

implicit regulatory processes [ 36 – 40 ]. For instance, Yuan  et 
al . primed acceptance strategy and found implicit emotion 

regulation reduced emotional experience without enhancing 

cognitive eff ort [ 41 ]. More relevant to the current study, a 

recent study on subclinical depression reported that implicit 

priming of distraction protected depressed individuals from 

positive aff ect reduction during frustration, while explicit 

distraction did not have this eff ect [ 34 ]. As the evidence con-

sistently shows that the implicit method of emotion regula-

tion can reduce negative emotions in healthy and subclinical 

depressive populations, it is possible that this approach also 

works in emotion regulation in clinical depression. However, 

no study has directly tested this possibility to date. 

 Using behavioral and event-related potential techniques, 

the current study aimed at exploring the intervention eff ects 

of implicit emotion regulation on clinical depression. Three 

groups of subjects were included, that is, patients diagnosed 

with major depressive disorder (MDD), participants with 

subclinical depression, and healthy control participants. The 

subclinical depression group was included to help depict the 

trajectory of how emotion-regulatory eff ects of explicit and 

implicit reappraisal vary as a function of depression severity. 

Self-reporting is one of the most-used tools with which to 

assess emotion, as it directly refl ects one’s currently-expe-

rienced emotions. However, there is evidence that the valid-

ity of self-reports is aff ected by the expectation of explicit 

instruction [ 42 – 44 ]. By contrast, event-related potentials 

(ERPs) are direct measures of brain activity and can be used 

as objective and sensitive indexes of the emotion regulation 

eff ect [ 45 ,  46 ]. Specifi cally, the late positive potential (LPP) 

in the parietal scalp region is a reliable measure indicat-

ing the emotional intensity and motivational salience of a 

stimulus [ 47 ,  48 ]. Previous studies have consistently shown 

that the down-regulation of negative emotion reduces the 

LPP amplitude [ 49 – 52 ]. Hence, our study applied two indi-

ces to measure emotion regulation eff ects: subjective rat-

ing and LPP amplitude. Meanwhile, the frontally-peaking 

late-positive component during an emotion-regulation task 

is accepted as an index of resource involvement in eff ortful 

control [ 53 – 55 ]. Voluntary inhibition of negative emotion 

 via  cognitive reappraisal or expressive suppression enhances 

the LPP amplitude, named either frontal-central P3 [ 56 ,  57 ] 

or frontal LPP [ 55 ,  57 ]. This control-related frontal com-

ponent is reported to be more pronounced during explicit 

 versus  implicit regulation of negative emotion [ 53 ]. There-

fore, in the current study, we were also interested in how the 

frontally-peaking late positive component varies across con-

ditions to clarify how cognitive-control processes involved 

in emotion regulation diff er with regulatory methods and 

depression severity. 

 We chose cognitive reappraisal as the target strategy as it 

is considered more reliable in emotion down-regulation than 

other strategies [ 58 ]. Also, reappraisal is a key component 

in depression-related cognitive therapies such as cognitive-

behavioral therapy and dialectical behavioral therapy [ 59 , 

 60 ]. Given the fact of insuffi  cient cognitive resources, we 

speculated that depressive patients may fi nd it diffi  cult to 

regulate unpleasant emotions  via  intentional reappraisal 

[ 27 ,  33 – 35 ]. Instead, due to the automatic, resource-saving 

characteristics of implicit emotion regulation, we assumed 

that depressive patients may benefi t from the use of implicit 

reappraisal in terms of emotion regulation. Exploration of 

this issue may provide a new avenue for the treatment of 

depression. 

    Materials and Methods 

   Participants 

 Sample size estimation is reported in the Supplementary 

Material (Part A). Patients were recruited from Beijing 

Huilongguan Hospital. They were diagnosed with a current 

major depressive episode according to the Diagnostic and 

Statistical Manual (DSM-IV) [ 61 ]. The diagnosis was based 

on a structured clinical interview for DSM-IV (SCID-I/P 
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W/PSY SCREEN) [ 62 ]. Exclusion criteria for patients were 

current or lifetime neurological disorders and any comorbid 

Axis I disorder. At the time of the experiment, all patients 

were either untreated with any antidepressant medication, 

or had undergone a wash-out period of at least two weeks. 

Subthreshold depression (SD) and control participants 

were recruited through advertisements in the community 

around Beijing Huilongguan Hospital. Exclusion criteria 

for these two groups were neurological disorders and any 

lifetime Axis I disorders according to the structured clini-

cal interview for DSM-IV Axis I Disorders, Non-Patient 

edition (SCID-I/NP) [ 63 ]. Both patients and SD subjects 

were additionally required to have a score of ≥14 on the 

Beck Depression Inventory Second Edition (BDI-II) [ 64 ], 

while controls should have a BDI-II score of <14. Written 

informed consent was obtained prior to the experiment. All 

procedures in this study were in accordance with the 1964 

Helsinki declaration and its later amendments or compara-

ble ethical standards. The study was approved by the Ethics 

Committee of Beijing Huilongguan Hospital (# 2020-0127). 

 Participants were required to complete four question-

naires on the day of the experiment: (1) the BDI-II, (2) the 

Trait form of Spielberger’s State-Trait Anxiety Inventory 

(STAI-T) [ 65 ], (3) the cognitive reappraisal dimension of 

Emotion Regulation Questionnaire (ERQ-R) [ 66 ], and (4) 

the reappraisal subscale of the Thought Control Question-

naire (TCQ-R) [ 67 ] (Table  1 ). Among them, the BDI-II con-

sists of 21 items ranging from 0 to 3, with a higher score 

indicating more depressive symptoms. The STAI-T consists 

of 20 items ranging from 1 to 4, with a higher score indicat-

ing a higher level of trait anxiety. The ERQ-R assesses 6 

items of the tendency to use a cognitive reappraisal strategy 

to regulate emotions, ranging from 1 (strongly disagree) to 7 

(strongly agree). The TCQ-R is a 6-item scale ranging from 

1 to 4, with a higher score indicating a greater extent of use 

of cognitive reappraisal to control thoughts.  

    Experimental Design and Procedure 

 The study had a 3 × 3 mixed design. The within-subject fac-

tor was the condition (baseline, implicit and explicit emotion 

regulation), and the between-subject factor was the group 

(control, SD, and depressed patient). 

 The experiment was conducted from 09:00 to 12:00 or 

15:00 to 21:00 and the experiment time was matched across 

the three groups. There were three blocks in the experiment 

(Fig.  1 A), whose order was fi xed (i.e., baseline fi rst, then the 

implicit, followed by the explicit condition) to ensure that 

the baseline condition was not disturbed by the other two 

emotion regulation blocks, and the implicit regulation block 

was not interfered with by the explicit emotion regulation 

instructions [ 49 ]. After the fi rst two blocks, instructions were 

given to participants to explicitly regulate their emotions 

using cognitive reappraisal. The three 10-min blocks were 

separated by two 5-min breaks, resulting in a task time of 40 

min. The potential infl uence of block order was examined 

in a separate experiment, which revealed a non-signifi cant 

order eff ect (Supplementary Material, part B).         

 In each block, participants performed a word-matching 

(40 trials per block) and a dot-counting task (50 trials per 

block). The word-matching task was designed to non-con-

sciously operate emotion regulation goals by priming reap-

praisal on outcome evaluation [ 32 ,  38 ,  40 ], while the dot-

counting task (rapid dot-counting combined with negative 

  Table 1       Demographic characteristics of the participants (mean and standard deviation)  

 BDI-II, Beck Depression Inventory Second Edition; STAI-T, Trait form of Spielberger’s State-Trait Anxiety Inventory; ERQ-R, the cognitive 

reappraisal dimension of the Emotion Regulation Questionnaire; TCQ-R, the reappraisal subscale of the Thought Control Questionnaire; HRSD, 

Hamilton Depression Rating Scale.  a  The χ 2  test was applied to categorical variables. Univariate analysis of variance was applied to continuous 

variables, with the group as the fi xed factor (Bonferroni correction). 

  Items    Control (C)    Subthreshold (SD)    Patient (P)    Statistics  a   

  Sample size    54    52    53     χ  2  
(2)  = 0.0,  P  = 0.981  

  Gender (male/female)    24/30    22/30    22/31     χ  2  
(2)  = 0.1,  P  = 0.951  

  Age (years)    29.0 (6.5)    28.7 (7.4)    30.8 (6.4)     F  (2, 156)  = 1.5,  P  = 0.218  

  Handedness (right/left)    54/0    52/0    53/0    

  Education (years)    17.5 (4.2)    16.6 (3.0)    16.2 (2.8)     F  (2, 156)  = 2.1,  P  = 0.126  

  BDI-II    2.2 (2.0)    20.0 (5.2)    26.3 (7.8)     F  (2, 156)  = 273.4,  P  <0.001, C < SD < P  

  STAI-T    35.5 (6.5)    53.1 (6.6)    61.4 (7.2)     F  (2, 156)  = 205.9,  P  <0.001, C < SD < P  

  ERQ-R    30.0 (4.7)    26.4 (5.8)    25.4 (5.6)     F  (2, 156)  = 11.1,  P  <0.001, C > SD/P  

  TCQ-R    15.3 (3.3)    13.8 (3.5)    12.3 (3.3)     F  (2, 156)  = 10.3,  P  <0.001, C > P  

  HRSD        21.3 (5.7)    

  Age at onset (years)        29.1 (10.1)    

  Duration of illness (months)        18.3 (22.2)    

  Number of episodes        0.3 (0.8)    
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feedback) was designed to induce depressive emotions in 

participants [ 34 ,  37 ]. These two tasks were split into four 

alternately-presented mini-tasks to ensure the eff ect of prim-

ing (Fig.  1 B). 

 In each trial of word-matching, participants chose one out 

of two optional words and matched its meaning to that of the 

target word. In the implicit regulation block, the target word 

and one of the optional words were reappraisal-related items, 

whereas, in the baseline and explicit regulation blocks, all 

three words were items unrelated to emotion-regulation. It 

was hypothesized that the process of matching two reap-

praisal-related words could activate the goal of regulating 

the subsequent emotional response through cognitive reap-

praisal, while matching two words unrelated to emotion-

regulation did not infl uence emotion regulation. 

 In each trial of dot counting (Fig.  1 C), a picture contain-

ing randomly-distributed dots was present for 400 ms, and 

participants were required to judge, within 3 s, whether the 

number of dots matched a given number presented on the 

right side of these dots. Then the outcome feedback was 

presented for 3 s, indicating correct (a green tick) or incor-

rect responses (a red cross). The outcome feedback was 

pseudo-randomly produced by the program, including 36 

incorrect outcomes (valid trials) and 14 correct ones (fi llers) 

in each block. Furthermore, subjects were also required, in 

the baseline and implicit reappraisal conditions, to pay close 

attention to the feedback and experience emotion naturally. 

In the explicit feedback, subjects were required to reinter-

pret the meanings of the negative feedback to down-regulate 

unpleasant emotions, such as “the picture duration and time 

of answering are both too short, and other people may not 

answer correctly as well”. To ensure that all participants 

understood and could follow the instructions without diffi  -

culty, they were given enough time to practice reappraising 

the sample pictures. Also, they were required to explain the 

explicit instructions before the explicit block. Experimenters 

reviewed the verbal response of each participant to ensure 

that they implemented an intended process of cognitive 

reappraisal. 

 Lastly, the “emotion rating” requirement was presented in 

every 10 trials following feedback, during which participants 

reported their emotions on a 1–9-point scale (1 denotes most 

unpleasant and 9 denotes most pleasant feelings) by clicking 

the mouse. There were 5 emotion rating requirements per 

block, of which 4 followed incorrect (valid) and 1 followed 

correct feedback (the fi ller). 

 A brief interview was conducted after the task to fi nd out 

how participants felt when they received negative feedback. 

As a result, 92% (145/159) of participants reported they felt 

regretful or sad, and the other 8% of participants mentioned 

that they felt angry besides regretful/sad. 

 Electroencephalogram (EEG) and emotion rating data 

were collected during the dot-counting task. We used 20 

reappraisal and 70 neutral idioms/phrases in the word-

matching task [ 32 ,  38 ,  40 ]. The reappraisal items had mean-

ings highly related to cognitive reappraisal, while the neutral 

items did not imply emotion regulation including cognitive 

reappraisal (Part C of Supplementary Material). 

    EEG Recording and Analysis 

 Brain electrical activity was recorded by a 32-channel wire-

less amplifi er with a sampling frequency of 250 Hz (NeuSen.

W32, Neuracle, Changzhou, China). Data were recorded 

on-line referentially against the left mastoid and off -line re-

referenced to the average of the left and right mastoids. The 

recorded data were then fi ltered off -line (0.01–20 Hz) and 

segmented beginning 200 ms prior to outcome presentation 

  Fig. 1       Experimental procedures.  A  Flowchart of the experiment. The 

order of the three blocks is fi xed to ensure that the baseline condi-

tion is not disturbed by the other two emotion regulation blocks, and 

that the implicit regulation block is not interfered with by the explicit 

emotion regulation instructions.  B  Task order in each block.  C  An 

exemplar trial containing negative feedback in the dot-counting task. 

The requirement of emotion rating appears every 10 trials and partici-

pants report their emotions on a scale of 1–9. RT, response time.  
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and lasting for 3.5 s. Epochs were baseline-corrected (−200 

to 0 ms) followed by averaging in each condition. 

 This study focused on the frontal P3 and parietal LPP 

components. The frontal P3 was measured as the average 

amplitude across the electrode sites at and around FCz (FC1, 

FC2, Fz, F3, and F4). An  a priori  time window for the P3 

amplitude (300–600 ms after outcome onset) was chosen 

according to previous literature [ 68 ,  69 ]. The parietal LPP 

was measured as the average amplitude across the elec-

trode sites at and around Pz (P3, P4, Pz, CP1, and CP2). 

An  a priori  time window for the LPP amplitude was chosen 

according to previous literature [ 49 ,  51 ,  70 ]. This window 

began at the end of the typical P3 time window and lasted for 

the entire emotional regulation period (500–3000 ms after 

outcome onset). 

     Results 

 Subjective ratings of emotional feelings and the event-

related potential (ERP) amplitudes were analyzed only in 

“incorrect” trials. A full report of results is in Supplemen-

tary Material Part D. Here we only report the most important 

fi ndings. 

   Emotion Rating 

 Repeated-measures analyses of variances (ANOVA, Green-

house-Geisser-corrected) revealed signifi cant main eff ects of 

the group [ F  (2, 156)  = 11.6,  P  <0.001,   𝜂2
p
    = 0.129; patient < 

control/SD] and condition [ F  (2, 312)  = 297.2,  P  <0.001,   𝜂2
p
    = 

0.656; explicit > implicit > baseline] and signifi cant interac-

tion of condition × group [ F  (4, 312)  = 26.5,  P  <0.001,   𝜂2
p
    = 

0.253; Fig.  2 A]. Simple eff ect analysis (Bonferroni method) 

revealed that the emotion rating diff ered across groups in the 

explicit regulation condition [ F  (2, 156)  = 54.1,  P  <0.001,   𝜂2
p
    = 

0.410; patient < SD < control, all pairwise  P  <0.001]. How-

ever, the emotion rating did not show a signifi cant diff erence 

across groups in the baseline [ F  (2, 156)  = 0.6,  P  = 0.544,   𝜂2
p
    

= 0.008] and implicit regulation conditions [ F  (2, 156)  = 1.6, 

 P  = 0.205,   𝜂2
p
    = 0.020]. Alternatively, we also examined the 

interaction by testing the condition eff ect in diff erent groups 

(Fig.  2 B; see Supplementary Materials).         

    Parietal LPP Amplitude 

 ANOVA tests showed significant main effects of group 

[ F  (2, 156)  = 4.3,  P  = 0.015,   𝜂2
p
    = 0.052; patient > control] and 

condition [ F  (2, 312)  = 85.3,  P  <0.001,   𝜂2
p
    = 0.353; baseline > 

implicit/explicit] and signifi cant interaction of condition × 

group [ F  (4, 312)  = 13.6,  P  <0.001,   𝜂2
p
    = 0.148; Fig.  3 A]. Sim-

ple eff ect analysis reveals that the LPP amplitudes diff ered 

across groups in the explicit regulation condition [ F  (2, 156)  = 

16.0,  P  <0.001,   𝜂2
p
    = 0.170; patient > SD/control, pairwise 

 P  <0.001]. However, the LPP amplitudes did not show a 

signifi cant diff erence across groups in the baseline [ F  (2, 156)  

= 1.5,  P  = 0.230,   𝜂2
p
    = 0.019] and implicit regulation condi-

tions [ F  (2, 156)  = 0.1,  P  = 0.942,   𝜂2
p
    = 0.001]. Alternatively, 

we also examined the interaction by testing the condition 

eff ect in diff erent groups, which indicated that while the 

healthy group achieved the best emotion regulation eff ect 

by explicit reappraisal, the patients had an optimal regula-

tory eff ect by implicit reappraisal (Fig.  3 B).         

    Frontal P3 Amplitude 

 ANOVA tests revealed signifi cant main eff ect of condition 

[ F  (2, 312)  = 19.0,  P  <0.001,   𝜂2
p
    = 0.108; explicit > baseline/

implicit] and interaction of condition × group [ F  (4, 312)  = 

7.2,  P  <0.001,   𝜂2
p
    = 0.085; Fig.  4 A]. Simple eff ect analysis 

revealed that the P3 amplitudes diff ered across groups in the 

  Fig. 2       Subjective emotion ratings.  A  Emotion ratings compared 

between groups.  B  Emotion ratings within each group. SD, sub-

threshold depression; implicit, implicit reappraisal; explicit, explicit 

reappraisal. Error bars, 2× SEM. *** P  <0.001; n.s., no signifi cant 

diff erence, Repeated-measures ANOVA tests were applied to the sub-

jective rating, and Greenhouse-Geisser correction for the ANOVA 

tests was used whenever appropriate ( n  = 159).  
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explicit regulation condition [ F  (2, 156)  = 4.8,  P  = 0.009,   𝜂2
p
    = 

0.058; patient < control/SD]. However, the P3 amplitudes 

did not show a signifi cant diff erence across groups in the 

baseline [ F  (2, 156)  = 0.3,  P  = 0.757,   𝜂2
p
    = 0.004] and implicit 

regulation conditions [ F  (2, 156)  = 0.0,  P  = 0.943,   𝜂2
p
    = 0.001]. 

Alternatively, we also examined the interaction by testing 

the condition eff ect in diff erent groups, which suggested 

that the explicit regulation-related enhancement of frontal 

P3 amplitudes in the control and SD groups was absent in 

the patients (Fig.  4 B).         

    Correlations 

 Frontal P3 amplitudes were negatively correlated with 

parietal LPP amplitudes during explicit reappraisal ( r  
= −0.226) but not under baseline or implicit conditions. 

While emotional ratings negatively predict LPP amplitudes 

under implicit and baseline conditions, they had limited or 

no predictive ability for the LPP amplitudes during explicit 

regulation in depressed individuals (Table  2 ). The emotion 

ratings in the explicit regulation condition were negatively 

correlated with BDI-II ( r  = −0.565) and STAI-T scores ( r  = 

−0.392), but positively correlated with ERQ-R ( r  = 0.280) 

and TCQ-R scores ( r  = 0.294). The LPP amplitudes in the 

explicit regulation condition were positively correlated with 

the BDI-II scores ( r  = 0.248). See Supplementary Material 

for details.  

     Discussion 

 Impaired emotion regulation plays a pivotal role in the devel-

opment and maintenance of depressive disorders [ 1 ,  11 ]. 

To explore methods that may compensate for the emotion-

regulatory defi cits in depression, we compared the emotion 

regulation eff ects between explicit and implicit reappraisal 

in healthy, subclinical depression, and MDD populations. 

The results showed depressive patients had a better emotion 

regulation eff ect  via  implicit relative to explicit reappraisal, 

as shown by the LPP amplitudes in brain potentials, indi-

cating the implicit form of reappraisal is more eff ective for 

depressive patients to achieve desirable emotion regulation. 

 Previous studies have shown that explicit reappraisal of 

negative events can eff ectively reduce emotion intensity [ 58 , 

 71 – 73 ]. Consistent with these fi ndings, our results demon-

strated that, upon negative feedback, explicit reappraisal 

produced more positive emotion ratings and reduced LPP 

amplitudes compared to the baseline condition across the 

three groups. However, the utility of explicit reappraisal in 

regulating negative emotion showed a downward change 

depending on the severity of depression. This pattern was 

  Fig. 3       The parietal late positive 

potential (LPP).  A  Ampli-

tudes of the LPP compared 

between groups.  B  Waveforms, 

topographies, and amplitudes 

of the LPP within each group. 

ERP waveforms  a re averaged 

across electrodes Pz, P3, P4, 

CP1, and CP2 (white trapezoid). 

ERP topographies are aver-

aged across a time window of 

500–3000 ms after outcome 

onset. Error bars, 2× SEM. ** P  
<0.01, *** P  <0.001; n.s., no 

signifi cant diff erence. Repeated-

measures ANOVA tests were 

applied to the parietal LPP, and 

Greenhouse-Geisser correction 

for the ANOVA tests was used 

whenever appropriate ( n  = 159).  
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also evident in the correlations showing the higher the BDI 

scores, the larger the LPP amplitudes and more negative the 

emotion rating specifi c to explicit regulation. These results 

are in line with earlier fi ndings that cognitive and behavio-

ral correlates of depression do not change qualitatively but 

diff er quantitatively along a continuum of mild, moderate, 

and severe depression [ 74 ,  75 ]. Also, these results are sup-

ported by prior reports that depressed patients have defi cits 

in emotion regulation through the explicit use of regulatory 

strategies [ 1 ,  11 ,  15 ]. 

 Many studies have established that explicit emotion 

regulation relies on a top-down cognitive control mecha-

nism, which entails a substantial involvement of cognitive 

resources [ 23 – 25 ]. However, depressed patients are known 

for the depletion of cognitive resources by depressive 

symptoms and then for impaired cognitive functions [ 17 – 20 , 

 76 ,  77 ]. In addition, several functional magnetic resonance 

imaging (fMRI) studies and meta-analyses have consistently 

shown that depressed individuals have reduced activation 

of cognitive-control-related brain regions, resulting in an 

enhanced amygdala response during explicit reappraisal [ 1 , 

 2 ,  15 ,  16 ,  78 ]. Consistent with these fi ndings, our analysis of 

frontal P3, a component considered to tap into the cognitive 

control process in emotion regulation [ 55 ,  56 ], showed larger 

amplitudes in explicit compared to the other two conditions 

in healthy control and subthreshold groups but not in MDD 

patients, which confi rms the defi cits of cognitive control in 

depression as reported by prior studies [ 17 – 22 ]. The role 

of the cognitive control defi cit in the patients’ reappraisal 

diffi  culty was further supported by our fi nding of a negative 

  Fig. 4       The frontal P3.  A  
Amplitudes of the P3, compared 

between groups.  B  Waveforms, 

topographies, and amplitudes of 

the P3 within each group. ERP 

waveforms are averaged across 

electrodes FCz, FC1, FC2, Fz, 

F3, and F4 (white trapezoid). 

ERP topographies are averaged 

across a time window of 300–

600 ms after outcome onset. 

Error bars, 2× SEM. * P  <0.05, 

** P  <0.01, *** P  <0.001. 

Repeated-measures ANOVA 

tests were applied to the frontal 

P3, and Greenhouse-Geisser 

correction for the ANOVA tests 

was used whenever appropriate 

( n  = 159).  

  Table 2       Correlation statistics 

between LPP amplitudes and 

subjective ratings  

  a    Corrected using the Holm’s stepwise method. 

  Condition    Control ( n  = 54)    Subthreshold ( n  = 52)    Patient ( n  = 53)  

   r      P      P  cor   
a      r      P      P  cor   

a      r      P      P  cor   
a   

  Baseline    −0.501    <0.001    <0.001    −0.496    <0.001    0.001    −0.492    <0.001    <0.001  

  Implicit    −0.456    0.001    0.002    −0.523    <0.001    <0.001    −0.501    0.001    <0.001  

  Explicit    −0.358    0.008    0.024    −0.180    0.201      −0.104    0.459    
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correlation between frontal P3 and parietal LPP amplitudes 

specifi c to the explicit reappraisal condition. 

 Unlike explicit emotion regulation, we found a stable 

emotion-regulatory eff ect of implicit reappraisal in LPPs and 

emotion ratings across the healthy control, subclinical, and 

patient groups. Many studies have shown that implicit regu-

lation of negative emotion is achieved with little involvement 

of cognitive control resources [ 29 – 31 ,  79 ]. Once primed, 

implicit emotion regulation occurs and functions automati-

cally during the presentation of emotional events, without 

the need for eff ortful control [ 26 ]. Several fMRI studies have 

demonstrated that implicit emotion regulation eff ectively 

reduces amygdala activation without increased activity in 

the frontoparietal cognitive control regions [ 26 ,  79 ]. Consist-

ent with these fi ndings, in the current study we did not show 

any diff erences between implicit and baseline conditions in 

frontal P3 amplitudes. Little requirement of eff ortful control 

most likely explains our fi nding that implicit reappraisal sig-

nifi cantly reduced subjective emotion and LPP amplitudes, 

unaff ected by the symptoms of depression across the three 

groups. 

 It is worth noting that the optimal regulatory method var-

ied signifi cantly with the level of depression, in that explicit 

emotion regulation generated the largest regulatory eff ect 

in the controls but implicit emotion regulation produced the 

largest regulatory eff ect in the patients. One explanation is 

that, unlike depression, controls have intact cognitive control 

functions for explicit emotion regulation. Indeed, quite a few 

studies have shown that healthy people tend to use cognitive 

reappraisal preferentially for the regulation of negative emo-

tions elicited by daily-life stimuli [ 54 ,  80 ]. By contrast, due 

to cognitive resource depletion, patients are unable to use 

explicit cognitive reappraisal to eff ectively regulate negative 

emotions [ 1 ,  76 ,  77 ]. However, implicit emotion regulation 

has the advantage that it does not require the online mobi-

lization of cognitive resources to achieve the goal of emo-

tion regulation [ 29 – 31 ]. More relevant to the current work, a 

recent study demonstrated that implicit priming of attention 

distraction is more effi  cient than explicit attention distraction 

in regulating frustration-induced emotion in depressed, but 

not healthy, individuals [ 34 ]. Consistent with these studies, 

our results revealed that implicit reappraisal is more eff ec-

tive for reducing negative emotion in depressed patients than 

explicit reappraisal as indicated by the LPP amplitudes. 

 It should be noted that the emotion-regulation eff ects 

were inconsistent between emotion ratings and LPP ampli-

tudes in the subclinical and patient groups. Specifi cally, we 

found a lower negative emotion rating for explicit compared 

to implicit conditions, but the two conditions produced a 

similar emotion regulation eff ect in LPP amplitudes, in the 

subclinical group. Meanwhile, the patients showed a similar 

emotion rating during explicit and implicit regulation (both 

less negative than baseline), but they exhibited signifi cantly 

smaller LPP amplitudes during implicit than explicit reap-

praisal. Participants received explicit instructions of reap-

praisal to reduce negative emotion upon negative feedback 

in the explicit but not the implicit condition. Therefore, 

emotion ratings in the explicit regulation condition may be 

susceptible to social desirability or self-anticipation that 

is absent during the implicit condition [ 42 – 44 ]. Consist-

ent with this inference, the patient and subclinical groups 

showed signifi cant correlations between LPP amplitudes and 

emotion ratings in the baseline and implicit conditions but 

not in the explicit condition (Table  2 ). Therefore, the elec-

trophysiological index of LPP amplitudes can be considered 

a more reliable, objective indicator of emotion regulation 

eff ects than the emotion ratings. 

 Finally, it is notable that, in the current study we manipu-

lated a dot counting task with negative feedback to induce 

negative emotions because this scenario simulated well real 

frustration in daily life [ 37 ] so as to enhance the ecological 

validity of this study. Unlike our manipulation, many previ-

ous studies assessed the eff ect of implicit emotion regulation 

using other stimulus types (e.g., aff ective pictures and fi lm 

clips) to induce negative emotions such as anger and sadness 

in participants [ 39 ,  81 ]. Both these studies and the current 

one consistently demonstrated that various unpleasant feel-

ings can be ameliorated by implicit emotion regulation. 

 To sum up, in this study we revealed that, compared 

with healthy subjects, depressed individuals have impaired 

emotion regulation through explicit reappraisal, and this 

impairment increases with the severity of depression. More 

importantly, we further revealed that the implicit form of 

emotion regulation is reliable and independent of depressive 

symptoms. This has important clinical implications for the 

cognitive intervention in depression through implicit emo-

tion-regulation methods, considering the high rate of drop-

out when a traditional, explicit form of cognitive-behavior 

therapy is used [ 82 ,  83 ]. However, these conclusions are 

primarily based on the measurement of LPP amplitudes 

evoked by immediate frustrating feedback. Also, we used 

single-session, short-term priming to establish implicit 

emotion regulation. Therefore, how to translate the current 

fi nding into a long-term, sustainable eff ect of depression 

intervention needs to be explored in future studies, probably 

by establishing multiple-session protocols. 
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                           Dear Editor, 

 The brain experiences ongoing changes across diff erent 

ages to support brain development and functional reorgani-

zation. During the span of adulthood, although the brain 

has matured from a neurobiological perspective, it is still 

continuously shaped by external factors such as living habit, 

family setting, socioeconomic status, and working environ-

ment [ 1 ]. In contrast to chronological age (CA), brain (or 

biological) age (BA) is conceptualized as an important index 

for characterizing the aging process and neuropsychological 

state, as well as individual cognitive performance. Growing 

evidence indicates that BA can be assessed by neuroimaging 

techniques, including MRIs [ 2 ]. Due to their short collection 

time, stable image features, and (usual) availability during 

clinical diagnosis, T1-weighted MRIs are considered the fi rst 

choice for estimating BA, with structural features including 

local/global volumes of gray matter (GM) and white matter 

(WM), geometrical characteristics of the cerebral cortex, 

and distinctions between GM and WM at the boundary [ 3 ]. 

 There are two elusive questions in T1-weighted MRI-

based BA prediction. The fi rst question is how to improve 

prediction accuracy and retain fewer parameters. At present, 

research is either limited by relatively poor accuracy [ 4 ] or 

by incomplete age-span datasets. So deep learning and lifes-

pan datasets are gradually becoming popular in this fi eld. A 

clear drawback of current deep learning methodologies is 

that they are less concerned with model scale and number 

of parameters. Recent application of a global-local trans-

former to BA estimation achieved a mean absolute error 

(MAE) of 2.70 for 8379 subjects (age range 0–97 years), 

but the number of parameters reached 20.41 million [ 5 ]. Too 

many parameters mean a greater computing burden, lower 

training effi  ciency, weaker generalization performance, and 

considerable memory occupation, making the model less 

device-friendly. The second question is how to understand 

the neurobiological principles in age prediction. Although   Nianming Zuo and Tianyu Hu contributed equally to this work.  
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both structural and functional diff erences between male and 

female brains are increasingly reported and manifest in the 

aging trajectory [ 6 ] as characterized by MRI T1 images, 

whether there are gender and age eff ects of brain regions on 

age prediction remains less examined. 

 In this study, we propose an eff ective and lightweight 

age prediction model using structural MRI and deep learn-

ing, which improves accuracy and achieves an MAE of 

3.24 years for a multi-site dataset (18–89 years) with 2.22 

million parameters. The whole network structure is shown 

in Fig.  1 . The feature extractor named Fork-SE was inspired 

by RepVGG [ 7 ], given its excellent performance in two-

dimensional image tasks. Here, RepVGG was modifi ed by 

replacing the convolutional blocks with three-dimensional 

versions and by adding squeeze-and-excitation (SE) blocks. 

The output of the feature extractor is called the feature vec-

tor. The classifi er contains a dense neural network layer and 

softmax function. The aim of the softmax function is to out-

put a vector of probabilities representing the samples falling 

into bins of diff erent ages. Therefore, for each sample, the 

probability vector and soft label can be used to compute 

Kullback–Leibler divergence loss. The soft label is the result 

of label smoothing, which means converting the chronologi-

cal age label to a normal distribution with the mean equal 

to the scalar value. Using label smoothing, the BA predic-

tion problem is transformed into a classifi cation problem 

instead of a regression problem, which improves perfor-

mance. Using label smoothing reduces the search space and 

guarantees the stability of the convergence, thus reducing 

the number of parameters required to achieve competitive 

accuracy.         

 In addition to the supervised learning paradigm 

described above, the metric learning paradigm was also 

  Fig. 1       Network structure of the brain age prediction model proposed in this study.  
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introduced into the model. See Supplementary Material 

for calculation details. 

 A multi-site dataset was used to evaluate the proposed 

algorithm. It consists of T1-weighted MRI data from 

2007 usable participants (after removing unqualifi ed data, 

including degraded images and those with excessive head 

motion) with an age range of 18–89 years. The Cam-CAN 

(Cambridge Centre for Ageing and Neuroscience) data-

set [ 8 ], containing fl uid intelligence records, was used 

for further analysis of cognitive ability. The prediction 

error (discrepancy between BA and CA) was estimated to 

determine its relationship with behavioral performance, 

i.e. fl uid intelligence (abbreviated gF). In the Cam-CAN 

dataset, gF was assessed by the Cattell test, which con-

tains four subtests of non-verbal puzzles involving series 

completion, classifi cation, matrices, and conditions. Those 

participants scoring < 12 were designated as non-engaging 

and were thus removed (as suggested in the Cam-CAN 

data package). Therefore, 603 out of the 620 participants 

had valid gF records, where age = 52.72 ± 18.19 years and 

gF score = 32.35 ± 6.59. 

 To demonstrate the eff ectiveness of the proposed model, a 

model ensemble was used. For each model, parameters were 

optimized based on the training set in the training phase. 

After each training epoch, the accuracy of the model evalu-

ation set was recorded, while model hyperparameters were 

manually changed by restoring from a training checkpoint. 

When the accuracy of the previous model evaluation set 

could not be improved, a random seed was re-initialized to 

start training the next model. The above steps were repeated 

with GM and WM volumes as inputs to obtain fi ve models 

based on GM volumes and fi ve models based on WM vol-

umes. Using a model ensemble, the testing set results of 

the 10 models were averaged. Results based on the multi-

site dataset showed that the MAE for age prediction was 

3.24 years  via  model ensemble (Fig.  2 A, B and Table S2).         

 Furthermore, the prediction error (CA–BA) was signifi -

cantly correlated with gF ( r  = − 0.31,  P  < 0.001). A histo-

gram of age residual is shown in Fig. S2. These results are in 

accordance with existing research that higher estimated age 

signifi es greater cognitive processing effi  ciency [ 9 ], but they 

are not consistent with other studies. Thus, further investiga-

tions are needed. In addition, the prediction error should not 

be exclusively considered as an error caused by the age pre-

diction model or system noise, but also should not be viewed 

as a biomarker of psychiatric disorders, a characterization of 

individual cognitive capability [ 9 ], or an indicator of neu-

rodevelopmental health. Interestingly, moderation analysis 

(See Supplemental Materials) shows that prediction error 

is signifi cantly correlated with gF, and this relationship is 

mainly from the infl uence of age prediction error at diff erent 

age groups (because age itself is signifi cantly correlated with 

gF; refer to Fig. S1). 

 Because the GM is the primary area for the execution of 

brain functions, we then focused on GM diff erences in dif-

ferent sex and age cohorts. For this, a model fully retrained 

on GM was constructed. A comparison of related GM-based 

models can be found in Table S3. Gradient-weighted Class 

Activation Mapping (Grad-CAM) [ 10 ] was used to obtain 

contribution maps of all samples from the constructed model 

above. Grad-CAM uses gradient backpropagation of the cor-

rect category as the weight to sum feature maps. To obtain 

more accurate voxel-level contributions, Grad-CAM was 

applied to the output of the fi rst convolutional layer of the 

model (i.e., before the fi rst SE block in Fig.  1 ). 

 The average contribution map of each GM region to the 

whole adult lifespan was obtained by averaging the contribu-

tion maps of all samples (Fig.  2 C). The main contribution 

areas included the caudate nucleus, the edge of the orbito-

frontal cortex, the lower part of the inferior temporal gyrus 

(ITG), part of the thalamus, and other cortical edges such 

as the insula. Throughout the adult lifespan, the entire brain 

region broadly contributed to age prediction (Figs.  2 C and 

S4), whereas cortical areas with broad contributions to pre-

diction were mainly areas of the ITG. Previous studies have 

shown that GM changes in these regions are relatively large 

[ 11 ]. Furthermore, we also identifi ed the caudate nucleus, 

thalamus, and insula as important contributing regions. 

 To determine whether sex contributes to diff erences in 

brain development and aging, contributions to age prediction 

were examined separately by sex. The results of correla-

tion maps are shown in Fig.  2 D. Then, in the statistical test 

results of the comparison between them are shown in Fig. 

S3, age-related changes in GM were more stable in males 

than in females. Previous research has suggested that males 

exhibit more robust whole brain and parallel basal ganglia 

declines relative to females [ 12 ], which supports our fi nd-

ings. In addition, studies have shown that GM growth is 

signifi cantly greater in females than in males [ 11 ], which is 

consistent with the conclusions drawn in this study. Thus, 

sex diff erences in the brain may result from compensatory 

mechanisms aimed at maintaining similar intellectual capac-

ities across the sexes [ 13 ]. 

 Given the heterogeneous patterns of correlations at diff er-

ent ages [ 14 ], we divided the 18–89-year age span into three 

subgroups (young: 18–39 years, middle-age: 44–61 years, 

and old: 69–89 years) for analysis of the predicted contribut-

ing regions (Fig.  2 E). The results showed that contributing 

areas in the cortex gradually expanded with age, perhaps 

refl ecting a decrease in age-related cortical volume [ 14 ]. In 

addition, the correlation between age and contributions to 

age prediction in the diff erent groups showed that the eff ect 

of age-related changes in the whole brain GM was signifi -

cantly greater in the middle-aged group than in the young 

and old groups (Fig. S5), which is intuitively consistent with 
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the inverted U-shaped curve characterizing GM volume and 

age in multiple areas [ 14 ]. 

 In summary, we propose a deep learning model that 

combines supervised and metric learning paradigms for BA 

prediction, extracting multi-level brain image information 

through a multi-branch structure and focusing on key areas 

through an adaptive attention mechanism, which achieves 

high precision. We also determined that a higher estimated 

BA refl ects a higher gF. We found that many regions in the 

brain contribute to age prediction, notably the thalamus, 

  Fig. 2        A ,  B  The mean average error for prediction accuracy is 

3.24 years.  C  Regions showing the greatest contributions include the 

caudate nucleus, orbitofrontal cortex, inferior temporal gyrus, thala-

mus, and insular cortex (z in mm).  D  Correlation maps of contribu-

tions at each voxel with age in male and female samples, indicating 

that age-related changes in GM are more stable in males than in 

females (z in mm).  E  Regional contributions to age predictions in the 

three subgroups: young (18–39 years), middle-aged (44–61 years), 

and old (69–89 years).  
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insula, and caudate nucleus. Age-related regional contribu-

tions of GM showed an initial increasing trend in young-

to-middle-aged groups, then a decline from the middle-

aged-to-old groups. In addition, changes in GM were more 

stable with age in males than in females. This study is a cor-

rected version of a retracted manuscript. Future work should 

include additional samples, larger spans, and more balanced 

data to test the validity of the model. 

 The T1-weighted image is usually the fi rst choice for MRI 

scans in clinical diagnosis, so T1-based studies of clinical 

prediction receive more attention in the literature, and multi-

modal MRI only provides limited enhancement of prediction 

accuracy, according to a comprehensive comparison study 

[ 3 ]. The primary anatomical characteristics of brain tissue 

are extensively used, including the volumes and distinctions 

between GM and WM. In order to introduce a model that is 

intuitive and imposes less of a computing burden for clini-

cal application, we did not use more advanced geometrical 

characteristics of the cortex, such as cortical gyrifi cation and 

complexities, and our results demonstrate better prediction 

accuracy than reports using datasets of similar size and age 

range as in this study. The proposed Fork-SE-based predic-

tion model can be readily extended to larger datasets because 

the parameters for prediction are entirely determined by the 

training model (Fig.  1 ). It should be noted that the current 

fi ndings are based on a cross-sectional dataset and should be 

further validated using multi-site and longitudinal datasets. 
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                          Dear Editor,  

 The ion channel transient receptor potential melastatin-like 

7 (TRPM7) has a serine-threonine α-kinase domain (M7CK) 

on its intracellular C-terminal [ 1 ,  2 ]. In cell lines, M7CK is 

cleaved and translocated to the nucleus to regulate a variety 

of cellular processes including cell proliferation and survival 

[ 3 ]. In neuroblastoma cells, M7CK interacts with several 

cytoskeleton-regulating proteins including cofi lin [ 4 ]. In the 

mammalian brain, M7CK regulates synaptic density, plastic-

ity, and learning and memory. Evidence suggests that M7CK 

protects synaptic and cognitive functions by interacting 

with, and phosphorylating (inhibiting), cofi lin in the brain 

[ 5 ]. It remains unclear how M7CK regulates cofi lin activ-

ity and whether such regulation might result in changes in 

actin fi laments (F-actin) in neural systems. Ras-related C3 

botulinum toxin substrate 1 (Rac1) signaling is a key regu-

lator of cytoskeleton dynamics. Rac1-PAK1 (P21 activated 

kinase 1)-LIMK1 (LIM domain kinase 1) signaling protects 

synapse structure/remodeling/plasticity by phosphorylating 

cofi lin, an actin depolymerization factor [ 6 ,  7 ]. Here, we 

found that M7CK is a key member of a novel protein com-

plex composed of Rac1-M7CK-SSH2 (protein phosphatase 

slingshot homolog 2)-cofi lin that regulates cofi lin activity 

and dendritic F-actin in the mouse nervous system. 

 We generated transgenic mice with brain-specifi c dele-

tion of TRPM7 in CaMKIIα-positive glutamatergic neurons 

( CaMKII-T7   −/−  ). By crossing  CaMKII-T7   −/−   mice with  Ai3  
mice (a Cre-reporter strain, Fig. S1A) and by using immu-

nostaining of TRPM7 using a commercially-available anti-

body targeting the ion channel part of TRPM7 (see Supple-

mentary Materials and Methods and Fig. S1B for antibody 

validation), we confi rmed that TRPM7 was knocked out 

in the majority of the glutamatergic neurons (recombina-

tion effi  ciency ~91.5%, Fig. S1A). As a result, quantitative 

Western blot analysis of TRPM7 protein in homogenized 

brain tissue using the same antibody showed that the protein 

was reduced by ~55% in  CaMKII-T7   −/−   mice (two-tailed 

unpaired  t -test,  t  (10)  = 5.113,  P  <0.001, Fig.  1 A, B), which 

is in line with our previous results [ 5 ]. A polyclonal antibody 

targeting the kinase domain of TRPM7 (amino-acid residues 

1300–1539 of mouse TRPM7) was generated (anti-M7CK 

antibody, see Supplementary Materials and Methods) and 

validated (Fig. S1C). Using this antibody, we confi rmed that 

M7CK was also signifi cantly reduced in  CaMKII-T7   −/−   mice 

(two-tailed unpaired  t -test, Welch-corrected  t  (5.24)  = 2.689,  P  
= 0.041, Fig.  1 A, C). Furthermore, we used the co-detected 

full-length TRPM7 by anti-M7CK antibody to calculate the 

M7CK/TRPM7 ratio in  Trpm7   fl ox/fl ox   and  CaMKII-T7   −/−   mice 

in order to check if TRPM7 conditional knockout in gluta-

matergic neurons infl uenced the cleavage rate of M7CK in 

the brain. We found no signifi cant diff erences between  Trp-
m7   fl ox/fl ox   and  CaMKII-T7   −/−   mice (two-tailed unpaired  t -test, 

 t  (10)  = 0.1522,  P  = 0.882 ,  Fig.  1 A, D). Deletion of TRPM7 

reduces cofi lin phosphorylation by ~80% without changing 

LIMK1 or PAK1 activity [ 5 ]. In line with these fi ndings, we 

found that cofi lin phosphorylation was reduced by ~70% in 

 CaMKII-T7   −/−   mice (Mann-Whitney test,  U  = 5,  P  = 0.041, 
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023- 01045-6    .  

         Nashat     Abumaria      

    Abumaria@fudan.edu.cn               
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Frontiers Center for Brain Science, Department 

of Laboratory Animal Science, Institutes of Brain Science   , 

 Fudan University    ,  Shanghai     200032   ,  China   
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  Fig. 1       The phosphorylation levels of cofi lin and SSH2 in the hip-

pocampus of TRPM7-knockout mice.  A  Western blot images of 

protein bands from all the mice that were used for analysis. The fol-

lowing proteins are detected in  TRPM7   fl ox/fl ox   or  CaMKII-T7   −/−   mice: 

TRPM7, M7CK, cofi lin, pcofi lin, SSH2, pSSH2-S21, and pSSH2-

S32.  B–G  Analysis of the expression levels of TRPM7 ( B ) and 

M7CK ( C ), the M7CK/TRPM7 ratio ( D ), and the phosphorylation 

levels of cofi lin ( E ), pSSH2-S21 ( F ), and pSSH2-S32 ( G ) calculated 

as a ratio of the total corresponding protein and presented as percent-

ages of the control  TRPM7   fl ox/fl ox  . The co-detection of GAPDH bands 

serves as the loading control. For  B–G , data are presented as the 

mean ± SEM,  n  = 6 per group, two-tailed unpaired  t -test ( B, C, D, 
F, G ), Mann-Whitney test ( E ), * P  <0.05; ** P  <0.01. *** P  <0.001.  

  Fig. 2       M7CK plays a key role in the Rac1-M7CK-SSH2-cofi lin 

signaling pathway.  A  Co-immunoprecipitation of SSH2, cofi lin, 

and M7CK by using an anti-M7CK antibody (targeting the kinase 

domain). Beads and IgG are loaded and used as control.  B  Analy-

sis of M7CK kinase activity (expressed as the ratio of the control 

group) without substrate (negative control), or after adding SSH2, 

cofi lin, and/or MBP (serves as a positive control) as substrates. Nega-

tive control (no M7CK and no substrate are added) is also presented 

(but not included in the statistical analysis).  n  = 6 per group.  C  Co-

immunoprecipitation of Rac1 and M7CK using anti-M7CK antibody; 

beads and IgG are loaded and used as control.  D  Analysis of Rac1 

activity (expressed as the ratio of the control group) without sub-

strate (negative control), or after adding SSH2 and/or M7CK as sub-

strates. The Rac1 + M7CK reaction activity is diminished by adding 

the Rac1 activity-neutralizing antibody. Negative control (no Rac1 

and no substrate) is also presented (but not included in the statisti-

cal analysis).  n  = 6 per group.  E  Left: Western blot images of pro-

tein bands from hippocampal neuronal cultures treated with solvent 

(Control) or NSC23766 (Rac1 inhibitor,  n  = 6 per group). Right: 

Analysis of the phosphorylation level of M7CK or SSH2 (at serine 

21, S21) calculated as a ratio of the total corresponding protein and 

presented as percentages of the Control. The co-detection of GAPDH 

bands serves as a loading control.  F  Left: Representative fl uores-

cent images of dendrites stained with phalloidin in primary cell cul-

tures transfected with AAV-Control scrambled -shRNA- tdTomato  virus 

 (Control SCR ) or AAV- Trpm7 -shRNA- tdTomato  virus ( Trpm7  shRNA ). 

Below, a representative image of RT-PCR confi rms the knockdown 

of  Trpm7  mRNA. Right: Analysis of dendritic/synaptic phalloidin 

puncta per 100 μm dendrite.  n  = 6 independent cultures per group. 

 G  Representative fl uorescent images of hippocampal CA1 apical 

dendrites in the stratum radiatum stained with phalloidin in brain 

sections from  Trpm7   fl ox/fl ox   and  CaMKII-T7   −/−   mice. Right: Analysis 

of dendritic phalloidin puncta per 1000 μm 2  area.  n  = 7 per group. 

 H  Left: Representative fl uorescent images of dendrites stained with 

phalloidin  Trpm7  shRNA  transduced cultures following knock-in of 

EGFP (control), TRPM7ΔK-EGFP, or M7CK-EGFP. Right: Analysis 

of dendritic/synaptic phalloidin puncta per 100 μm dendrite showing 

that the kinase domain, but not the ion channel part, rescues phal-

loidin puncta in neuronal cultures following knockdown of TRPM7 

(the  Control SCR  group is the same as in  F ; it is presented for compari-

son purposes).  n  = 6 independent cultures per group. All phalloidin 

puncta are detected at 647 nm and presented in green for clarity. Data 

are presented as the mean ± SEM, one-way ANOVA followed by 

Bonferroni  post hoc  test ( B, D, H ), two-tailed unpaired  t -test ( E, F ), 
Mann-Whitney test ( G ), * P  <0.05; ** P  <0.01; *** P  <0.001.  

◂

Fig.  1 A, E, see also Fig. S2A). Next, we tested whether the 

deletion of TRPM7 aff ected the activity of other proteins 

known to regulate cofi lin activity. The SSH2 regulates actin 

fi lament dynamics by dephosphorylating (activating) cofi lin 

[ 8 ]. Phosphorylation of SSH2 (pSSH2) at serine residues 

S21 and S32 inhibits the phosphatase activity of SSH2 [ 9 ]. 

We quantifi ed the phosphorylation level of SSH2 and found 

that  CaMKII-T7   −/−   mice had signifi cantly lower levels of 

pSSH2 at S21 (two-tailed unpaired  t -test, Welch-corrected 

 t  (5.045)  = 4.311,  P  = 0.007, Fig.  1 A, F, see also Fig. S2B) 

and S32 (two-tailed unpaired  t -test, Welch-corrected  t  (5.359)  

= 3.039,  P  = 0.012 ,  Fig.  1 A, G, see also Fig. S2C).         

 We speculated that M7CK might regulate cofi lin activity 

directly by phosphorylating it and indirectly by preventing 

its dephosphorylation  via  inhibiting SSH2. If so, then M7CK 
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should interact with, and phosphorylate both proteins. We 

used the anti-M7CK antibody to perform all co-immunopre-

cipitation and Western blotting experiments on the kinase 

domain of TRPM7. We found that the cleaved kinase domain 

was co-immunoprecipitated with both cofi lin and SSH2 in 

human embryonic kidney (HEK) cells (Fig.  2 A). No actin 

was detected in this complex (Fig. S3A), suggesting that 

the M7CK-Cofilin-SSH2 interaction is specific and not 

indirectly induced by actin-linking. We also tested whether 

M7CK can be detected in the proximity of cofi lin and SSH2 

in neuronal cells using co-immunostaining. In hippocampal 

neuronal cultures, we found that M7CK puncta co-localized 

with cofi lin (Fig. S3B) and SSH2 (Fig. S3C) puncta in dif-

ferent areas within the cytoplasm. We examined whether 

SSH2 and cofi lin could be phosphorylated by M7CK. We 

conducted an enzymatic kinase activity assay using cofi lin 

and/or SSH2 as substrates for M7CK. Negative controls (no 

M7CK and/or no substrate was added), as well as a posi-

tive control (using myelin basic protein, a well-known sub-

strate detecting M7CK activity [ 10 ]), were included in those 

experiments (Fig.  2 B). We found that the signal of kinase 

activity was signifi cantly increased when myelin basic pro-

tein, SSH2, or cofi lin was used as the substrate (one-way 

ANOVA,  F  (3, 20)  = 14.86 , P  <0.001, Fig.  2 B). Bonferroni’s 

 post hoc  test showed that the signals in +SSH2 ( P  = 0.032), 

+cofi lin ( P  <0.001), and +myelin basic protein (MBP,  P  
<0.001) reactions were signifi cantly higher than that in 

the control reaction containing M7CK but no substrate 

(Fig.  2 B).         

 Rac1 signaling regulates spine remodeling, synapse 

density, and plasticity by regulating cofi lin activity and 

F-actin dynamics [ 6 ,  11 ,  12 ]. We checked if Rac1 inter-

acted with M7CK and whether the kinase might be a phos-

phorylation target for Rac1. Interestingly, we found that 

M7CK co-immunoprecipitated with Rac1 in HEK cells 

(Fig.  2 C). Furthermore, enzyme activity assays showed a 

signifi cant increase in Rac1 activity after adding M7CK 

but not SSH2 as the substrate (one-way ANOVA:  F  (3, 20)  = 

421.8 , P  <0.001; Bonferroni’s  post hoc  test, compared with 

Rac1 with no substrate control group: +SSH2,  P  >0.999, 

+M7CK,  P  <0.001, Fig.  2 D). Thus, M7CK appears to be a 

phosphorylation target of Rac1. When Rac1 activity-neutral-

izing antibody was added, the activity in the Rac1-M7CK 

reaction was reduced to levels similar to those measured in 

the blank negative control (Bonferroni’s  post hoc  test, com-

pared with Rac1+M7CK: M7CK+Rac1+Rac1 neutralizing 

antibody,  P  <0.001, Fig.  2 D) indicating that the activity was 

due to Rac1 activity and/or the phosphorylation of M7CK by 

Rac1, not the opposite. We also found that inhibition of Rac1 

in neuronal cell cultures resulted in reductions in the phos-

phorylation levels of M7CK (two-tailed unpaired  t -test,  t  (10)  

= 2.957,  P  = 0.014 ,  Fig.  2 E) and SSH2 (two-tailed unpaired 

 t -test,  t  (10)  = 3.73,  P  = 0.004 ,  Fig.  2 E). 

 Finally, to demonstrate the functional eff ects of this new 

complex on F-actin, we quantifi ed F-actin puncta within 

dendritic areas following the suppression and/or deletion 

of TRPM7 and its kinase  in vitro  and/or  in vivo  (respec-

tively). We used phalloidin staining, a well-known molecule 

that binds to F-actin colocalized with synaptic proteins in 

the dendritic spines of excitatory synapses [ 13 ]. In hip-

pocampal neuronal cultures, we found that knockdown of 

TRPM7 by shRNA ( Trpm7  shRNA ) resulted in a signifi cant 

reduction in the numbers of F-actin puncta on the dendrites 

(two-tailed unpaired  t -test,  t  (10)  = 2.472,  P  = 0.033, Fig.  2 F). 

In brain sections, we found that  CaMKII-T7   −/−   mice had a 

signifi cantly lower density of F-actin puncta in hippocam-

pal CA1 dendritic areas (Mann-Whitney test,  U  = 7,  P  = 

0.026, Fig.  2 G). Thus, deletion or suppression of TRPM7 

(ion channel and the kinase domain) resulted in reductions 

in F-actin in dendritic areas. To investigate which part of 

TRPM7 can rescue F-actin puncta, we overexpressed the 

kinase domain (M7CK-EGFP) or a truncated ion channel 

(at D1510, TRPM7ΔK-EGFP that has been shown to be 

functional [ 14 ]) in neuronal cultures following knockdown 

of TRPM7. We found that expression of the kinase domain, 

but not the truncated ion channel, was suffi  cient to signifi -

cantly increase the F-actin puncta in dendritic areas (one-

way ANOVA:  F  (3, 20)  = 18.67 , P  <0.001; Bonferroni’s  post 
hoc  test, in comparison with  TRPM7  shRNA  EGFP control: 

M7CK-EGFP,  P  = 0.007, TRPM7ΔK-EGFP,  P  = 0.678, 

Fig.  2 H). It is worth noting that complexes of cofi lin and 

actin (known as cofi lactin) are prominent in neuronal cells. 

Such complexes are not easily immunolabeled for cofi lin 

or phalloidin after Triton permeabilization [ 15 ,  16 ]. Thus, 

we cannot exclude the possibility that changes in cofi lactin 

abundance induced by TRPM7 suppression/deletion might 

contribute to the decline in phalloidin puncta. 

 In this study, we discovered a novel signaling pathway; 

namely Rac1-M7CK-SSH2-cofi lin and found that it plays a 

key role in controlling cofi lin activity and regulating F-actin 

in the nervous system (see schematic illustration, Fig. S4). 

Furthermore, we found that M7CK is a central component 

within this novel pathway. Suppression or deletion of the 

kinase expression critically activated cofi lin and reduced 

F-actin. 

 The Rac1-cofilin signaling pathway is important for 

maintaining the normal F-actin dynamics necessary for cell 

growth, proliferation, and migration. In the mammalian 

brain, dysfunction in the Rac1-cofi lin signaling pathway 

results in defi cits in learning and memory, impairments in 

synaptic plasticity and remodeling, and reductions in syn-

apse density [ 11 ,  12 ]. These abnormalities are explained 

by possible impairment in the Rac1-PAK1-LIMK1-cofi lin 

signaling pathway, as it is considered the major pathway 

controlling cofi lin activity and F-actin dynamics [ 12 ]. How-

ever, PAK1-knockout mice have no reduction in cofi lin 
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phosphorylation [ 17 ]. LIMK1-knockout mice have ~50% 

reduction in cofi lin phosphorylation [ 18 ]. Meanwhile, Rac1 

mutant mice have >70% reduction in cofi lin phosphorylation 

and signifi cant disruption in F-actin dynamics [ 11 ]. These 

studies support the conclusion that Rac1 is a major regulator 

of cofi lin activity and F-actin dynamics, but evidence also 

suggests that PAK1-LIMK1 might not be the only signaling 

molecules mediating the eff ects of Rac1 on cofi lin. In the 

current study, we found that M7CK is a downstream target 

of Rac1. The kinase inhibits cofi lin directly by phosphoryla-

tion), and indirectly by preventing its dephosphorylation. 

Therefore, it is possible that M7CK-SSH2-cofi lin is another 

major signaling pathway used by Rac1 to maintain tight reg-

ulation of cofi lin activity and F-actin in the nervous system. 

 Finally, M7CK has been shown to be cleaved from 

TRPM7  via  proteolytic mechanisms in diff erent cell lines 

and tissues [ 3 ]. Studies in the mammalian brain have also 

shown that the kinase domain alone without the ion chan-

nel component is suffi  cient to maintain normal synaptic 

and cognitive functions [ 5 ] indicating that M7CK is also 

cleaved in the nervous system. The mechanisms underlying 

the cleavage and translocation of M7CK as well as the sign-

aling pathways interacting with it in the mammalian brain 

remain to be determined. 

      Acknowledgements     This work was supported by the National 

Natural Science Foundation of China (31970942 and 81573408), 

the Shanghai Municipal Science and Technology Major Project 

(2018SHZDZX01), the ZJ Lab, and Shanghai Center for Brain Sci-

ence and Brain-Inspired Technology.  

    Confl ict of interest     The authors declare no confl ict of interest re-

lated to this work.   

             References 

      1.                                                 Abumaria N, Li W, Clarkson AN. Role of the chanzyme TRPM7 

in the nervous system in health and disease. Cell Mol Life Sci 

2019, 76: 3301–3310.  

      2.                                                 Abumaria N, Li W, Liu Y. TRPM7 functions in non-neuronal and 

neuronal systems: Perspectives on its role in the adult brain. Behav 

Brain Res 2018, 340: 81–86.  

      3.                                                         Krapivinsky G, Krapivinsky L, Manasian Y, Clapham DE. The 

TRPM7 chanzyme is cleaved to release a chromatin-modifying 

kinase. Cell 2014, 157: 1061–1072.  

      4.                                                                           Middelbeek J, Vrenken K, Visser D, Lasonder E, Koster J, Jalink 

K. The TRPM7 interactome defi nes a cytoskeletal complex linked 

to neuroblastoma progression. Eur J Cell Biol 2016, 95: 465–474.  

      5.                                                                           Liu Y, Chen C, Liu Y, Li W, Wang Z, Sun Q,  et al . TRPM7 is 

required for normal synapse density, learning, and memory at 

diff erent developmental stages. Cell Rep 2018, 23: 3480–3491.  

      6.                                                                           Li LZ, Yin N, Li XY, Miao Y, Cheng S, Li F,  et al . Rac1 modu-

lates excitatory synaptic transmission in mouse retinal ganglion 

cells. Neurosci Bull 2019, 35: 673–687.  

      7.                                                                           Fan XC, Ma CN, Song JC, Liao ZH, Huang N, Liu X,  et al . Rac1 

signaling in amygdala astrocytes regulates fear memory acquisi-

tion and retrieval. Neurosci Bull 2021, 37: 947–958.  

      8.                                                                           Zhang T, Cheng D, Wu C, Wang X, Ke Q, Lou H,  et al . Lysosomal 

hydrolase cathepsin D non-proteolytically modulates dendritic 

morphology in  Drosophila . Neurosci Bull 2020, 36: 1147–1157.  

      9.                                                                           Tang W, Zhang Y, Xu W, Harden TK, Sondek J, Sun L,  et al . 
A PLCβ/PI3Kγ-GSK3 signaling pathway regulates cofi lin phos-

phatase slingshot2 and neutrophil polarization and chemotaxis. 

Dev Cell 2011, 21: 1038–1050.  

      10.                                                         Ryazanova LV, Dorovkov MV, Ansari A, Ryazanov AG. Char-

acterization of the protein kinase activity of TRPM7/ChaK1, a 

protein kinase fused to the transient receptor potential ion channel. 

J Biol Chem 2004, 279: 3708–3716.  

      11.                                                                      Pyronneau A, He Q, Hwang JY, Porch M, Contractor A, Zukin 

RS. Aberrant Rac1-cofi lin signaling mediates defects in dendritic 

spines, synaptic function, and sensory perception in fragile X syn-

drome. Sci Signal 2017, 10: eaan0852.  

      12.                                         Lai KO, Ip NY. Structural plasticity of dendritic spines: The 

underlying mechanisms and its dysregulation in brain disor-

ders. Biochim Biophys Acta BBA Mol Basis Dis 2013, 1832: 

2257–2263.  

      13.                                                                           Park CE, Cho Y, Cho I, Jung H, Kim B, Shin JH,  et al . Super-res-

olution three-dimensional imaging of actin fi laments in cultured 

cells and the brain  via  expansion microscopy. ACS Nano 2020, 

14: 14999–15010.  

      14.                                                                           Desai BN, Krapivinsky G, Navarro B, Krapivinsky L, Carter BC, 

Febvay S,  et al . Cleavage of TRPM7 releases the kinase domain 

from the ion channel and regulates its participation in fas-induced 

apoptosis. Dev Cell 2012, 22: 1149–1162.  

      15.                                                         McGough A, Pope B, Chiu W, Weeds A. Cofi lin changes the twist 

of F-actin: Implications for actin fi lament dynamics and cellular 

function. J Cell Biol 1997, 138: 771–781.  

      16.                                                      Hylton RK, Heebner JE, Grillo MA, Swulius MT. Cofi lactin 

fi laments regulate fi lopodial structure and dynamics in neuronal 

growth cones. Nat Commun 2022, 13: 2439.  

      17.                                                                         Asrar S, Meng Y, Zhou Z, Todorovski Z, Huang WW, Jia Z. Regu-

lation of hippocampal long-term potentiation by p21-activated 

protein kinase 1 (PAK1). Neuropharmacology 2009, 56: 73–80.  

      18.                                                                           Meng Y, Zhang Y, Tregoubov V, Janus C, Cruz L, Jackson M,  et 
al . Abnormal spine morphology and enhanced LTP in LIMK-1 

knockout mice. Neuron 2002, 35: 121–133.   

  Publisher’s Note     Springer Nature remains neutral with regard to 

jurisdictional claims in published maps and institutional affi  liations.  

 



Vol:.(1234567890)

Neurosci. Bull. June, 2023, 39(6):994–1008

https://doi.org/10.1007/s12264-023-01021-0

1 3

                      REVIEW                         

  www.neurosci.cn 

  www.springer.com/12264    

 Neural Circuit Mechanisms Involved in Animals’ Detection 
of and Response to Visual Threats 

                                                      Qiwen     Wu   1,2         ·  Yifeng     Zhang   1        

 Received: 28 August 2022 / Accepted: 30 October 2022   / Published online: 25 January 2023

©   Center for Excellence in Brain Science and Intelligence Technology, Chinese Academy of Sciences      2023  

                       Abstract     Evading or escaping from predators is one of 

the most crucial issues for survival across the animal king-

dom. The timely detection of predators and the initiation 

of appropriate fi ght-or-fl ight responses are innate capabili-

ties of the nervous system. Here we review recent progress 

in our understanding of innate visually-triggered defensive 

behaviors and the underlying neural circuit mechanisms, and 

a comparison among vinegar fl ies, zebrafi sh, and mice is 

included. This overview covers the anatomical and func-

tional aspects of the neural circuits involved in this process, 

including visual threat processing and identifi cation, the 

selection of appropriate behavioral responses, and the ini-

tiation of these innate defensive behaviors. The emphasis of 

this review is on the early stages of this pathway, namely, 

threat identifi cation from complex visual inputs and how 

behavioral choices are infl uenced by diff erences in visual 

threats. We also briefl y cover how the innate defensive 

response is processed centrally. Based on these summaries, 

we discuss coding strategies for visual threats and propose 

a common prototypical pathway for rapid innate defensive 

responses. 

   Keywords     Looming    ·  Innate defensive behavior    · 

 Escape    ·  Freezing    ·  Circuit mechanism    ·  Encoding  

      Introduction 

 The most important thing for any nervous system is to 

respond appropriately to external changes. Avoidance of 

danger is essential for survival and future reproduction. 

Animals have evolved surprising skills to evade predators. 

For example, geckos voluntarily sacrifi ce their tails to dis-

tract predators and buy themselves time to escape (Fig.  1 A) 

[ 1 ,  2 ]; possums mislead predators by feigning death from 

poisoning hence making them unsuitable as food (Fig.  1 B) 

[ 3 ]. For most animals, including mice [ 4 ,  5 ], escape or freez-

ing responses are evoked depending on the imminence of 

the threat (Fig.  1 C) [ 6 ,  7 ]. The neural processing of these 

innate responses to threats forms a closed loop that com-

prises threat detection, action initiation, action execution, 

and post-action resetting (preparing for the next threat) 

[ 8 ]. Recent studies have made signifi cant progress toward 

understanding the neural mechanisms of animals’ responses 

to visual threats. In this review, we summarize the current 

understanding of the innate defensive responses in insects, 

zebrafi sh, and mice; primarily on the neural circuits for the 

processing and identifi cation of visual threats. After cross-

species comparisons, we conclude our overview by propos-

ing a conserved core pathway for the innate response to 

visual threats.         

    Visual Threat Processing in Insects 

   Detection of Looming Objects by the Vinegar Fly 

 The neural mechanisms of visual threat detection and pro-

cessing are well-studied in insects [ 9 – 13 ]. The vinegar fl y 

( Drosophila melanogaster ) has tractable neural circuits 

that are easier to manipulate compared to vertebrates, thus 
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much of the recent progress has been made in these fl ies 

[ 13 ,  14 ]. A dark looming disk is typically used as the vis-

ual stimulus to mimic an incoming threat [ 11 ,  12 ]. Sophis-

ticated motor programs for fl ight take-off  can be elicited 

in fl ies presented with such a looming stimulus [ 15 ,  16 ]. 

One neural pathway mediating looming-induced escape 

behaviors has been mapped for the most part (Fig.  2 A). In 

this pathway, T4/T5 neurons projecting to the lobule plate 

respond to this looming stimulus in a directionally-selec-

tive (DS) manner [ 17 ]. Silencing T4/T5 neurons abolishes 

looming-elicited landing and avoidance behavior, thus 

they are essential for the detection of looming stimuli [ 18 ]. 

The DS outputs from T4/T5 neurons are then integrated 

by the lobula plate/lobula columnar type II (LPLC2) 

visual projection neurons. The primary dendrite of each 

LPLC2 neuron ramifi es in one of four layers innervated 

by T4/T5 neurons and extends along that layer’s preferred 

motion direction to align with the excitatory DS inputs 

from T4/T5. Each dendritic branch of the LPLC2 neuron 

also receives local inhibitory DS inputs for inward motion 

(i.e., towards the center of the neuron’s receptive fi eld). 

Together, the selectivity of the excitatory and inhibitory 

inputs form radial motion opponency so that the LPLC2 

neuron responds to expanding motion but not to receding 

motion [ 19 ]. Another type of visual projection neuron, 

lobula columnar subtype 4 (LC4) is also implicated in 

the detection of a looming stimulus, but the mechanisms 

underlying its response are not yet understood. The angu-

lar velocity of the looming disk is encoded by the LC4 

neurons [ 20 ], and the size of the looming disk is encoded 

by the LPLC2 neurons [ 21 ]. Combined, information car-

ried by these two types of neurons fully describes the 

looming disk stimulus at any given moment.         

    A Common Strategy for Looming Detection in Insects 

 Other insects seem to share a similar circuit composition 

for visual threat detection [ 9 ,  10 ]. That is, visual projec-

tion neurons convey information on diff erent parameters 

of the incoming object to downstream neurons. Then the 

downstream neurons combine this information to decide 

whether the incoming object is a threat, and direct motor 

neurons or related interneurons to elicit defensive behav-

iors if necessary. The lobula giant movement detector 

(LGMD) neuron and the downstream descending con-

tralateral movement detector (DCMD) neuron found in the 

locust, for example, are well known for such a composi-

tion. Splitting looming information into pathways for size 

and speed was fi rst described in the context of the LGMD 

[ 11 ]. The LGMD neuron receives inputs from visual neu-

rons conveying information about looming angular speed 

at its dendritic subfi eld A and information about looming 

size at dendritic subfi elds B and C [ 11 ,  22 – 24 ]. It com-

bines these inputs nonlinearly to detect visual threats [ 25 , 

 26 ], Then, the DCMD neuron receives this threat infor-

mation and directs the jumping and fl ight steering motion 

in the locust to escape the incoming object [ 11 ]. Aside 

from size and speed, encoding of looming information in 

the LGMD neuron is also assisted by presynaptic mecha-

nisms that preferentially boost the response to the coherent 

motion, thereby helping to segregate the looming object 

from the background [ 27 ,  28 ]. It would be interesting to 

investigate if similar mechanisms exist in other systems. 

  Fig. 1       Repertoire of predator 

avoidance behaviors.  A  A gecko 

escapes from a snake by force-

fully contracting the tail muscle 

to break its caudal vertebra then 

shed the still-wriggling tail to 

distract the snake.  B  A Virginia 

possum, when confronted by 

a wolf, pretends to be dead 

from poisoning, with its tongue 

sticking out, baring its teeth, its 

mouth foaming, and a foul smell 

released from its anal glands. 

 C  A mouse escapes rapidly to 

a refuge upon seeing a fast-

approaching eagle or freezes to 

avoid detection if the eagle is 

just sweeping by.  
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    Diverse Response Mechanisms to Visual Threats 

 The outputs from LC4 and LPLC2 neurons are summed 

nonlinearly in the downstream giant fi ber (GF) neuron, a 

wide-axon descending neuron [ 13 ], and the spike timing of 

the GF determines a fast mode of escape [ 29 ]. Direct acti-

vation of the GF induces take-off  that vinegar fl ies execute 

under threat [ 29 – 31 ], and inactivation of the GF abolishes 

this type of emergency take-off  but leaves normal fl ight 

take-off  unaff ected [ 16 ,  29 ,  32 ]. So, the GF is considered 

to be an essential part of the neural pathway for threat 

response in vinegar fl ies [ 9 ,  10 ,  13 ]. 

 In addition to the escape pathway  via  GF-mediated fast 

take-off , there is also a non-GF take-off  pathway in the vin-

egar fl y [ 29 ,  32 ,  33 ]. The  Drosophila  non-GF take-off  allows 

for more controlled motor planning, the same as what occurs 

in locust escape jumps [ 15 ,  16 ,  29 ]. The LGMD-mediated 

escape response in locusts requires > 100 ms of preparation 

time [ 11 ], thus it may resemble more the non-GF response 

than the GF-mediated response in  Drosophila . The vin-

egar fl ies tend to select the GF pathway when the danger 

is more imminent, and the GF pathway can even override 

the non-GF pathway sometimes [ 29 ]. But the mechanisms 

underlying the choice between the two pathways are not yet 

  Fig. 2       Neural circuits for visual threat processing and response 

across species, in  Drosophila  (A), zebrafi sh (B), and mouse C). 

 A  Core pathways for escape (left) and freezing (right) in response 

to visual threats in  Drosophila . Lo, lobula; Lp, lobula plate; Me, 

medulla. Dashed line for DNp09: possible connection. The dashed 

line on the left indicates a non-GF pathway for long take-off . Black 

arrows in the Lp: the preferred motion directions of T5 neurons.  B  
Core escape circuit in zebrafi sh. Light brown shaded region: thala-

mus. SINs, superfi cial inhibitory interneurons; PVNs, periventricu-

lar neurons; M-cell, hindbrain Mauthner cell. The dashed line indi-

cates that non-M cells participate in slow escape. Other colored lines 

indicate modulation of the tectum and M cells.  C  Core pathways for 

escape (red) and freezing (blue) in response to visual threats in the 

mouse. The four modulatory systems are involved in visual threat-

evoked innate defensive behaviors, but the scope of their eff ects and 

their target brain regions are not fully understood yet. Red/blue: cir-

cuit components of the escape/freezing pathway, respectively; purple: 

participants in both pathways; other colors: modulation of the SC; 

dotted lines: other sensory inputs.  sSC  superfi cial superior collicu-

lus,  m/dSC  intermediate/deep superior colliculus,  LP  lateral posterior 

nucleus,  PBG  parabigeminal nucleus,  Amg  amygdala,  Hypo  hypo-

thalamus,  PAG  periaqueductal grey,  LPGi  lateral paragigantocellular 

nucleus.  
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understood. The detection of other types of visual threats 

may involve diff erent visual neurons, with the less urgent 

threat going through the non-GF pathway or a combina-

tion of both pathways [ 34 ]. A recent study systematically 

screened many visual projection neurons and revealed that 

optogenetic activation of lobula columnar subtype 6 (LC6) 

and lobula plate/lobula columnar, type I (LPLC1) neurons 

in the lobula elicit avoidance behaviors [ 35 ]. Whether these 

neurons are important for detecting diff erent types of visual 

threats remains to be seen. 

 Freezing is also a behavioral response to visual threats in 

fl ies, although the circuit mechanisms are less well studied. 

Escape can be triggered by looming objects but not by small 

moving objects, while freezing can be triggered by both 

[ 36 ,  37 ]. The lobula columnar subtype 11 (LC11) neuron, 

which receives input from T2/T3 neurons sensitive to small 

objects, is essential for brief freezing behavior in vinegar 

fl ies [ 36 ,  38 ], but not for escape [ 21 ]. In addition, silencing 

T4/T5 neurons, which do not provide inputs to LC11 but are 

important for the detection of a looming stimulus [ 18 ,  19 , 

 38 ], also signifi cantly weakens freezing behavior [ 36 ]. Thus, 

pathways for processing looming objects and for process-

ing small objects are both implicated in freezing behavior. 

One may wonder whether the freezing response after seeing 

small objects is identical to that after seeing a looming stim-

ulus. The former is active freezing to avoid being detected by 

potential distant predators and the latter is passive freezing 

to inescapable, imminent danger. How much the neural cir-

cuits for freezing under diff erent stimulus conditions diff er 

is a question that needs answering in the future. 

 Briefl y, visual threat detection and response circuits in 

insects are complex, and much is still unknown. But the 

pathways detecting imminent danger, simulated by loom-

ing disk stimuli, seem to share some common components 

among diff erent insect species: the encoding of looming size 

and looming velocity by diff erent visual neurons to repre-

sent the visual threat; the nonlinear summation of these two 

inputs in one neuron to detect the threat; and a direct projec-

tion to motor execution neurons for escape responses. 

     Visual Threat Processing in Zebrafi sh 

   Detection of Visual Threats 

 A dark looming disk elicits a defensive response in almost 

all the vertebrate species studied, such as fi sh, amphibians, 

reptiles, birds, and mammals (including humans) [ 39 – 45 ]. 

Larval zebrafi sh have received increasing attention as a use-

ful model in which to study the neural mechanisms underly-

ing behaviors. With the development of better  in vivo  whole-

brain functional imaging techniques [ 46 ,  47 ] and single-cell 

tracing techniques [ 48 ,  49 ], a comprehensive understanding 

of single neuron responses to circuit-wide functions, even to 

whole brain activity during a specifi c behavior is now fea-

sible in zebrafi sh [ 50 ,  51 ]. Hence, much progress has been 

made in larval zebrafi sh on the mechanisms of visual threat 

processing and its neural modulation. After retinal projec-

tions to the brain stabilize [ 52 ], larval zebrafi sh readily show 

escape responses to simple looming stimuli [ 53 ,  54 ], ani-

mated images [ 55 ], robotic predators [ 56 ], and live predators 

[ 57 ,  58 ]. Testing variants of looming stimuli on zebrafi sh has 

shown that the expanding motion is necessary to drive the 

escape behavior, while the luminance change (aka dimming) 

increases the escape probability [ 54 ,  59 ,  60 ]. Thus, similar 

to insects, the encoding and processing of looming stimuli 

in zebrafi sh can also be separated into two branches: the 

expanding/looming motion, which is determined by looming 

velocity; and the luminance change, which is a function of 

the size of the looming stimulus. 

 Although there are light-sensitive neurons in the skin 

and brain of the zebrafi sh [ 61 ,  62 ], the detection of visual 

threats by the retinal ganglion cells (RGCs) is necessary 

for the innate defensive responses to looming stimuli [ 54 , 

 63 ]. There are more than 30 distinct types of RGC in the 

zebrafi sh retina [ 63 ]. Some RGC types are sensitive to loom-

ing motion [ 54 ]. Some exhibit sensitivity to stimulus size 

or changes in luminance [ 54 ,  64 – 66 ]. Due to the limitation 

of the  Ca 2+  imaging method used in the functional stud-

ies, whether any of these RGCs show encoding capabilities 

similar to the size-encoding or velocity-encoding neurons in 

insects remains unknown. Furthermore, a causal connection 

between any specifi c RGC type and the visually-triggered 

defensive responses has not been established yet. Thus, there 

is still much to be resolved on how visual threat is processed 

in the zebrafi sh retina and brain. 

 RGCs project ten distinct arborization fi elds in the fi sh 

brain, including the optic tectum [ 52 ,  67 ]. Selective ablation 

of RGC axon bundles in the tectum completely abolishes 

escape behaviors but does not aff ect optomotor responses 

[ 54 ]. Further, optogenetic activation of tectal neurons trig-

gers escape behaviors [ 68 ,  69 ]. Thus, the retinotectal con-

nection is critical in visual threat processing. Axons of RGC 

subtypes terminate in specifi c layers of the tectum, deliv-

ering diff erent aspects of visual information [ 64 ,  70 – 74 ]. 

Based on the responses of axon terminals of the RGCs to dif-

ferent variants of the looming stimuli, looming and dimming 

information are delivered to diff erent parts of the tectum 

and thus likely processed by diff erent tectal neurons [ 52 ,  54 , 

 60 ,  66 ,  70 ,  75 ]. But whether and how these two channels of 

information on the same looming stimulus combine in the 

tectum neurons is still unknown. 

 A looming (expanding) object on the retina may be 

either a predator or a potential prey. Zebrafi sh discriminate 

between the two mainly based on size information [ 64 ]. 

Looming objects need to surpass a size threshold to elicit 
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escape behaviors [ 54 ,  59 ,  76 ,  77 ]. A similar computation 

also occurs in the optic tectum: tectal neurons in diff erent 

layers receive diff erent size-selective RGC inputs, informa-

tion on smaller objects is sent to superfi cial layers [ 78 ], and 

information on larger objects is sent to deeper layers [ 64 ]. 

The response of the size-selective tectal neurons is gated by 

superfi cial inhibitory interneurons (SINs) [ 64 ,  74 ], which 

serve as computational modules to separate large predators 

from small prey [ 59 ]. A group of tectal neurons in the inner-

most layer of the optic tectum, the periventricular neurons, 

receive inputs from SINs and encode the threshold angular 

size associated with escape latency [ 59 ,  74 ]. 

    Response Mechanisms to Visual Threats 

 After the processing of visual threat information in the ret-

ina and the tectum, the decision to escape is conveyed by 

the tectal output neurons to the well-known Mauthner cell 

(MC) and other reticulospinal neurons in the premotor areas 

(Fig.  2 B) [ 53 ,  68 ,  79 ]. The MC is a critical element in threat-

relevant escape behaviors [ 42 ,  53 ,  73 ,  76 ,  80 ,  81 ]. Activation 

of a single MC spike elicits a fast escape response [ 80 – 82 ]; 

ablation of the MC soma results in a signifi cantly longer 

escape latency [ 53 ,  76 ,  80 ,  81 ,  83 – 85 ], while ablation of 

the MC and its axon abolishes the fast escape behavior [ 86 ]. 

 The visually triggered looming pathway can be modu-

lated by many factors. Luminance change information from 

the thalamus to the tectum helps to direct escape behaviors 

and likely increases the response probability [ 60 ]. Hunger, 

through serotonergic modulation, alters the neural repre-

sentation of prey-like stimuli in the tectum, and the behav-

ioral response accordingly [ 87 ]. Dopaminergic neurons 

in the hypothalamus modulate and gate the MC response 

through hindbrain glycinergic interneurons [ 53 ]. Both sero-

tonergic and dopaminergic neurons can be modulated by 

the habenula [ 88 ,  89 ], and the habenula can also modulate 

defensive behaviors through the habenula—interpeduncu-

lar nucleus—griseum centrale pathway [ 90 – 92 ]. Many other 

neuromodulatory neurons also respond to a looming stimu-

lus and are thus implicated in the process, such as soma-

tostatin neurons, neuropeptide Y neurons, cocaine- and 

amphetamine-regulated transcript-positive neurons in the 

hypothalamus, noradrenergic neurons in the locus coeruleus 

(LC), and cholinergic neurons in the tegmentum [ 93 – 96 ]. 

But how these neurons modulate the looming pathway 

remains largely unknown. 

 In summary, the detection of looming threats in zebrafi sh 

shares some similarities with that in insects, the most signifi -

cant being the separate processing of looming size and loom-

ing motion by diff erent visual neurons. Also worth noting is 

the shortcut circuit  via  the MC, directly connecting visual 

detection results to motor outputs [ 97 ,  98 ]. Zebrafi sh also 

freeze occasionally under threat [ 55 ,  57 ]. Regrettably, little 

is known about the mechanisms underlying this behavior, 

thus preventing comparison to the insects. 

     Neural Mechanisms for Visually-Evoked Defensive 
Behavior in Mice 

 Mice have evolved two types of innate defensive behavior to 

evade predators [ 5 ]. When the threats are remote, such as an 

eagle sweeping high above in the sky, mice stop all move-

ments (freeze) and wait for the predator to leave. Freezing 

helps the mouse avoid being identifi ed as prey at a distance, 

and is also more energy-effi  cient than escape. But if the 

threat is imminent, such as in the case of a fast-approaching 

predator, escape to a nearby refuge is more likely to ensure 

survival. In this section, we summarize the current under-

standing of the neural circuits involved in the generation of 

visually-triggered freezing and escape behaviors. The con-

tents cover stimulus detection and threat identifi cation in the 

retina and the superior colliculus (SC), then the circuits in 

various subcortical regions involved in the decision between 

freezing and escape responses, and fi nally the generation of 

the behaviors in the brainstem. 

   Visual Threat Detection in the Retina 

 As the fi rst stage of vision, the retina determines what the 

brain sees of the outside world, and the detection of visual 

danger signals starts in the retina. The output neurons of 

the retina, the RGCs, are responsible for transmitting dan-

ger signals to the brain rapidly and correctly as soon as the 

danger emerges in the visual fi eld. Related to research per-

formed in insects and fi sh, repeated presentation of a dark 

expanding disk on an overhead screen is effi  cient in elicit-

ing a robust defensive response in mice [ 4 ], and is often 

used as a visual threat stimulus, although it is diff erent from 

the looming stimulus commonly used in insects and fi sh 

[ 11 ,  12 ]. An RGC subtype that selectively responds to this 

dark expanding stimulus was fi rst reported in 2009 [ 99 ]. 

It is a subset of the RGCs labeled by the parvalbumin-Cre 

transgene (PV-5 RGCs). The morphology and function of 

the PV-5 RGCs indicate that they are a subtype best known 

as OFF-transient alpha RGCs (OFFt αRGCs). Alpha RGCs 

are conserved across mammalian species [ 100 ]. They have 

the largest receptive fi elds and fastest axonal conductance 

among all RGC subtypes [ 101 – 104 ]. This makes them ideal 

for transmitting visual threat signals to the brain. Recently, 

more evidence emerged that placed the OFFt αRGCs fi rmly 

in the center of looming detection in the retina: ablation of 

either OFFt αRGCs themselves or their input interneurons, 

 vGlut3 +  amacrine cells, severely diminishes looming-evoked 

defensive responses [ 105 ,  106 ]; and optogenetic activation of 

these RGCs in the absence of any visual inputs is suffi  cient 
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to induce defensive responses [ 106 ]. These results are con-

sistent with OFFt αRGC activation being a necessary and 

suffi  cient retinal component of the neural pathway for loom-

ing evoked innate defensive responses. It is worth noting that 

a specifi c molecular marker,  Kcnip2 , has been identifi ed in 

the OFFt αRGCs, and a CreER knock-in mouse strain has 

been created [ 106 ]. This will greatly facilitate future targeted 

functional studies on these RGCs. 

 In addition to the OFFt αRGCs, other RGC subtypes 

also play important roles in processing looming stimuli. In 

one report, the dorsal raphe nucleus (DRN) was shown to 

modulate looming-evoked defensive responses, and RGCs 

that project to the DRN are necessary for these responses 

[ 107 ]. In a more recent report, it was found that some RGCs 

are GABAergic, and ablation of the GABAergic RGCs pro-

jecting to the SC diminished looming-induced defensive 

responses [ 108 ]. The subtype identities of these two groups 

of RGCs, and how they participate in the processing of 

looming information remain to be explored. Neither OFFt 

αRGCs nor GABAergic RGCs project to the DRN [ 106 , 

 108 ], thus they do not overlap with the DRN-projecting 

RGCs. But whether a signifi cant proportion of OFFt αRGCs 

are also GABAergic is unknown, and needs to be clarifi ed 

in the future. 

 Interestingly, OFFt αRGCs encode the size of a looming 

object [ 106 ], which is reminiscent of the size coding neuron 

LPLC2 in vinegar fl ies [ 21 ]. LC4 neurons in the vinegar fl y 

encode looming speed [ 20 ]. Together, the activity of LPLC2 

and LC neurons fully describes the looming stimulus at any 

given time. Whether there are RGCs in the mouse retina 

that encode other parameters of the looming stimulus, such 

as velocity, would be an intriguing question to investigate. 

 We have summarized so far how RGCs participate in the 

detection of looming stimuli. The looming stimuli used in 

these experiments were dark disks quickly expanding to 

occupy a large visual angle (typically expanding to 30°–40° 

in a fraction of a second), thus they are likely perceived as an 

imminent danger by the animals. Mice respond to imminent 

danger and remote threats in diff erent ways: escape from 

imminent danger, but freeze and observe if the threat is from 

a distance [ 5 ,  109 ]. It is reasonable to infer that there could 

be another neural pathway to detect and respond to remote 

dangers, such as a cruising eagle in the sky. This pathway 

may involve RGCs other than the OFFt αRGCs, as the visual 

stimulus is diff erent. So far, no clear picture has emerged of 

how remote danger is detected and processed in the retina. A 

small and slow-moving disk overhead can be used to mimic 

a remote threat, and mice freeze when presented with this 

stimulus [ 5 ]. This is also an ideal stimulus for W3-RGCs, an 

RGC subtype that is selectively activated by slow-moving 

small objects on a clean background like the sky [ 110 ]. Yet 

no connection between W3-RGCs and freezing behavior has 

been discovered, due to a lack of molecular tools with which 

to study W3-RGCs. More molecular tools to manipulate dif-

ferent RGC subtypes will help to answer whether W3-RGCs 

are indeed involved in this behavior, or if other RGCs with a 

similar response profi le are responsible. 

 Recently, RGC inputs to SC neurons that project to 

either the lateral posterior nucleus (LP) or the parabigemi-

nal nucleus (PBG) have been identifi ed [ 111 ]. The LP and 

PBG are involved in diff erent aspects of innate defensive 

responses, as we further discuss in the next part. Thus this 

result provides a more comprehensive picture of RGC sub-

types closely connected to visual threat detection. Among 

these RGC subtypes are the ON-OFF direction-selective 

RGCs (ooDSGCs) and the OFF-sustained RGCs. The func-

tional similarity (direction selectivity) between ooDSGCs 

and the T4/T5 neurons in vinegar fl ies may imply that they 

play a similar role in looming detection [ 19 ]. Meanwhile, 

OFF sustained αRGCs, being fast-conducting αRGCs that 

respond to a large moving object, may work synergistically 

with OFFt αRGCs to signal imminent looming danger. 

Further examination is needed to fully describe the roles 

these 14 subtypes of RGC play in visual threat detection 

and processing. 

 RGCs may also infl uence the choice of innate defensive 

behaviors. The behavioral response of mice to looming 

stimuli is predominantly escaped, with a small fraction of 

freezing. One interesting study demonstrated that the loss 

of Brn3b in the retina signifi cantly reduces the escape prob-

ability, while keeping freezing intact in response to a loom-

ing stimulus, indicating that there are already distinctions 

between fl ight and freezing from the retina [ 112 ]. Further 

investigations of which RGC subtypes play roles in it, and 

how the loss of Brn3b impacts their roles, are needed to fully 

understand this phenotype. In zebrafi sh, dimming informa-

tion sent to the tectum through the retino-thalamic pathway 

helps to determine the direction of escape and increases the 

response probability [ 60 ]. Similarly, some mouse RGCs that 

encode luminance information indirectly excite SC neurons 

through neurons in the ventral lateral geniculate nucleus 

(vLGN) that project to the SC [ 113 ,  114 ]. This retino-

thalamo-colliculus pathway may modulate escape behaviors 

in mice just like in zebrafi sh. 

    Threat Identifi cation and Response Choice 
in the Superior Colliculus 

 The SC is believed to be critical for the innate defensive 

response to visual threats [ 115 – 118 ]. It is a laminated mid-

brain structure implicated in diverse physiological func-

tions [ 117 ,  119 – 123 ]. The lamination in the SC is conserved 

across mammalian species, although the relative thick-

ness of the layers varies [ 121 ]. The layers can be roughly 

divided into two major parts, the superfi cial SC (sSC) and 

the intermediate/deep SC (m/dSC), receiving visual and 
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multisensory inputs, respectively. The anatomical structure 

[ 121 ], functional connectivity [ 123 ,  124 ], and behavioral 

outputs [ 115 ,  117 ,  119 ,  120 ,  122 ,  125 ,  126 ] are diff erent 

between the sSC and the m/dSC. In this section, we discuss 

recent fi ndings on neural circuits for the innate defensive 

behaviors in the sSC and m/dSC separately. 

    The Superfi cial SC 

 The sSC is immediately downstream of the retina and is con-

sidered to be a place mostly for visual information process-

ing. Almost all of the RGCs project to the sSC whereas only 

20–50% of the RGCs project to the dorsal LGN (dLGN) in 

rodents [ 127 ,  128 ], thus visual processing in sSC is a critical 

component of vision-related functions. The processed visual 

information is then used by the sSC to direct a multitude of 

innate behaviors. 

 Neurons in the sSC can be classifi ed into four major types: 

wide-fi eld (WF) cells, narrow-fi eld (NF) cells, horizontal 

cells, and stellate cells, each with distinct morphological and 

electrophysiological properties [ 129 ]. Freezing and escape 

behaviors can be elicited rapidly after optogenetic activation 

of neurons in the sSC [ 123 ,  130 – 133 ]. The molecular label 

for the escape-related neurons is parvalbumin (PV), and they 

act  via  their projections to the PBG: activation of the  PV +  

neurons projecting to the PBG triggers immediate escape 

behavior, and the activity of these neurons may be corre-

lated with the time-to-collision with the approaching object 

[ 131 ]. One interesting fact about these neurons is that they 

are excitatory and not inhibitory, unlike most  PV +  neurons 

[ 134 ].  PV +  neurons in the sSC are heterogeneous based on 

their morphology, projections, electrophysiological proper-

ties, and connections to relevant behaviors [ 130 ,  131 ,  135 ], 

but those that project to the PBG may belong to a single type, 

NF neurons [ 130 ,  131 ]. Although their activation readily 

triggers escape behavior, it has not been tested whether these 

 PV +  neurons that project to the PBG are required for the 

behavior, thus the participation of other SC neuronal types 

is still possible. It was fi rst reported that the SC neurons 

projecting to the LP drive freezing behavior upon optoge-

netic activation [ 136 ], although the report indicated that the 

neurons were in the m/dSC. Later, neurotensin receptor 1 

(Ntsr1) and cerebellin 2 precursors (Cbln2) were found to 

be potential markers for the sSC neurons that drive freezing 

behavior [ 132 ,  133 ].  Ntsr1 +  neurons are WF neurons with 

large receptive fi elds [ 129 ,  137 ]. Interestingly, these neurons 

best respond to small slow-moving objects [ 129 ,  137 ]. This 

makes  Ntsr1 +  neurons good candidates for alarm neurons 

that can warn animals of potential predators at a distance. 

 Ntsr1 +  neurons project exclusively to the LP. Cbln2 expres-

sion probably partially overlaps with Ntsr1 expression, and 

 Cbln2 +  neurons include mostly LP-projecting neurons and a 

small portion of non-LP-projecting neurons [ 133 ]. The exact 

relationship between the two markers is not yet clear, but the 

same subset of freezing-driving neurons is likely labeled by 

both markers. Ablation or activation experiments with more 

specifi city will help to clarify this. 

 Thus, two diff erent populations of neurons in the sSC 

drive the escape and freezing behaviors separately: WF neu-

rons that project to the LP for the freezing behavior and  PV +  

neurons that project to the PBG for the escape behavior. So 

far, there has been no report of interactions between the two 

pathways in the sSC; they seem to operate relatively inde-

pendently (see [ 130 ]). Also of note is that the peak response 

time of WF neurons is correlated with the time-to-collision 

during a looming stimulus [ 137 ], thus they may also con-

tribute to the processing of the looming stimulus, and so 

interact with the escape pathway. The sSC and the primary 

visual cortex (V1) have robust information exchange and 

modulate each other’s visual functions. SC neurons in the 

freezing pathway receive V1 inputs [ 138 ], and V1 modulates 

the magnitude of looming-evoked responses in the SC [ 139 ]. 

Meanwhile, the SC infl uences the tuning of V1  via  the tecto-

geniculate pathway [ 140 ]. The tectogeniculate pathway also 

participates in visual threat processing. Some GABAergic 

neurons in the sSC project to the dLGN and modulate the 

choice between freezing and escape through this tectogenic-

ulate pathway [ 141 ]. Hence, three out of four outputs of the 

sSC are connected to visually-evoked defensive behaviors: 

the sSC-LP pathway for freezing, the sSC-PBG pathway for 

escape, and the sSC-LGN pathway for modulating the prob-

ability of freezing. Whether the sSC-mSC pathway also par-

ticipates in visually-triggered defensive behaviors remains 

an interesting question. 

 Decoding visual information correctly is important for 

the SC to make appropriate behavioral choices. Visual threat 

information delivered by the RGCs is not specifi c enough to 

use directly as go signals for the behavioral responses. For 

example, OFFt αRGCs not only respond to dark looming 

stimuli, but also respond robustly to dark objects appear-

ing or bright objects disappearing inside their receptive 

fi elds, yet the latter types of stimuli do not induce defensive 

behaviors in mice. Therefore, SC circuits downstream of 

OFFt αRGCs must distinguish the two and only respond 

when looming stimuli are presented. To understand how sSC 

neurons further extract and identify visual threat informa-

tion from the RGC inputs, one needs to fi rst understand how 

RGCs and sSC neurons are connected. Although eff orts have 

been made to map the connections between the retina and 

the SC [ 111 ], the input RGCs for the  Ntsr1 +  neurons and 

the  PV +  neurons, and the circuit mechanisms underlying the 

processing of RGC inputs by these SC neurons are not yet 

clear (but see the most recent report [ 142 ] while this review 

was being edited). Nevertheless, we know enough now to 

form a few hypotheses. For example, activity manipulations 

of the OFFt αRGCs impact both the escape and the freezing 
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behaviors [ 106 ], thus these RGCs likely make connections 

with both the  Ntsr1 +  neurons and the  PV +  neurons. Further, 

inputs from some other RGCs are likely needed to help these 

SC neurons to distinguish diff erent stimuli and only respond 

to those considered potential threats. Similarly, if W3-RGCs 

are indeed connected to the detection of remote danger, and 

thus the freezing response, then they should preferentially 

connect with  Ntsr1 +  neurons. Investigations into these pre-

dictions will help to connect the innate defensive-related 

pathways between the retina and the SC. 

 Another aspect of visual processing also needs to be 

investigated to fully understand the role of the SC in vis-

ually-triggered innate defensive behaviors: the context-

dependent interpretation of the visual information. For 

example, the same small and slow-moving objects on the 

retina may signify either a large predator at a distance or 

a small potential prey close by. How does the SC distin-

guish the two? Interestingly, it has been demonstrated that 

WF neurons (aka  Ntsr1 +  neurons), in addition to mediating 

freezing behavior, are also necessary for prey detection in 

mice [ 143 ]. Incidentally, they also respond robustly to small 

slow-moving objects [ 137 ]. Thus, these neurons receive 

information from the retina about small and slow-moving 

objects, identify if it represents a predator or prey, and then 

trigger completely diff erent behavior outputs based on that 

identifi cation. One likely method to distinguish predator 

from prey is to use the location of the object: the prey is 

present almost exclusively in the lower half of the visual 

fi eld for the mouse, whereas the predators are mainly located 

in the upper visual fi eld. Retinotopically, lower and upper 

visual fi elds correspond to lateral and medial parts of the 

SC, respectively. It would be illuminating to test whether 

activation of  Ntsr1 +  cells at medial and lateral SC locations 

leads to diff erent behavioral outputs. 

    The Intermediate and Deep SC (m/dSC) 

 The m/dSC is one of the most well-studied regions in the 

brain. It is considered a place for sensory integration and the 

initiation of motor outputs. It receives inputs from visual, 

auditory, and somatosensory modules and performs sensory-

motor transformation [ 122 ,  144 ,  145 ]. Here, we mainly focus 

on the motor output aspect of its functions, more specifi cally, 

the circuits involved in the generation of innate defensive 

behaviors. Unlike the superfi cial layer, which has limited 

input and output regions, m/dSC neurons receive inputs 

from almost the entire brain and part of the spinal cord, 

and project to multiple thalamic nuclei and the spinal cord 

[ 125 ,  146 ]. Direct activation of the m/dSC neurons or their 

axon terminals elicits freezing, escape, orienting, or prey-

ing behaviors [ 116 ,  133 ,  136 ,  147 – 152 ]. It is worth noting 

that activating neurons that project to the ipsilateral brain-

stem reticular formation (uncrossed pathway) mainly elicit 

defensive behaviors while activating neurons that descend 

to the contralateral brainstem reticular formation (crossed 

pathway) only induce orienting behaviors [ 116 ,  121 ,  149 ]. 

Many studies indicate that neurons in the medial part of the 

m/dSC are important in defensive behaviors and those in the 

lateral part are more involved in prey capture [ 148 ,  153 ]. But 

little is known about the mechanism of divergence between 

the medial and the lateral parts of the m/dSC. In addition to 

visual threats, auditory crescendo inputs also evoke defen-

sive behaviors  via  an m/dSC pathway [ 154 ]. To generate 

fast responses to threats, one would expect a direct path-

way from the looming-responsive neurons in the sSC to the 

defensive behavior-related neurons in the m/dSC. Although 

this has not been tested, with the discovery of more cell-type 

markers in the SC, we hope this important question will be 

addressed soon. 

    Behavior Modulation and Execution: Beyond the SC 

 Besides the m/dSC, the sSC also projects to the LGN 

through stellate and horizontal neurons, to the LP through 

WF neurons, and to the PBG through non-WF neurons 

[ 129 ]. Except for the vLGN, all other targets contain few 

inhibitory neurons in mice. The vLGN provides important 

information about changes in luminance to the m/dSC and 

enhances defensive behaviors [ 113 ,  114 ]. The LP is the lat-

eral posterior part of the thalamus and a homologue of the 

pulvinar in the primate brain. The LP mediates visually-

evoked freezing behavior through projections to the lateral 

amygdala [ 130 ,  136 ]. The PBG receives inputs from both the 

sSC and the m/dSC, and forms reciprocal connections with 

the sSC [ 155 ]. The PBG mediates looming-evoked escape 

behavior [ 130 ,  131 ]. Interestingly, the PBG also projects to 

the central part of the amygdala [ 131 ]. Projections from the 

m/dSC through the ventral tegmental area (VTA) or ventral 

midline thalamus (vMT) to the amygdala are also reported to 

modulate looming-evoked innate defensive responses [ 147 , 

 156 ]. Whether connections from the LP, PBG, vMT, and 

VTA converge or interact in the amygdala remains largely 

unknown [ 157 – 160 ]. 

 From the amygdala, the pathway likely becomes common 

for innate defensive responses to threats from all sensory 

modalities [ 158 ,  159 ,  161 – 165 ]. As an aversive stimulus, 

looming also activates the hypothalamus [ 166 – 169 ], all 

the way to the periaqueductal grey (PAG) [ 158 ,  170 – 175 ]. 

Signals from the m/dSC and the amygdala converge on the 

dorsal and ventrolateral PAG, respectively [ 150 ]. Further 

downstream, the lateral paragigantocellular nucleus (LPGi) 

is the major output nucleus to initiates defensive behaviors. 

Both the deep SC and the PAG have connections to motor-

related midbrain areas such as the cuneiform nucleus and 

medullary regions such as the LPGi [ 146 ,  170 ,  176 ,  177 ]. 

The LPGi then sends commands to motor neurons in the 
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spinal cord to generate movements [ 178 ,  179 ]. Freezing and 

fl ight responses are mediated by diff erent subsets of neurons 

in this pathway, but there is also evidence of interactions 

between the two behavioral options (Fig.  2 C) [ 157 ,  170 ]. 

 The entire innate defensive pathway is heavily modulated. 

The serotonergic DRN, noradrenergic LC, dopaminergic 

A13, cholinergic PBG, and pedunculopontine tegmental 

nucleus all provide inputs to the SC [ 146 ,  180 – 182 ], infl u-

ence the responses of SC neurons [ 182 ,  183 ], and regulate 

visually-evoked defensive behaviors [ 107 ,  147 ,  184 ]. Ana-

tomical data also show that the m/dSC sends projections to 

dopaminergic systems in the substantia nigra pars compacta 

and the VTA, the cholinergic system in the pedunculopon-

tine nucleus, and the lateral dorsal tegmental area [ 146 ]. 

Furthermore, the habenula receives visual threat inputs 

from the hypothalamus and targets almost all midbrain 

neuromodulatory systems to modulate escape and freezing 

behaviors [ 168 ,  185 ,  186 ]. The mechanisms by which these 

modulation systems are involved in visually-evoked defen-

sive behaviors and how they interact require further study. 

     An Evolutionarily Conserved Pathway Across 
Species 

 To conclude, we summarize the neural mechanisms involved 

in visual threat responses, focusing on common features 

among species. First, there appears to be a common scheme 

for the identifi cation of looming objects that signal danger. 

Animals need to identify visual threats quickly and cor-

rectly to evade danger in time and at the same time not waste 

energy on non-threatening objects in the visual fi eld. In 

  Fig. 3       Schematic overview and cross-species comparison of the 

neural pathways involved in visual threat processing. Black arrows: 

known descending connections. Black dashed arrows: suspected 

descending connections. Red arrows: direct descending pathways in 

 Drosophila  and zebrafi sh. Red dashed arrows: hypothesized short-cut 

pathway in the mouse. Blue dashed line: completion of visual threat 

processing. Orange areas: brain regions that are indispensable to 

visual threat responses.  GF  giant fi ber,  VNC  ventral nerve cord,  PG  
preglomerular nucleus,  Dm  dorsal pallium,  Hb  habenula,  IPN  inter-

peduncular nucleus,  GC  griseum centrale,  V1  primary visual cortex, 

 vLGN  ventral lateral geniculate nucleus,  sSC  superfi cial superior col-

liculus,  DRN  dorsal raphe nucleus,  LP  lateral posterior nucleus,  PBG  
parabigeminal nucleus,  VTA  ventral tegmental area,  m/dSC  interme-

diate/deep superior colliculus,  LC  locus coeruleus,  Hypo  hypothala-

mus,  Amg  amygdala,  vMT  ventral midline thalamus,  PAG  periaque-

ductal grey,  CnF  cuneiform nucleus,  LPGi  lateral paragigantocellular 

nucleus.  
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insects and fi sh, perhaps also in mice, the same two param-

eters are used to identify looming objects: object size, and 

looming speed. The two parameters are encoded in paral-

lel by diff erent sets of visual sensory neurons [ 21 ,  25 ,  106 , 

 112 ]. In insects, the neurons downstream then combine the 

size and speed information to correctly identify a looming 

object, then initiate appropriate behavioral responses [ 11 , 

 20 ,  21 ,  25 ,  26 ,  77 ]. How these two types of information 

converge in fi sh and mice is less clear, although the con-

vergence likely also occurs in neurons directly downstream 

of the size- and speed-encoding RGCs, in the optic tectum 

(fi sh) or sSC (mice). 

 Second, the mechanisms underlying behavior choice 

show signifi cant similarities. Freezing and escape are two 

consistent behavioral responses to visual threats across spe-

cies [ 187 ]. Freezing behavior in zebrafi sh is much less stud-

ied, so we can only compare results in insects and mice. In 

both insects and mice, looming objects induce either escape 

or freezing [ 4 ,  29 ,  37 ], while small moving objects induce 

freezing [ 5 ,  36 ]. Also common to insects and mice, freezing 

and fl eeing are mediated by separate neural circuits, so many 

manipulations aff ect only one behavior and not the other [ 21 , 

 112 ,  130 ]. Diff erent visual threats activate the two pathways 

diff erently: looming activates both pathways [ 19 ,  36 ,  130 , 

 137 ]. Small moving objects likely only activate the freez-

ing pathway, although this has not been rigorously tested 

yet (see [ 20 ]). When both pathways are activated, internal 

states and environmental conditions help bias the behavioral 

choice toward one or the other [ 37 ,  95 ,  166 ,  184 ]. 

 Third, the underlying circuits share a similar overall 

structure that favors reaction speed. Incoming threats are 

mainly identifi ed by their size and looming velocity, without 

consideration of details such as texture or shape. The encod-

ing of size and velocity does not require complex computa-

tions; thus, the central process of visual threat identifi cation 

occurs in two abstracted layers of visual processing (Fig.  3 , 

threat detection layer, threat identifi cation, and behavior 

choice layer): The fi rst layer encodes looming velocity and 

object size, and the second layer combines the information 

and identifi es the threat. In vinegar fl ies and zebrafi sh, this 

second layer, GF in vinegar fl ies and optic tectum neurons in 

fi sh, then connects directly to the motor output neurons for 

behavior execution (Fig.  3 ). This direct connection ensures 

a fast response as soon as a threat is identifi ed. In mice, 

however, such a direct pathway has not been described. 

This pathway, should it exist, likely connects the visual SC 

directly to the motor output part of the SC, then to the LPGi 

in the medulla (Fig.  3 , red dashed lines in mouse). Projec-

tions and connections between the sSC and the m/dSC are 

plentiful [ 129 ,  146 ,  188 ]. In addition, optogenetic activation 

of  Ntsr1 +  and  PV +  neurons in the sSC induces responses 

in m/dSC neurons, indicating functional connections [ 132 ]. 

Further downstream, the m/dSC has projections to the 

medulla [ 146 ,  189 ,  190 ], and activation of m/dSC neurons 

projecting to the medulla induces defensive behaviors [ 149 ], 

suggesting a direct connection between the m/dSC and the 

defensive behavior-related medullary structure LPGi. Thus, 

this sSC-m/dSC-LPGi pathway is anatomically plausible. 

Based on these, we propose that a retina-to-medulla shortcut 

pathway exists in mice for visually triggered innate defensive 

responses (Fig.  3 ).         

 Thus, for visually triggered innate defensive responses in 

diff erent species, although their neural circuits diff er dras-

tically in complexity and details, the overall structure and 

underlying principles appear to be conserved in evolution. 

Further comparative studies across species may help to bet-

ter understand the circuit mechanisms underlying visual 

threat processing and innate defensive responses. 
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      Introduction 

 The hippocampus is a major target of stress mediators which 

lead to multiple psychiatric disorders, especially anxiety dis-

orders. Several studies have shown that the hippocampus 

is structurally and functionally diff erentiated between the 

dorsal and ventral portions [ 1 – 4 ]. The ventral hippocampus 

(vHPC) is closely related to emotion, and its injury particu-

larly impacts anxiety-related functions, whereas the dorsal 

hippocampus (dHPC) plays a preferred role in learning and 

spatial memory [ 1 ,  5 ,  6 ]. Despite many animal and clini-

cal studies suggesting that aberrant hippocampal activity is 

associated with anxiety disorders, the underlying mecha-

nism is far from being conclusive. Intrahippocampal infu-

sion studies have suggested that diff erent neurotransmitter 

systems and receptor sub-types are responsible for anxiety 

or memory functions in the hippocampus [ 7 ]. In addition, 

hippocampal excitatory and inhibitory neurons have been 

described as targets of anxiety modulation. Many studies 

using optogenetics and chemogenetics have shown that the 

connection of neural circuits in the hippocampus and related 

brain regions is the physiological basis of the regulation of 

anxiety behavior. Therefore, revealing the molecular, cellu-

lar, and neural circuit underpinnings of anxiety would pro-

vide answers regarding the functions of the hippocampus in 

modulating anxiety. 

 In this review, we summarize the molecular features and 

cell types of the hippocampal sub-regions, as well as the 

intra-hippocampus network and connections made by the 

hippocampus and extra-hippocampus regions, and discuss 

the recent evidence on the molecular, cellular, and neural 

circuit mechanisms of anxiety. 

                       Abstract     Anxiety disorders are currently a major psychi-

atric and social problem, the mechanisms of which have 

been only partially elucidated. The hippocampus serves as 

a major target of stress mediators and is closely related to 

anxiety modulation. Yet so far, its complex anatomy has 

been a challenge for research on the mechanisms of anxiety 

regulation. Recent advances in imaging, virus tracking, and 

optogenetics/chemogenetics have permitted elucidation of 

the activity, connectivity, and function of specifi c cell types 

within the hippocampus and its connected brain regions, 

providing mechanistic insights into the elaborate organiza-

tion of the hippocampal circuitry underlying anxiety. Studies 

of hippocampal neurotransmitter systems, including gluta-

matergic, GABAergic, cholinergic, dopaminergic, and sero-

tonergic systems, have contributed to the interpretation of 

the underlying neural mechanisms of anxiety. Neuropeptides 

and neuroinfl ammatory factors are also involved in anxiety 

modulation. This review comprehensively summarizes the 

hippocampal mechanisms associated with anxiety modula-

tion, based on molecular, cellular, and circuit properties, to 

provide tailored targets for future anxiety treatment. 

   Keywords     Anxiety    ·  Hippocampus    ·  Excitatory neurons    · 

 Interneurons    ·  Neural circuit  
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   Anxiety Disorders 

 Anxiety arises from a highly alert state in the unambigu-

ous presence of immediate threats and consists of trait and 

state components [ 8 – 10 ]. Trait anxiety is an individual pre-

disposition that is considered a stable long-term feature in 

daily life [ 11 – 13 ]. In comparison, state anxiety refers to an 

acute and transitory response to external stimuli [ 11 ,  13 ], 

and is usually a context-dependent behavior. State anxiety 

has evolved as an adaptive avoidance of potential dangers, 

while extensive and prolonged trait anxiety responses are 

considered to be pathological phenomena [ 11 ]. Anxiety 

disorders, including generalized anxiety disorder, social 

phobia, specifi c phobias, separation anxiety disorder, and 

panic disorder with or without agoraphobia, are among the 

most prevalent psychiatric disorders and social problems 

[ 14 ,  15 ]. The etiology of anxiety disorders is an interaction 

of genetic vulnerability and psychosocial stress factors, such 

as adversity in childhood and adolescence, or stressful life 

events [ 14 – 16 ]. At present, antidepressants are the primary 

therapeutics for most anxiety disorders, and among these 

drugs, selective serotonin re-uptake inhibitors and selective 

serotonin-norepinephrine re-uptake inhibitors are the fi rst-

line anxiolytic treatments [ 17 ]. However, these agents are 

not eff ective in relieving anxiety symptoms for all patients; 

the harmful side eff ects and delayed action onset also limit 

their use. A thorough understanding of the mechanisms 

underlying anxiety regulation, at the molecular, cellular, and 

neural circuit levels, will provide a conceptual framework 

for improving anxiety treatment strategies. 

 The classic idea that the hippocampus is associated with 

learning and memory began with the study of Henry Molai-

son who exhibited severe memory defi cits after bilateral 

medial temporal lobectomy to alleviate drug-resistant sei-

zures [ 18 ]. In recent years, the role of the hippocampus in 

emotion regulation has received more attention, and exciting 

progress has been made in understanding the mechanism of 

the hippocampus in anxiety. 

    Hippocampus 

 The hippocampus is a complex structure located in the 

medial temporal lobe, which is implicated in extensive cog-

nitive functions, including declarative memory [ 19 ] and spa-

tial navigation [ 20 ], as well as emotional responses, such as 

emotional memory and adaptation [ 21 ,  22 ], and is a model 

system for structure and function research in animals. Many 

studies on the anatomy and circuitry of the hippocampus 

have been done in rodents and primates. Current studies 

indicate that the extensive role of the hippocampus in cogni-

tion and emotion stems from its position in the center of the 

cerebral cortex and its special internal anatomical structure 

[ 23 ,  24 ]. 

   Anatomical Features 

 Anatomically, the rodent hippocampal formation is mainly 

subdivided into three distinct divisions: the dentate gyrus 

(DG), the hippocampus (cornu ammonis, CA3, CA2, and 

CA1), and the subiculum (SUB) [ 25 ] (Fig.  1 A), which cor-

respond to human hippocampus DG, CA4, CA3, CA2, CA1, 

and SUB; the human CA4 subregion contains cells within 

the hilus of the DG [ 26 ,  27 ]. Neuronal somata, dendrites, 

and axons in all subfi elds are distributed into specifi c lay-

ers: the stratum pyramidale (SP), alveus, stratum moleculare 

(SM), stratum oriens (SO), stratum radiatum (SR), and stra-

tum lacunosum (SL) [ 28 ].         

 The DG subdivision is divided into fi ve layers involv-

ing the outer SM (SMo), the middle SM (SMm), the inner 

SM (SMi), the stratum granulosum (SG), and the hilus. The 

principal glutamatergic neurons are granule cells (GCs) 

in the SG and mossy cells (MCs) in the hilus. The den-

drites and axons of the GCs are located in the SO and hilus, 

respectively. The two types of glutamatergic neurons have 

distinct transcriptional characteristics. GCs have specifi c 

gene expression including  Prox1, Stxbp6, Ctip2, Maml2,  
and  Dock10  [ 29 ,  30 ], while MCs specifi cally express  Calb2, 
Gria2/3, Cntn6, Drd2, Ociad2,  and  Nmb  [ 31 – 33 ]. 

 The hippocampus properly refers to three CA fields: 

CA3, CA2, and CA1. CA3 has a fi ve-layered appearance 

which comprises the stratum lacunosum moleculare (SLM), 

SR, SL, SP, and SO. The laminar organization of CA1 and 

CA2 is similar to that of CA3 except for the absence of SL. 

The excitatory neurons within CA subdivisions are pre-

dominantly pyramidal neurons expressing the broad marker 

 Sv2b  [ 33 – 35 ]. The apical dendrites of pyramidal neurons are 

present in the SLM and SR, while their basal dendrites are 

ramifi ed in the SO, and the axons enter the alveus. 

  In situ  hybridization and next-generation sequencing 

have demonstrated that CA2 has unique molecular markers 

( Rgs14, Step, Pcp4,  and  Vcan ) [ 33 ,  36 – 40 ], distinct from 

those of CA3 ( Socs2, Cpne4, Tyro3, Lyd,  and  Coch ) [ 33 ,  41 ] 

and those of CA1 ( Satb2  and  Wfs1 ) [ 33 ,  35 ]. 

 The inside-to-outside anatomical structure of the SUB 

comprises three layers: the SM, SP, and polymorphic layer. 

The SP in the SUB is thicker than in CA3, CA2, and CA1; its 

principal cell type is pyramidal cells expressing the unique 

molecular marker  Fn1  [ 29 ]. The SUB receives substantial 

projections from CA1 and other subfi elds of the hippocam-

pus [ 42 ,  43 ], and outputs to multiple brain regions. Hence 

the SUB is the hub of information processing between the 

hippocampus and other brain regions through this diff erent 

interconnectivity [ 44 ]. 

 All hippocampal subregions have highly heterogene-

ous inhibitory interneurons, which can be categorized 

by molecular markers, electrophysiological proper-

ties, and morphological characteristics; they are further 
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differentiated into at least eight defined GABAergic 

interneuron populations: positively stained for parval-

bumin  (PV + ), neuropeptide Y  (NPY + ), somatostatin 

 (SOM + ), calbindin  (CB + ), calretinin  (CR + ), cholecysto-

kinin  (CCK + ), vasoactive intestinal peptide  (VIP + ), and 

neuronal nitric oxide synthase  (nNOS + ) [ 28 ]. 

  Fig. 1       Anatomical features of 

the hippocampus.  A  Simplifi ed 

diagram depicting the distribu-

tion of diff erent subfi elds of the 

dorsal and ventral parts of the 

hippocampus from rostral to 

caudal.  B  The projected connec-

tions between diff erent neuron 

types in subregions of the hip-

pocampus, including ipsilateral 

and contralateral connections. 

Dashed arrows represent 

weak projections, solid arrows 

represent strong projections.  C , 
 D  Hippocampal external input 

( C ) and output ( D ) connectivity 

networks. DG, dentate gyrus; H, 

hilus; CA1-3, cornu ammonis 

1-3; SUB, subiculum; d, dorsal; 

v, ventral; i, intermediate; GC, 

granule cell; MC, mossy cell; 

pc, pyramidal cell; IN, interneu-

ron; EC, entorhinal cortex; PRh, 

perirhinal cortex; Pir, piriform 

cortex; POR, postrhinal cortex; 

MS, medial septum; LC, locus 

coeruleus; RN, raphe nuclei; 

VTA, ventral tegmental area; 

LP, lateral posterior thalamic 

nucleus; LD, laterodosal tha-

lamic nucleus; VL, ventrolateral 

thalamic nucleus; Re, reuniens 

nucleus; SuM, supramammil-

lary nucleus; BLA, basolateral 

amygdala; PFC, prefrontal cor-

tex; DB, diagonal band; LS, lat-

eral septum; RSP, retrosplenial 

cortex; NAc, nucleus accum-

bens; HY, hypothalamic nuclei; 

TN, thalamic nucleus; MM, 

mammillary bodies; BNST, bed 

nucleus of stria terminalis; AM, 

amygdala.  
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    Hippocampal Intrinsic Circuitry 

 The anatomical connectivity of the hippocampus is 

described as a ‘tri-synaptic loop’. Neurons in the lateral and 

medial entorhinal cortex (LEC/MEC) provide primary corti-

cal inputs to the dendrites of the GCs in the SMo and SMm 

of the DG  via  the perforant path, respectively [ 45 ]. GCs 

project to the SL apical dendrites of the CA3 pyramidal cells 

 via  the mossy fi ber (MF) pathway [ 46 ]. CA3 pyramidal cells 

project to the proximal apical dendrites of the CA1 pyrami-

dal cells in the SR  via  the Schaff er collateral (SC) pathway 

[ 47 ,  48 ]. Finally, CA1 projects to the SUB and back to the 

deep layers of the EC region, completing a processing loop. 

Neurons in the DG and CA3 also project to CA2 [ 49 ,  50 ]. 

In addition to the classical tri-synaptic circuit, the actual 

microcircuit connections within the hippocampus are quite 

complex (Fig.  1 B). 

 Commissural systems connect ipsilateral and contralat-

eral structures in the hippocampus. Contralaterally-project-

ing neurons mainly consist of glutamatergic cells in the 

dHPC; however,  SOM +  and  PV +  GABAergic interneurons 

also innervate the contralateral hippocampus, but with a 

lower density [ 51 ]. The hilar mossy cells project to the SMi 

of the contralateral DG [ 52 ,  53 ]. The CA3 pyramidal cells 

send commissural projections onto synapses in the SO of 

the contralateral CA3 [ 54 ]. CA1 pyramidal neurons receive 

contralateral CA3 or CA2 inputs in the SR, and contralat-

eral CA1 inputs to the SO  via  commissural projections [ 40 , 

 55 ]. 

 In the ipsilateral hippocampus, the DG mainly receives 

excitatory inputs from MCs and CA3, and inhibitory inputs 

within the DG, plus a small number of long-distance inhibi-

tory inputs from CA1 and the SUB [ 53 ]. In addition, GCs 

mainly interact indirectly with each other through interneu-

rons or MCs, but there are still a few local direct projections 

between GCs [ 53 ]. Hilar MCs receive a large number of 

hippocampal inputs, mainly excitatory and inhibitory inputs 

from the DG and CA3 [ 56 ]. GC projections account for 

57% of MC inputs. Excitatory inputs of pyramidal neurons 

from proximal CA3 (CA3c) and intermediate CA3 (CA3b) 

account for 4.9% and 1.5% of MC inputs [ 53 ]. Studies have 

shown that CA3c indirectly regulates DG GCs through their 

inputs to MCs [ 57 ]. Inhibitory inputs from the DG and CA3 

non-pyramidal layers account for 3.7% and 2.5% of MCs 

presynaptic inputs, respectively [ 53 ]. CA3 pyramidal cells 

(CA3pcs) not only receive EC and DG excitatory inputs but 

also receives indirect inhibitory inputs from CA3 interneu-

rons and extensive excitatory interconnection between 

CA3pcs [ 50 ,  58 ,  59 ]. Recently, retrovirus tracing has shown 

many direct projections of CA3 pyramidal neurons and 

inhibitory neurons in DG GCs, where they are distributed 

in CA3a, CA3b, and CA3c, the distal CA3a input being the 

strongest [ 53 ]. 

 In CA2, the apical dendrites of pyramidal cells receive 

CA3 Schaff er collateral inputs in the SR [ 50 ], while the 

axons target the basal and apical dendrites of CA1pcs 

through SO and SR, respectively [ 60 ]. Studies have shown 

that both the basal and apical dendrites of CA2pcs receive 

projections from ipsilateral CA2 neurons [ 61 ] and that DG 

GCs send functional monosynaptic outputs to pyramidal 

cells of CA2 through longitudinal projections [ 37 ]. CA1 SO 

has a class of long-distance projection interneurons ("back 

projection cells"), whose axons project backward through 

the fi ssure to other hippocampal subfi elds, including CA3 

and DG [ 62 ]. 

    The Extra-hippocampal Connection Network 

 The hippocampal circuit is mainly modulated by extrin-

sic inputs, including various cortical areas, the medial 

septal region, the thalamus, the amygdaloid complex, the 

supramammillary nucleus, and monoaminergic brainstem 

nuclei (Fig.  1 C). 

 The EC consists of two subregions with diff erent cyto-

architectures and connectivity (LEC and MEC). The pro-

jection is strong to all subfi elds of the hippocampus, where 

the superfi cial cells (layer II) directly project to the DG and 

CA3, and the deeper cells (layer III) directly project to CA1 

and the SUB [ 63 ]. There are diff erences in their direct pro-

jections to CA1, as the LEC projects to the region closer 

to the SUB, whereas the MEC innervates the region closer 

to CA3 [ 64 ]. In addition, hippocampal CA2 receives direct 

inputs from LEC and MEC [ 65 ,  66 ]. The perirhinal and 

postrhinal cortices project weakly and only to CA1 and the 

SUB. The perirhinal cortex preferentially projects to the ven-

tral SUB, whereas the postrhinal cortex targets mainly the 

dorsal CA1 and SUB [ 67 ]. The piriform cortex also weakly 

contacts vCA1 [ 68 ]. 

 The medial septal GABAergic neurons with low-rhyth-

mic fi ring innervate the DG and CA3, and the connection 

between these neurons and CA1 regulates contextual mem-

ory retrieval [ 69 ,  70 ]. Meanwhile, the septal glutamatergic 

projections mainly contact interneurons in the alveus/oriens 

of CA1 [ 71 ]. The medial septal nucleus sends cholinergic 

outputs to CA2 and CA1 [ 72 ,  73 ]. Septo-hippocampal glu-

tamatergic and GABAergic projections terminate predomi-

nantly on GABAergic neurons in the hippocampus [ 74 ,  75 ]. 

Conversely, the septal cholinergic projections primarily tar-

get the pyramidal neurons in the hippocampus [ 75 ]. 

 The lateral posterior, laterodorsal, and ventrolateral 

thalamic nuclei send monosynaptic outputs to the SUB 

[ 76 ]. Moreover, the thalamic midline nucleus reuniens 

afferent inputs in the hippocampus modulate CA1 net-

work activity  via  direct excitation and indirect inhibi-

tion [ 77 ]. Major inputs to the hippocampal formation 

also come from the amygdala. The basolateral amygdala 
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(BLA) establishes monosynaptic and glutamatergic 

outputs to CA1 of the vHPC [ 78 ]. Under physiologi-

cal conditions, the posterior BLA-vCA1 connection is 

more prominent than the anterior BLA-vCA1 connec-

tion [ 79 ]. 

 The hippocampal formation also receives inputs from 

the hypothalamic supramammillary nucleus [ 80 ]. This 

supramammillary projection terminates in all hippocampal 

subfi elds  via  the fornix but is more prominent in the DG, 

CA2, and CA3. The hippocampus also receives projections 

from brainstem nuclei, including a major noradrenergic 

input from the locus coeruleus [ 81 ,  82 ], dopaminergic 

projections from the ventral tegmental area [ 83 ,  84 ], and 

serotonergic innervation from the raphe nuclei [ 85 ,  86 ] to 

all subfi elds of the hippocampus. A study suggests that 

the locus coeruleus also releases dopamine in the dorsal 

hippocampus [ 87 ]. 

 In addition to the inputs from many regions, the hip-

pocampus forms network connections through outputs 

to other regions outside the hippocampus, which affects 

overall brain network activity (Fig  1 D). The DG, CA3, 

and CA2 subregions contribute relatively little to extra-

hippocampal outputs; the DG provides GABAergic out-

puts to the medial septum [ 88 ], while CA3 and CA2 

mainly project to the dorsolateral septum [ 89 ,  90 ]. Agster 

and colleagues first found a direct projection from ven-

tral CA3 to the entorhinal cortex [ 67 ]. In contrast, the 

CA1 and SUB regional projections constitute the main 

network of extra-hippocampal connections. The SUB 

and CA1 project to the postrhinal, perirhinal, entorhi-

nal, prefrontal, and retrosplenial cortices, as well as to 

the nucleus accumbens, amygdala, hypothalamic nuclei, 

and various midline thalamic nuclei [ 67 ,  91 – 95 ]. The 

SUB also projects to the septum and diagonal band [ 89 ], 

the bed nucleus of the stria terminalis [ 96 ], mammillary 

bodies, and anterior thalamic nuclei along with the post-

subiculum [ 97 ]. 

     The Hippocampus in the Pathophysiology of Anxiety 

 Studies have suggested that the hippocampus is closely 

involved in cognitive learning and the pathogenesis of 

mood and anxiety disorders, which may be mediated by 

the functional heterogeneity of its dorsoventral axis, with 

the dHPC mediating cognitive learning and the vHPC con-

tributing to emotional regulation, especially in regulating 

anxiety [ 5 ,  98 – 102 ]. Moreover, some studies have also 

shown that dorsal hippocampal neurons are involved in 

anxiety regulation [ 103 – 105 ]. Here, we review the iden-

tifi ed cell types, molecules, and projections in the hip-

pocampus, especially the vHPC, that modulate anxiety-

related behaviors. 

   Cellular Mechanisms of the Hippocampus During Anxiety 

 The hippocampus is extremely responsive to chronic stress 

and anxiety-inducing stimuli. In almost all hippocampal 

subregions, excitatory and inhibitory neurons provide a 

cellular substrate for anxiety modulation. Chronic stress 

causes changes in synaptic plasticity, including dendritic 

shortening and the debranching and spine loss of excita-

tory neurons, which further impacts excitability in the 

MF-CA3 and CA3-CA1 synapses. Chronic stress also 

causes a reduction in dendritic branches and the number 

of interneurons, thus aff ecting the excitation-inhibition 

balance in the hippocampus. 

   DG Granule Cells in Anxiety     In adult rodents and humans, 

the subgranular zone (SGZ) of the DG continuously gen-

erates new GCs [ 106 – 109 ]. Recently, several fi ndings have 

demonstrated the important role of adult-born and mature 

GCs in infl uencing stress response and anxiety regulation. 

Increased neurogenesis in the DG reduces corticosteroid-

induced anxiety-like behaviors [ 110 ], whereas inhibition of 

hippocampal neurogenesis increases anxiety-related behav-

iors [ 111 ]. Several important studies have proposed that 

adult-born GCs in the vDG, but not in the dDG, are key fac-

tors in mediating stress-induced anxiety-related behaviors. In 

mice, increasing neurogenesis in the vDG prevents the social 

defeat of stress-induced anxiety-like behaviors by inhibit-

ing the activity of mature GCs [ 112 ]. Conversely, chemo-

genetic silencing of adult-born GCs induces an increased 

activity in mature GCs, leading to avoidance behavior in the 

social interaction test and a decrease in center exploration 

in the open fi eld test [ 112 ]. However, another study from 

the same group found that optogenetic activation of mature 

vDG GCs contributes to the anxiolytic eff ects in mice [ 113 ]. 

In addition, chemogenetic activation of tactile experience-

induced vDG GCs relieves anxiety [ 100 ]. Recently, with the 

application of single-cell sequencing and transcriptomics, 

heterogeneous cell populations with diff erent molecular or 

functional characteristics have been found in diff erent sub-

regions of the hippocampus. Therefore, the above contradic-

tory conclusions may be due to the diff erent functions of 

GC subsets. In addition, a recent study indicates that acti-

vating osteocalcin-positive dDG GCs decreases anxiety-like 

behaviors by promoting adult DG neurogenesis [ 103 ]. 

    GABAergic Interneurons in  Anxiety     Besides the princi-

pal excitatory neurons, the hippocampus is also under the 

inhibitory control of diverse GABAergic interneurons, 

which are susceptible to chronic stress and play important 

roles in modulating anxiety-related behaviors. Disturbances 

in GABAergic neurotransmission are considered to be the 

pathological basis of anxiety disorders, as studies in patients 

and animal models suggest that an imbalance of excitatory 



1014 Neurosci. Bull. June, 2023, 39(6):1009–1026

1 3

and inhibitory neurotransmitters is the primary cause of 

anxiety disorders (Table  1 ).  

 PV +  interneurons are particularly susceptible to chronic 

stress [ 114 ]. Studies indicate that exposure to multiple 

chronic stress significantly reduces the number of  PV +  

interneurons in vCA1 [ 115 – 118 ], and a decreased expres-

sion of PV has been reported in the dorsal hippocampus 

[ 119 ]. Moreover, activation of  PV +  interneurons in the 

vDG produces signifi cant anxiolytic-like eff ects [ 120 ], and 

loss of  SST +  and  PV +  interneurons in the vHPC leads to 

anxiety-like behavior in 5xFAD mice [ 121 ]. These changes 

may also relate to functional defi cits like failure to generate 

the rhythmic spontaneous inhibitory postsynaptic currents 

recorded after chronic stress [ 122 ] and disruption of the bal-

ance between excitation and inhibition. Recently, a study 

has suggested that maternal separation with early weaning 

reduces the level of parvalbumin (PV) and increases the 

density of perineuronal nets around  PV +  interneurons in 

the vHPC, as well as increasing theta power and enhancing 

theta-gamma coupling in the vHPC [ 123 ]. Contradictory 

results suggest that no changes in the number or expression 

of PV occur after chronic unpredictable stress or maternal 

separation [ 124 ,  125 ], and may be due to diff erent types of 

stressors or stress times. 

 NPY +  interneurons, as endogenous ‘stress-resistant mol-

ecules’, have marked anxiolytic and anti-epilepsy eff ects 

[ 120 ,  126 ]. Evidence suggests that the number of  NPY +  

interneurons decreases in vCA1-3 of the hippocampus after 

chronic maternal stress (CMS) [ 115 ] and that CMS, as well 

as chronic restraint stress (CRS), reduce NPY expression 

in the dDG and dCA1-3 respectively [ 127 ,  128 ]. Early life 

stress events can lead to a reduction in the number of  NPY +  

interneurons in the hilus, which leads to overexcitation of 

the DG-CA3 circuit [ 129 ]. Anxiety-like behaviors induced 

by predator odor stress are due to reduced NPY release from 

CA1  NPY +  neurons [ 130 ]. The impairment of NPY release 

promotes glutamate release onto the CA1 pyramidal cells, 

thus increasing synaptic short-term facilitation [ 130 ]. 

 CR +  interneurons are also reduced in vCA1 after CMS 

exposure [ 115 ], while chronic social defeat increases the 

CR and CB expression in the vDG [ 131 ]. CMS exposure 

signifi cantly reduces the  SOM +  interneurons in the vDG 

and vCA1 [ 115 ] and decreases the expression of SOM in the 

vHPC [ 119 ]. The hyperexcitability of  SOM +  neurons leads 

  Table 1       Eff ects of chronic 

stress on the number and 

expression of marker protein in 

hippocampal interneurons.  

 dDG, dorsal dentate gyrus; dCA1-3, dorsal cornu ammonis 1-3; dHPC, dorsal hippocampus; vCA1, ventral 

CA1; vDG, ventral dentate gyrus; dCA3, dorsal CA3; vHPC, ventral hippocampus. 

    Chronic stress response    References  

   PV-Parvalbumin   
    Reduced in vCA1 - Chronic mild stress    [ 115 ]  

  Number    Loss of  PV +  interneurons in vHPC results in    [ 121 ]  

    anxiety-like behavior in 5xFAD mice  

  Activity    Activation of  PV +  interneurons in vDG produced    [ 120 ]  

  signifi cant anxiolytic-like eff ects  

  Reduced intensity of PV in the vHPC - maternal    [ 123 ]  

  separation with early weaning  

  Expression    Reduced in dHPC - Chronic mild stress    [ 119 ]  

   CR-Calretinin/CB-Calbindin   
  Number    Reduced in vCA1- Chronic mild stress    [ 115 ]  

  Increased in dCA1- Maternal separation    [ 125 ]  

  Expression    Increased in CR and CB expression in vDG    [ 131 ]  

  - Chronic social defeat  

   NPY-Neuropeptide Y   
  Number    Reduced in vCA1-3 - Chronic mild stress    [ 115 ]  

  Expression    Reduced in dCA1, dCA3 - Chronic restrain stress    [ 128 ]  

  Reduced in dDG - Chronic mild stress    [ 127 ]  

   SOM - Somatostatin   
  Number    Reduced in vDG and vCA1 - Chronic mild stress    [ 115 ]  

  Expression    Reduced in all vHPC - Chronic mild stress    [ 119 ]  

   CCK - Cholecystokinin   
  Number    No eff ects on vHPC - Chronic mild stress    [ 115 ]  

  No eff ects on vHPC - Chronic restrain stress    [ 122 ]  

  Expression    Reduced in dCA1-3 - Chronic restrain stress    [ 133 ]  
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to an enhancement of the inhibitory synaptic output onto the 

dendrites of CA1 pyramidal neurons and anxiolytic pheno-

types [ 132 ]. In addition, although chronic stresses have no 

eff ect on the number of  CCK +  interneurons [ 115 ,  122 ], CRS 

exposure reduces the CCK mRNA [ 133 ]. 

 In addition, hippocampal vCA1 oriens-lacunosum molec-

ulare (OLM) interneurons, which specifi cally express the 

nicotinic acetylcholine receptor α2 subunit, drive type 2 

theta and are associated with increased risk-taking behavior 

in response to predator odor [ 98 ]. 

 Chronic stress leads to changes in the number of inhibi-

tory neurons or the expression of inhibitory neurotransmit-

ters in the hippocampus, and aff ects the release of glutamate 

from excitatory neurons, supporting the role of excitation-

inhibition imbalance in the pathology of anxiety disorders. 

Further research into the structural and functional connec-

tivity between glutamatergic and GABAergic neurons in 

orchestrating hippocampal excitation-inhibition balance may 

provide a theoretical basis for anxiolytic therapy. 

    Stress-induced Hippocampal Plasticity in  Anxiety     The 

precise pattern of dendrites is the major factor aff ecting the 

formation and function of neural circuits, and its morphol-

ogy also aff ects the strength of synaptic connections [ 134 ]. 

Stress-induced changes in structural plasticity may lead to 

the expression of anxiety-related behaviors. 

 Many studies using magnetic resonance imaging have 

shown a lower hippocampal volume in patients suff ering 

from anxiety disorders, and antidepressant treatments nor-

malize it [ 135 ,  136 ]. Hippocampal volume loss has also been 

reported in individuals with adverse life events and chronic 

glucocorticoid treatment [ 137 – 139 ]. In rodent model studies, 

exposure to chronic stress and corticosterone also reduces 

hippocampal volume, which may be due to many cellular 

changes, including decreased glial number, inhibition of 

adult neurogenesis, and dendritic atrophy, particularly in the 

CA3 and CA1 pyramidal cells, as well as DG GCs [ 136 ]. 

Dendritic atrophy is considered to be a reversible loss of 

the total dendritic length, branching density of apical den-

drites, and dendritic spines [ 140 ]. For example, it has been 

shown that CRS causes a signifi cant reduction in branch 

points and length of the apical and basal dendrites in CA3 

[ 141 ,  142 ]. Chronic immobilization stress (CIS) elicits an 

anxiety response accompanied by a pronounced shortening 

and debranching of the apical and basal dendrites of the CA3 

pyramidal cells and the apical dendrites of CA1 pyramidal 

cells [ 143 ,  144 ]. 

 Dendritic spines (small protrusions on dendrites) are cru-

cial components in mediating the stress-induced structural 

plasticity of neurons. Both CRS and maternal separation 

(MS) stress signifi cantly reduce the mature dendritic spine 

density of CA1 pyramidal cells [ 145 ,  146 ]. The neurotro-

phin brain-derived neurotrophic factor (BDNF) promotes 

the growth of dendrites and spines [ 147 ]. Both CIS and CRS 

decrease BDNF levels [ 147 ,  148 ], suggesting that BDNF 

is linked to the stress-induced alterations of dendrites and 

spines in the hippocampus [ 149 ]. 

 Stress-induced abnormal long-term potentiation (LTP) in 

the MF-CA3 and SC-CA1 synapses is another cellular mech-

anism that may cause anxiety behaviors [ 150 – 152 ]. A study 

found that early deprivation induces anxiolytic behaviors by 

decreasing the threshold of LTP induction in the CA3-CA1 

pathway [ 153 ]. In contrast, CRS increases anxiogenic behav-

iors due to the impairment of LTP in the SC-CA1 synapses 

[ 154 ]. These fi ndings reveal that enhanced LTP in the SC 

synapses may be correlated with anxiolytic-like symptoms. 

Furthermore, another study showed that MS stress may 

induce anxiety-like behaviors through decreasing LTP and 

increasing paired-pulse facilitation ratios in the MF-CA3 

pathway [ 152 ]. 

     Hippocampus-related Molecular Mechanisms of Anxiety 

 Mounting evidence reveals that a diversity of molecules 

in the hippocampus are involved in anxiety modulation: 

channel proteins, receptors, neurotransmitters, neuropep-

tides, neuroinfl ammatory factors, and compounds associ-

ated with oxidative stress. These provide signifi cant clues 

to hippocampus-related molecular mechanisms of anxiety 

(Table  2 ).  

 The hyperpolarization-activated cyclic nucleotide-gated 

(HCN) channel family governs hippocampal neuronal excit-

ability. Among these, HCN1 is the predominant isoform, 

while the HCN4 expression level is much lower in CA1 

pyramidal neurons [ 104 ]. Although both isoforms have 

been shown to regulate hippocampus-related anxiety-like 

behaviors, the two proteins exert opposing functions. Knock-

down of the HCN1 channel protein in the dCA1 enhances 

dCA1 activity, upregulates BDNF-mTOR signaling, and 

produces anxiolytic-like behaviors [ 105 ]. Conversely, the 

shRNA-mediated knockdown of HCN4 in the dHPC gener-

ates an anxiogenic eff ect [ 104 ]. A recent study found that 

HCN channel proteins participate in regulating synaptic 

transmission and glutamate release [ 155 ], suggesting that 

HCN defi ciency might impair glutamatergic transmission. 

 The glutamatergic and GABAergic systems have cru-

cial roles in the modulation of anxiety [ 156 ,  157 ]. Infu-

sion of N-methyl-D-aspartate receptor (NMDAR) agonists 

and antagonists into the vHPC induces anxiogenic and 

anxiolytic responses, respectively [ 158 ]. In contrast, the 

direct injection of gamma amino butyric acid A receptor 

 (GABA A R) agonists and antagonists into the vHPC have 

eff ects opposite to those of NMDAR agonists and antago-

nists [ 158 ]. Moreover, maintaining the excitation-inhibi-

tion balance might have a signifi cant eff ect on regulat-

ing glutamate release from hippocampal pyramidal cells. 
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The  GABA A R antagonist blocks anxiolytic-like behaviors 

induced by the infusion of NMDAR antagonists into CA3 

[ 159 ]. 

 Hyperactivity of cholinergic systems is associated with 

the processes of hippocampus-modulated anxiety. One study 

showed that the administration of an acetylcholine esterase 

(AChE) inhibitor into the vHPC increases cholinergic activ-

ity and signifi cantly alleviates anxiety responses [ 160 ]. In 

contrast, another study found that specifi c knockdown of 

AChE in the hippocampus promotes anxiety-like behaviors 

[ 161 ]. 

 Dopamine (DA) is one of the neurotransmitters most 

active in anxiety responses, and its eff ects can be mediated 

by both D1 and D2 receptors expressed in the hippocampus 

[ 162 ,  163 ]. Several studies have revealed that the dopamin-

ergic system modulates anxiety  via  its interaction with the 

glutamatergic or cholinergic system in the hippocampus. 

SCH23390, a DA D1 receptor antagonist, has synergistic 

anxiolytic eff ects with the NMDAR antagonist MK801 but 

is ineff ective when injected into dCA1 alone [ 164 ]. How-

ever, the DA D2 receptor antagonist sulpiride suppresses 

the anxiolytic responses induced by MK801 in dCA1 [ 164 ]. 

  Table 2       Summary of hippocampal molecules involved in anxiety modulation.  

 HCN, hyperpolarization-activated cyclic-nucleotide-gated channels; NMDAR, N-methyl-D-aspartate receptor;  GABA A R, gamma amino butyric 

acid A receptor; AChE, acetylcholinesterase; D1/D2R, dopamine D1 and D2 receptor; 5-HT 4 R, 5-hydroxytryptamine 4 receptor; 5-HT 1A R, 

5-HT 1A  receptor; 5-HT 2C R, 5-HT 2C  receptor; nNOS, neuronal nitric oxide synthase; CAPON, carboxy-terminal PDZ ligand; AEA, arachidonoyl 

ethanolamide or anandamide; CB1R, cannabinoid 1 receptor; ECB, endocannabinoid; CRH, corticotropin-releasing hormone; CRHR1, cortico-

tropin-releasing hormone receptor 1; NPS, neuropeptide S; RXFP3, relaxin-family peptide 3 receptor; IL-1β, interleukin-1β; NLRP3, nucleotide 

binding and oligomerization domain-like receptor family pyrin domain-containing 3; HPC, hippocampus; dHPC, dorsal HPC; vHPC, ventral 

HPC; DG, dentate gyrus; dCA1, dorsal cornu ammonis 1; vCA3, ventral cornu ammonis 3. 

  Examples    Subfi elds    Anxiety-regulating functions    References  

   Channel protein         

  HCN1    dCA1    The anxiolytic eff ect of HCN1 knockdown.    [ 105 ]  

  HCN4    dHPC    Anxiogenic eff ect of HCN4 knockdown.    [ 104 ]  

   Neurotransmitter systems         

  NMDAR    vHPC    NMDAR agonists increased anxiety.    [ 158 ]  

      NMDAR antagonists reduced anxiety.    

  GABA A R    vHPC    GABA A R agonists reduced anxiety.    [ 158 ]  

      GABA A R antagonists increased anxiety.    

  AChE    vHPC    AChE inhibitor alleviated anxiety.    [ 160 ]  

    HPC    knockdown of AChE increased anxiety    [ 161 ]  

  D1/D2R    vHPC    The anxiolytic eff ect of D1/D2R antagonists.    [ 165 ]  

    vCA3    Anxiogenic eff ect of D1/D2R antagonists.    [ 167 ]  

  nNOS    HPC    Chronic stress increased the level and activity of hippocampal nNOS    [ 168 ]  

      Enhancement of nNOS-CAPON coupling is anxiogenic.    [ 168 ]  

        [ 169 ]  

    vHPC    Downregulating of nNOS is anxiolytic.    [ 171 ]  

  AEA /CB1R    HPC    Enhancement of the ECBs signaling is anxiolytic.    [ 174 ]  

        [ 177 ]  

    vHPC    Reduced CB1R in GABAergic neurons and activated CB1R in glutamatergic 

neurons are anxiolytic  

  [ 178 ]  

   Neuropeptide systems         

  CRH/CRHR1    dHPC    Intervention with CRHR1 is anxiolytic.    [ 182 ]  

    vHPC    CRHR1 antagonist is anxiolytic.    [ 183 ]  

  NPS    vHPC    The anxiolytic eff ect of NPS.    [ 184 ]  

        [ 185 ]  

        [ 186 ]  

  RXFP3    vHPC    Anxiogenic eff ect of RXFP3 agonists.    [ 187 ]  

   Cytokine         

  IL-1β    DG    Increasing IL-1β is anxiogenic.    [ 189 ]  

  NLRP3    vHPC    Deletion of NLRP3 is anxiogenic.    [ 192 ] [ 193 ]  

    vHPC    Activation of microglial NLRP3 in CMS.    [ 194 ]  
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Moreover, the D1 and D2 receptor antagonists alleviate 

the cholinergic anxiogenic eff ect of nicotine in the vHPC 

[ 165 ,  166 ]. Nicotine-induced DA release likely promotes 

anxiety responses, with DA antagonists reversing the anxi-

ogenic eff ect by blocking D1 and D2 receptors. However, 

another study suggested that intra-hippocampal injection 

of SCH23390 or sulpiride into vCA3 blocks cholestasis-

induced anxiolytic-like behaviors [ 167 ]. 

 The neuronal messenger neuronal nitric oxide synthase 

(nNOS) is strongly expressed in the hippocampus and is 

involved in stress responses and anxiety-like behaviors. 

Chronic stress increases the expression and activity of nNOS 

in the hippocampus and contributes to stress-induced emo-

tional behaviors [ 168 ]. Our previous studies have demon-

strated that chronic stress enhances the coupling of nNOS 

with its carboxy-terminal PDZ ligand (CAPON) and induces 

anxious phenotypes [ 168 ,  169 ]. Blocking the nNOS-CAPON 

interaction ameliorates chronic stress-induced anxiety by 

promoting synaptogenesis [ 170 ]. Moreover, short-term run-

ning exercise exerts anxiolytic eff ects by increasing  Nos1  
DNA methylation and downregulating the expression of 

nNOS in the vHPC [ 171 ]. 

 Endocannabinoids (ECBs), such as arachidonoyl etha-

nolamide (anandamide, AEA) and 2-arachidonoyl glyc-

erol (2-AG), are relevant for anxiety regulation and stress 

responses. AEA and 2-AG levels in the dHPC are altered 

by diverse chronic stressors [ 172 ,  173 ]; elevation of AEA 

levels by inhibition of dHPC fatty-acid amide hydrolase 

and the ECB transporter attenuate anxiety responses [ 174 ]. 

Intra-vHPC injection of an AEA reuptake inhibitor has 

anxiogenic and anxiolytic eff ects in the elevated plus maze 

and the Vogel confl ict tests, respectively; this discrepancy 

may be due to diff erences in the stress experienced by the 

subjects prior to the behavioral tests [ 175 ]. The hippocam-

pus contains high levels of cannabinoid 1 (CB1) receptors, 

which are mainly expressed on the axon terminals of  CCK +  

interneurons, but at lower levels in glutamatergic, seroton-

ergic, and cholinergic axon terminals. Evidence suggests 

that cannabinoid signaling in the hippocampus protects 

against stress-induced behavioral changes [ 176 ]. Injecting 

Δ 9 -tetrahydrocannabinol, a CB1 receptor agonist, into the 

vHPC increases the cAMP response element-binding protein 

(CREB) activation and attenuates anxiety behaviors [ 177 ]. 

Stimulation of the hippocampal CB1 receptors suppresses 

the release of neurotransmitters and increases BDNF expres-

sion [ 177 ]. A study has suggested that electroacupuncture 

exerts an anxiolytic eff ect  via  downregulating CB1Rs in 

GABAergic neurons and activating CB1Rs in glutamatergic 

neurons in the vHPC, thus reducing the release of glutamate 

and inhibiting the anxiety circuit related to the vHPC [ 178 ]. 

 In addition to the diverse neurotransmitter systems, 

corticotropin-releasing hormone (CRH) acts as a neuro-

peptide that mediates anxiety and stress-related aff ective 

disorders in the hippocampus. Several studies have found 

that CRH exerts anxiety-regulating functions by aff ect-

ing the expression or release of other neurotransmitters or 

neuropeptides. For instance, injecting CRH into the HPC 

suppresses the expression of Spexin, which plays an anxio-

lytic role [ 179 ]. CRH receptor type 1 (CRHR1), widely 

expressed in the hippocampus, has been demonstrated 

to be a potential drug target for anxiolytics in animals 

[ 180 ,  181 ]. Studies indicate that predator scent exposure 

stress increases the level of  Crhr1  mRNA in the dorsal 

hippocampus, and inhibition of  Crhr1  expression in the 

hippocampus signifi cantly reverses the anxiety behaviors 

caused by chronic stress [ 182 ]. However, there is little 

research on whether CRHR1 in the vHPC is involved in 

the regulation of anxious behavior. Only one study has 

suggested that intra-vHPC injection of a CRHR1 antago-

nist increases the time spent in the open arms of an ele-

vated plus maze test [ 183 ]. 

 Neuropeptide S (NPS), acting  via  the NPS recep-

tor (NPSR), has been shown to have anxiolytic eff ects. 

NPS signifi cantly decreases anxiety-like behaviors when 

injected into the vHPC, possibly through its potential 

eff ects on short-term and long-term synaptic plasticity 

[ 184 ]. For instance, NPS reduces the magnitude of LTP 

and PPF at the vCA3-vCA1 synapses and induces anxio-

lytic response not only in normal mice but also in mice 

with high anxiety-related behavior [ 185 ,  186 ]. 

 Activation of the relaxin family peptide 3 receptor 

(RXFP3) in the vHPC elicits anxiogenic phenotypes [ 187 ]. 

RXFP3 is mainly expressed in GABAergic  SOM +  and  PV +  

neurons of all vHPC subregions, and its stimulation might 

inhibit interneuronal activity [ 188 ]. 

 The hippocampus is vulnerable to neuroinfl ammation 

and oxidative stress, which are associated with anxiety 

disorders. Lipopolysaccharide (LPS) induces the down-

regulation of BDNF and the neuropeptide VGF, and of 

the neuroinfl ammatory and oxidative responses in the DG, 

which are attributable to the elevation of interleukin-1β 

(IL-1β) [ 189 ]. Inhibition of IL-1β activity ameliorates 

LPS-induced disorders in the DG and results in an anxi-

olytic eff ect. Recent studies indicate that IL-1β inhib-

its TrkB-mediated BDNF signaling and CREB, which 

regulate BDNF and VGF expression [ 190 ,  191 ]. Thus, 

BDNF and VGF downregulation appears to be the anxi-

ogenic mechanisms of IL-1β. The NLRP3 (nucleotide 

binding and oligomerization domain-like receptor family 

pyrin domain-containing 3) infl ammasome, is related to 

the onset and development of a variety of CNS diseases, 

including anxiety. Deletion of NLRP3 impairs synap-

tic transduction in vCA3-vCA1 and causes anxiety-like 

behaviors [ 192 ]. However, some studies have indicated 

that activation of NLRP3 infl ammasome in the hippocam-

pus induces anxiety-like behavior [ 193 ,  194 ]. 
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    Hippocampal Circuit Plasticity Underlies Anxiety 

 It is commonly recognized that the hippocampus and multi-

ple brain regions coordinate to regulate anxiety. The vHPC 

is at the center of the complex neural circuits underlying 

anxiety regulation [ 99 ,  195 ,  196 ]. Recently, the application 

of optogenetics and chemogenetics have provided impor-

tant insight into the anxiety circuits associated with the 

hippocampus. Hippocampal input and output nodes play 

anxiety-regulating roles together with connected upstream 

nuclei, including the EC, BLA, posterior basolateral amyg-

dala (BLP), median raphe nucleus (MRN), and downstream 

nuclei, including the medial prefrontal cortex (mPFC), lat-

eral septum (LS), anteromedial part of the bed nucleus of 

the stria terminalis (amBNST), lateral hypothalamic area 

(LHA), and amygdala (Fig.  2 ).         

   Hippocampal Aff erent Circuits Underlie Anxiety      Entorhi-
nal cortex-hippocampus circuits  The EC (including the lat-

eral and medial regions) is one of the major input sources to 

the hippocampus. However, there are relatively few reports 

on the relationship between EC and chronic stress or emo-

tional disorders [ 100 ,  197 ,  198 ], especially anxiety disor-

ders. One study suggested that tactile enrichment induces 

the activation of neurons in the vDG and increases the pre-

synaptic input from the LEC. Chemogenetic activation of 

the projection reduces anxiety [ 100 ]. Therefore, its connec-

tion with the hippocampus in anxiety is not fully understood 

and needs further exploration. 

  Amygdala-hippocampus circuits  The amygdala receives 

sensory stimuli associated with threats and plays a role in 

processing anxiety-associated events [ 199 – 201 ]. In addi-

tion, structural BLA and BLP connections to the vHPC have 

been confi rmed [ 78 ,  79 ,  202 ,  203 ]. Robust connections and 

common functions between the amygdala and the vHPC 

facilitate the elucidation of the neural mechanism underly-

ing anxiety at the circuit level. Felix-Ortiz  et al . and Pi  et 
al . showed that the BLA and BLP provide glutamatergic 

inputs to pyramidal cells in vCA1, revealing the structural 

and physiological heterogeneity between BLA-vCA1 and 

BLP-vCA1 inputs [ 78 ,  204 ]. 

 CRS induces an increase in spine density and gluta-

matergic signaling in BLA-vHPC, leading to anxiety-like 

phenotypes in mice [ 205 ]. Transient optogenetic activation 

of the BLA terminals in vCA1 elicits signifi cantly high 

anxiety behavior. In contrast, optogenetic inhibition of the 

BLA-vCA1 circuit attenuates the expression of anxiety-like 

behaviors [ 78 ]. 

 By injecting anterograde monosynaptic viral tracers 

into BLP or BLA in a Calb1-IRES2-Cre-D: Ai9 transgenic 

mouse, Pi  et al . found that the BLP and BLA innervate 

non-overlapping, lamina-specifi c vCA1 cell populations 

along the radial axis [ 204 ]. Specifi cally, BLP projects to 

calbindin1-positive vCA1 cells in the superfi cial pyramidal 

layer, and BLA projects to calbindin1-negative vCA1 cells 

  Fig. 2       Upstream and downstream connection networks of the hip-

pocampus that are implicated in anxiety-like behaviors. The sources 

of inputs into the hippocampus implicated in anxiety are the BLA, 

BLP, LEC, and MRN. The output regions of the hippocampus impli-

cated in anxiety are the LHA, mPFC, BLA, amBNST, and LS. dHPC, 

dorsal hippocampus; vCA3, ventral CA3; vCA1, ventral CA1; vSub, 

ventral subiculum; amBNST, anteromedial part of the bed nucleus 

of the stria terminalis; BLA, basolateral amygdala; BLP, posterior 

basolateral amygdala; LHA, lateral hypothalamic area; LEC, lateral 

entorhinal cortex; LS, lateral septum; mPFC, medial prefrontal cor-

tex; MRN, median raphe nucleus.  
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in the deep pyramidal layer. Photoactivation of the BLP-

vCA1 inputs elicits an anxiolytic eff ect, while photoinhibi-

tion drives an anxiogenic eff ect. By contrast, BLA-vCA1 

inputs play an opposing role in modulating anxiety-like 

behaviors compared to the BLP-vCA1 circuit, which is 

consistent with the studies of Felix-Ortiz  et al . [ 78 ,  204 ]. 

Calbindin1 expressed in superfi cial neurons may be a crucial 

molecule that contributes to the anxiolytic eff ect. To confi rm 

the anxiolytic roles of calbindin1-positive vCA1 neurons 

in the BLP-vCA1 circuit, a Cre-responding ChR2 con-

struct was expressed in the vCA1 of the Calb1-IRES2-Cre-

D knock-in mouse and the photoactivation of  vCA1 Calb1+  

somata induced an amelioration of anxiety [ 204 ]. 

  Raphe nucleus - hippocampus circuits  Serotonergic neu-

rons originating in the raphe nuclei mainly project to the hip-

pocampus, where almost all serotonin receptor subtypes are 

expressed [ 206 ,  207 ]. An  in vivo  microdialysis study found 

that anxiety-related aversive conditions increase extracel-

lular serotonin within the vHPC [ 208 ]. Ohmura  et al.  found 

that blue light delivered to ChR2 variant-containing sero-

tonergic terminals from the dorsal raphe nucleus and MRN 

in the vHPC induce serotonergic activation and generate 

anxiety-related behaviors [ 209 ]. Photostimulation of sero-

tonin neurons in the MRN also induces anxiety-like behav-

iors [ 210 ]. However, serotonergic activation in the MRN 

is unable to induce anxiety-related behaviors in a 5-HT 2C  

receptor knockout line. Thus, serotonergic MRN neurons 

play anxiogenic roles  via  the 5-HT 2C  receptors in the vHPC 

[ 209 ]. 

 A recent fi nding showed that optogenetic manipulation of 

the serotonergic MRN neurons induces an anxiogenic-like 

eff ect in both male and female mice [ 210 ]. Another study 

suggested that the activation of serotonergic MRN neu-

rons facilitates the anxiety response in female mice, partly 

through its input to the dHPC [ 211 ]. The serotonergic recep-

tor underlying anxiety regulation in the dHPC might be the 

5-HT 1A  receptor because the injection of its agonist into 

the dHPC drives the expression of anxiety behavior [ 212 ]. 

Therefore, the regulation of anxiety by serotonergic signal-

ing in female and male mice may be mediated by diff erent 

serotonergic receptor subtypes in the dHPC and vHPC. 

    Hippocampal Eff erent Circuits Underlie Anxiety     Many 

studies have shown that glutamatergic projections from the 

vHPC to several downstream structures are involved in the 

regulation of anxiety. 

  vHPC-mPFC  The direct single synaptic projection from 

vHPC to mPFC is a key component of anxiety-related cir-

cuits. Mounting evidence shows that the synchronization 

of the theta-frequency of the vHPC-mPFC circuit trans-

mits anxiety-related information which is correlated with 

avoidance of the open arms in the elevated plus maze 

test [ 213 – 215 ]. vHPC-mPFC terminal inhibition using 

optogenetic techniques wipes out the theta-frequency syn-

chronization, which is responsible for increased exploration 

in the open arms [ 216 ]. Inhibition of the theta-frequency 

communication of the vHPC-mPFC by abolishing the disin-

hibition functions of the mPFC results in open-arm explora-

tion [ 217 ]. The anxiogenic role of the vHPC-mPFC circuit 

was also confi rmed by the hM3Dq-mediated activation of 

the vCA1 neurons projecting to the mPFC, whereas hM4Di-

mediated inactivation had the opposite eff ects [ 218 ]. 

  vHPC-LS  The glutamatergic vHPC fi bers also largely 

innervate the LS, which is also implicated in anxiety [ 219 , 

 220 ]. Disconnecting the ipsilateral input from the vHPC to 

the LS by an asymmetrical disconnection increases open-

arm exploration by rats, suggesting that the vHPC and the 

LS synergistically regulate anxiety-like behaviors [ 221 ]. 

Moreover, the chemogenetic activation of projections from 

vHPC to LS suppresses the expression of anxiety-like 

behaviors, whereas their inhibition has opposite behavioral 

outcomes [ 218 ]. The LS receives dense glutamatergic fi ber 

inputs from the vCA3 pyramidal layer, but few from the 

vCA1 pyramidal cells. 

  vHPC-amBNST  The amBNST receives strong glutamater-

gic innervation from the ventral SUB/CA1. High-frequency 

vSUB/CA1 stimulation elicits NMDAR-mediated LTP in the 

amBNST, which promotes an anxiolytic eff ect [ 222 ]. Elabo-

ration of the synaptic plasticity in the vSUB/CA1-amBNST 

circuit will advance our understanding of the role of the 

vHPC in anxiety regulation. 

  vHPC-LHA  The LHA is implicated as an important brain 

region in the regulation of anxiety; it receives direct and 

exclusive outputs from pyramidal neurons in CA1 and the 

SUB of the vHPC. A recent study has found that a group of 

vCA1 pyramidal neurons send glutamatergic input into the 

LHA, and optogenetic activation of these neurons is anxi-

ogenic [ 223 ]. 

  vHPC-Amygdala  vCA1 neurons make synaptic connec-

tions with the basal amygdala (BA) and lateral amygdala 

(LA) [ 224 ,  225 ]. Studies have shown that the theta frequency 

synchronization between vCA1 and LA is significantly 

enhanced in innate anxiety [ 224 ], while the synchroniza-

tion between vCA1-BA and vCA1-mPFC conveys contex-

tual information effi  ciently, contributing to contextual fear 

responses [ 225 ]. 

       Conclusion 

 As a key region for information processing in the CNS, 

the hippocampus receives inputs from subcortical regions 

and sends outputs to a variety of downstream regions to 

mediate diff erent behavioral and physiological functions, 

thus completing the adaptive regulation of the brain to the 

environment. 
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 Anatomical and pharmacogenetic studies have shown 

extensive and close connections among the many subre-

gions in the hippocampus and complex interconnections 

among its various neurons. These results suggest that the 

accurate regulation of microcircuitry in the hippocam-

pus is an important basis for its physiological function. 

Most current studies on the hippocampus and anxiety 

regulation are limited to the connections between the 

subregions in the hippocampus and extra-hippocampal 

regions, as well as the regulation of the local inhibitory 

circuits in the subregions. However, the mechanism of 

neural networking between the subregions of the hip-

pocampus in anxiety regulation remains unclear. The 

main challenges are as follows: (1) heterogeneity of the 

dorsal-ventral structure and gradient connections in the 

longitudinal axis; (2) complex anatomical connections 

between the ipsilateral and contralateral hippocampus; 

and (3) types and projection complexity of principal neu-

rons and interneurons in the hippocampus. These prob-

lems make it difficult to dissect the neural networks in 

the hippocampus that regulate anxiety-related behavior. 

Recently, with the extensive application of single-cell 

transcriptomics and other new techniques, it has been 

shown that the hippocampus is a highly heterogeneous 

tissue with many cell subpopulations with different func-

tional and connectivity characteristics. Therefore, future 

studies may focus on the synchronization of activities of 

hippocampal neural networks between different types of 

neurons in each subregion, especially the precise neural 

circuits mediated by different subsets of neurons in the 

vHPC, to understand the basis of neural circuits under-

lying different behaviors. This will also provide more 

accurate and effective targets for the development of new 

anxiolytic drugs. 

 In preclinical and clinical anxiety trials, the gluta-

matergic and GABAergic systems, the neuropeptide sys-

tems, and the endocannabinoid systems show positive 

prospects for future drug development. In the hippocam-

pus of rodents, excitatory and inhibitory neurotransmitter 

systems, the cholinergic, dopaminergic, and serotonergic 

systems, have been established as critical components of 

anxiety-related behaviors. Therefore, these hippocampal 

molecules will also provide more reference points for 

the development of new and more effective therapeutic 

targets. 
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                         Glioblastoma (GBM) remains one of the most aggressive 

malignancies; it is characterized by genetic heterogeneity 

and resistance to treatment. One main reason is that GBM 

cells (GBCs) communicate with other cells in the brain envi-

ronment to support tumor progression and resist therapy 

[ 1 ]. Tumor-associated astrocytes, for example, have been 

reported to thwart immunotherapy approaches for GBM by 

promoting an immunosuppressive environment [ 2 ]. Mean-

while, astrocytes surrounding the GBM alter the ability of 

tumor-associated macrophages to attack the GBM, provide 

cholesterol to tumor cells, and subsequently promote their 

survival [ 3 ]. 

 Intercellular communication routes include the secretion 

of cytokines and chemokines or the release of exosomes 

[ 4 ]. Paracrine crosstalk between phenotypic states is critical 

to reshaping the overall GBM ecosystem, which activates 

GBCs to transition into stem-like states and promote the 

tumor process. In addition, direct cell contacts  via  synapses 

and tumor microtubes (TMs) contribute to tumor growth and 

immunity escape. It had been reported that most treatment-

resistant GBCs extend long tubular membrane protrusions, 

which continuously scan the brain microenvironment to 

invade and colonize the brain. Finally, these GBCs form a 

multicellular network with other cellular components  via  
TMs [ 5 ]. However, both in human and mouse diff use astro-

cytomas and GBMs, some tumor cells remain isolated from 

the other cells [ 6 ]. This subpopulation of GBCs plays dis-

tinct roles in the initiation and invasion of gliomas, but the 

exact mechanism requires further exploration. As previously 

reported, chemical synapses can be connected with TMs. 

These glutamatergic glial synapses may receive signals from 

neurons to promote glioma growth and invasion [ 7 ]. 

 Notably, TM-positive GBCs have been reported to 

express higher levels of stem cell markers in humans and 

mice [ 6 ]. Furthermore, several pharmacological experiments 

have demonstrated that TMs and tumor cellular networks 

are potential therapeutic targets [ 8 ]. Thus, a comprehensive 

understanding of this interrelationship with tumorigenesis 

and invasion of GBM is critical. 

 Recently, Professor Winkler’s team reported that one of 

the subpopulations of GBM, which lacks links with other 

tumor cells and astrocytes, receives synaptic input from neu-

rons. Moreover, the characteristics of this subpopulation are 

consistent with the neuronal and neural-like tumor cell states 

both in the mouse model and in humans. Taken together, 

these fi ndings accentuate that tumor-unconnected GBCs can 

“hijack” neuronal migration mechanisms to achieve whole-

brain invasion and colonization [ 9 ]. 

 Firstly, the researchers constructed a patient-derived xen-

ograft [PDX] model and separated GBCs into two groups 

termed “connected TUM/AC ” and “unconnected TUM/AC ”  via  
SR101 and mGFP labeling. SR101 was taken up mini-

mally by  unconnected TUM/AC  GBCs but broadly by both 

astrocytes and  connected TUM/AC  GBCs.  Connected TUM/
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AC  GBCs exhibited much lower input resistance than 

 unconnected TUM/AC  GBCs. They further loaded Rhod 2-AM 

into the surface of the mouse brain, and the  Ca 2+  events 

simultaneously recorded in both cell types confi rmed that 

the connections between GBCs and astrocytes are  via  gap 

junctional coupling. 

 To identify which subpopulation of GBCs drives the 

diff use brain invasion and colonization, the authors then 

measured the migration speed of  connected TUM/AC  and 

 unconnected TUM/AC  cells. Surprisingly,  unconnected TUM/AC  

GBCs were signifi cantly invasive while  connected TUM/AC  

GBCs remained static, indicating that  unconnected TUM/AC  

GBCs play a key role in GBM invasion. 

 By combining single-cell RNA sequencing (scRNA-

seq) with intravital two-photon microscopy, the research-

ers sorted the two subpopulations and analyzed their time-

dependent expression changes, which revealed that the 

proportion of  unconnected TUM/AC  GBCs is greater than 

 connected TUM/AC  GBCs at the early stage but decreases over 

time. Consequently, the  unconnected TUM/AC  GBCs invade 

brain regions early on, interact with other GBCs and astro-

cytes, and eventually transition into  connected TUM/AC  GBCs. 

 To probe the molecular and functional cellular states 

more deeply, the researchers integrated scRNA-seq with 

intravital imaging. They found that  unconnected TUM/AC  

GBCs mainly displayed neuronal (NEU) and oligoden-

drocyte precursor-like/neural precursor-like (NPC-like) 

cell states in all three PDX models, suggesting that GBM 

may exploit the mechanisms of early neuronal development 

to attack healthy tissue. Conversely, the  connected TUM/AC  

GBCs showed more mesenchymal (MES) traits. However, 

the role of the MES-like cellular state of  connected TUM/AC  

GBCs is still unknown. 

 The authors next explored the correlation between cel-

lular NEU features and brain tumor invasion. They discov-

ered that  unconnected TUM/AC  GBCs extend two processes 

and move the soma in the same direction while retracting the 

trailing process, which was not seen in non-somatokinetic 

cells. To investigate whether all TMs contribute to inva-

sion, TMs were subclassifi ed into blind-ending or connect-

ing TMs. Blind-ending TMs possessed greater aggressive-

ness, and these associated small membrane protrusions on 

a smaller spatial scale could be accessories to invasion. In 

addition, the motor pattern of blind-ending TMs appeared to 

resemble neuronal migration during development [ 10 ] and 

these invasive TMs followed a search-effi  cient mechanism, 

implying that TM invasion is a search-effi  cient process. 

 Then, the authors investigated the dynamic mechanisms 

of the invasion process. Three major invasion mechanisms 

were described: branching migration (the highest TM turn-

over), locomotion, and translocation. They revealed that 

these invasion mechanisms resemble the migration of NEU 

progenitor and other neural progenitor cells, which is likely 

related to their NEU- and NPC-like transcriptional states. 

Previous studies have emphasized that neuronal activity 

fosters the malignant behavior of GBCs and some typical 

synaptic ultrastructure is located on TMs [ 7 ]. Therefore, how 

do neurogliomal synapses impact the formation and growth 

of TMs and tumor invasion by regulating NEU activity? The 

authors revealed that NEU activity indeed promotes the TM 

movement and GBC invasion by dynamic neurogliomal syn-

apse-mediated signal input. 

 To clarify whether NEU activity is functionally relevant 

to downstream mechanisms, they used 3D  in vivo   Ca 2+  

imaging to examine the change of  Ca 2+  signals in GBCs. 

The results showed that neuronal activity increased the  Ca 2+  

event area and frequency in GBCs, which was further con-

fi rmed by inhibiting  Ca 2+  events. This evidence suggested 

that neural activation can control TM dynamics and invasion 

speed  via   Ca 2+  transients in GBCs and the authors eventu-

ally determined that this change in  Ca 2+  signaling caused 

by neuronal activity is mediated  via  AMPARs (α-amino-

3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors). 

 In summary, this research describes a NEU-/NPC-like 

subpopulation of GBCs, which receive synaptic input from 

neurons to promote tumor invasion  via  neuronal migration 

mechanisms, revealing the relation between tumor hetero-

geneity and tumor biology. 

 However, the mechanism of this cellular state is 

worth further exploration. The authors illustrated that 

 unconnected TUM/AC  GBCs evolve into  connected TUM/AC  

GBCs, but the cellular mechanisms underlying this phe-

nomenon are still poorly understood. Besides, the article 

predominantly confi rmed that GBCs not only connected 

with the tumor cells  via  gap junctions but also established 

junctions with astrocytes, which extends the concept of 

a tumor network. The contribution of astrocytes or other 

types of cells to tumor cellular networks has received lit-

tle attention, especially in  connected TUM/AC  GBCs. What 

happens after  unconnected TUM/AC  GBCs transform into 

 connected TUM/AC  GBCs is still unclear. Furthermore, most 

 unconnected TUM/AC  GBCs were found in the tumor rim. So, 

what infl uences the distribution of  unconnected TUM/AC  GBCs 

and  connected TUM/AC  GBCs needs further clarifi cation. This 

diff erent distribution may be related to metabolites associ-

ated with tumor metabolism or energy supply [ 11 ]. Also, 

are the neurons that form synapses with  unconnected TUM/

AC  GBCs similarly distributed in specifi c parts of the brain? 

This may contribute to solving why gliomas preferentially 

infi ltrate certain brain regions. 

 As previously reported, contacts between neurons and 

GBCs occur in three morphological categories, possibly 

contributing to distinct functional properties [ 5 ]. Therefore, 

whether the molecular structures of the neurogliomal syn-

apses found between neurons and  unconnected TUM/AC  GBCs 

are diff erent from normal synapses between neurons? The 
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authors also noted that the synapses are ephemeral, yet, pre-

vious studies have not shed much light on the mechanisms 

driving the formation and disappearance of these synapses. 

As to the neurons forming synapses with  unconnected TUM/

AC  GBCs, is there any diff erence between neurons connect-

ing with  unconnected TUM/AC  GBCs and neurons connecting 

with other neurons, and which cell plays a dominant role in 

the formation of these synapses? Beyond that, which kind 

of neurons are activated is still unclear. 

 In addition, a cAMP-response element binding transcrip-

tion factor is the potential NEU-activity-dependent and 

 Ca 2+ -regulated target. More bioinformatics analyses are 

needed to fi nd other diff erences in gene expression profi les 

between  unconnected TUM/AC  GBCs and  connected TUM/AC  

GBCs, such as TGF-β and its downstream mediator throm-

bospondin 1, which is critical to the TM network in GBM 

[ 12 ], and neuroligin-3, which can induce glioma expression 

of synaptic genes [ 13 ]. 

 In all, this article creatively reveals the essential role of 

 unconnected TUM/AC  GBCs in GBM invasion, which diff ers 

from most previous theories that the network of communicat-

ing tumor cells connected by tumor microtubes regulates the 

growth of incurable gliomas. Although mounting data have 

demonstrated that TM-positive GBCs express more stem cell 

markers, few studies have shown that tumor cells exploit the 

developmental neural stem cell machinery to invade, follow-

ing an extraordinarily eff ective means of spreading. Moreo-

ver, Winkler’s team emphasized the role of neuronal activity 

in GBM invasion and established a link between NEU activ-

ity,  Ca 2+  signaling, tumor heterogeneity, and TM-dependent 

tumor invasion (Fig.  1 ). Their explorations are essential for the 

novel therapeutic target studies for GBM, as interfering with 

these signals may be an eff ective way to block this invasive 

mechanism. At the same time, these mechanisms perhaps 

appear in other solid brain tumors and may even be found in 

tumors of other tissues.         

 Therefore, it is crucial to understand how molecular and func-

tional states control behaviors and elucidate the exact down-

stream mechanisms of how synaptic inputs trigger other tumor 

biological eff ects like proliferation and therapy resistance. 
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                         Temporal lobe epilepsy (TLE), one of the most common 

drug-resistant epilepsies, is characterized by abnormal recur-

rent excitatory activity originating from the temporal lobe. 

In the dentate gyrus (DG) of the hippocampus, a common 

seizure focus of TLE, the glutamatergic mossy cells (MCs) 

make synaptic connections with the granule cells (GCs) and 

form recurrent MC-GC-MC excitatory circuits. Cross-layer 

projections of MCs are able to modulate the excitability of 

the DG and even the whole hippocampus, and they may 

be closely involved in TLE. Injury and loss of MCs during 

chronic seizures have been widely reported in both human 

patients and animal models of TLE, and the surviving MCs 

have been disclosed to play an anti-epileptic role [ 1 ]. How-

ever, the functions and the underlying mechanisms of MCs 

in the early stage of epileptogenesis remain unclear. 

 Recently, Nasrallah  et al.  have focused on the connec-

tion of the MC-GC excitatory circuit with epilepsy, and 

revealed that seizure-induced strengthening of the MC-GC 

circuit plays a detrimental role during the early stage of epi-

leptogenesis [ 2 ]. First, by the use of a  Drd2-cre  mouse line 

combined with a Cre-recombinase–dependent virus under 

the CaMKII promoter, they selectively studied the role of 

MCs in the DG. They verifi ed that chemogenetic silencing 

of MCs in the DG signifi cantly reduced the amplitude of 

evoked MC-GC excitatory postsynaptic currents in acute 

slices from healthy mice, and reduced the susceptibility 

to seizure stage 3 in mice induced by acute intraperitoneal 

injection of kainic acid (KA). This is consistent with the 

results in another acute pilocarpine mouse model reported 

by Botterill  et al , in which inhibiting MCs during epilep-

togenesis not only reduced the severity of early seizures but 

also ameliorated the following chronic seizures [ 3 ]. Mean-

while, neither of them specifi cally investigated whether there 

was any functional diff erence between the MCs in the dor-

sal DG and those in the ventral DG during epileptogenesis, 

given that their axon distributions are heterogeneous and 

their roles in chronic seizures are distinct [ 1 ,  4 ,  5 ]. 

 Then Nasrallah  et al.  used two-photon imaging to monitor 

the activity of the MC-GC circuit  in vivo  and found that both 

the MCs and GCs are activated after the initial convulsive 

seizures. More importantly, the enhanced activity of MCs 

precedes that of GCs, indicating the potential of MCs for 

driving the activation of GCs. Since the repetitive activity 

of MCs induced long-term potentiation (LTP) in MC-GC 

circuits of healthy mice, they further verifi ed that LTP in 

MC-GC circuits was induced in epileptic mice after an initial 

stage 3 seizure, the mechanism being enhanced presynaptic 

MC-GC transmission. In addition, they also found that KA-

induced seizures induced LTP in the medial perforant path 

(MPP)-GC circuit, but mainly through postsynaptic mecha-

nisms. Furthermore, they applied repeated optogenetic acti-

vation of MCs to induce LTP in MC-GC circuits in advance 

and found that this further increased the seizure susceptibil-

ity of healthy mice induced by a lower dose of KA (20 mg/

kg). Understandably, a lower dose of KA may lower the bar 
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for the MC-GC LTP induction to show an eff ect. However, 

whether optogenetically-induced LTP in advance would fur-

ther aggravate seizure severity induced by a normal dose of 

KA (30 mg/kg) was not discussed in this article. Above all, 

these results indicate that enhanced MC-GC synaptic trans-

mission in the early seizure stage promotes epileptogenesis. 

Further studies could be applied to verify the role of LTP in 

MPP-GC circuits in seizures and to compare its importance 

with that of the MC-GC circuits. 

 It is known that brain-derived neurotrophic factor 

(BDNF)/tropomyosin receptor kinase B signaling is vital 

for the formation of LTP. Next, Nasrallah  et al.  further tested 

in mice in which BDNF was conditional knocked out from 

GCs, and found that seizure-induced MC-GC and MPP-GC 

synaptic strengthening required postsynaptic BDNF. There-

fore, they further applied genetic removal of BDNF from 

hippocampal excitatory neurons and found that this reduced 

the susceptibility to acute seizures. However, considering the 

inhibitory role in MPP-GC synaptic strengthening by knock-

ing out BDNF from GCs, selectively knocking out BDNF 

from presynaptic MCs could provide more direct evidence 

for the role of the MC-GC circuit in early epileptogenesis. 

It is notable that, just like the paradoxical function of MCs 

in diff erent periods of seizures, BDNF may play opposite 

roles in acute and chronic epilepsy [ 6 ], since BDNF in the 

epileptic hippocampus reduces the frequency of spontaneous 

generalized seizures and improves cognitive performance 

[ 7 ]. Above all, Nasrallah and colleagues found that in the 

acute stage but not the chronic stage of seizures, the BDNF-

dependent LTP in the MC-GC circuit promotes epileptogen-

esis, and reducing BDNF in the hippocampus would be an 

eff ective therapeutic strategy for early epileptogenesis and a 

potential molecular target for pharmacological treatment of 

TLE. As for the long way for genetic modulation in clinical 

therapy, drugs targeting BDNF signals may be further tested 

for potential translational medicine. 

 In general, by using chemogenetics,  in vivo   Ca 2+  imag-

ing, electrophysiology, and a gene-knockout strategy, Nas-

rallah  et al  disclosed a detrimental role of MCs in the DG 

of the hippocampus during early epileptogenesis, with a 

potential mechanism involving BDNF-dependent synaptic 

enhancement of MC-GC circuits. Notwithstanding, several 

further issues remain to be resolved (Fig.  1 ): (1) MCs in the 

dorsal and ventral DG have been found to be functionally 

heterogeneous not only in memory and emotion but also 

in chronic epileptic seizures [ 1 ,  8 ]. Are the roles and the 

underlying downstream circuit foundation of the MCs in the 

dorsal DG consistent with those in the ventral part in acute 

seizures? This could be further examined by selectively 

injecting a virus into a particular subregion of the DG or 

directly expressing the virus under the calretinin promoter, 

a special marker of MCs in the ventral DG but not the dorsal 

DG of mice. (2) Apart from the direct input from MCs to 

GCs, MCs also provide synaptic connections to the basket 

cells in the hippocampus, thereby forming both a directly 

excitatory circuit and an indirectly inhibitory microcircuit 

to modify the balance of the hippocampus [ 9 ]. It has been 

reported that chemogenetic inhibition but not activation of 

MCs induces an increase in c-fos expression in GC layers 

under normal physiological conditions [ 10 ]. So, what hap-

pened to this indirect inhibitory microcircuit after the initial 

seizure is an important question that deserves further inves-

tigation. (3) The MCs play an important role in connecting 

the bilateral hippocampus in the two cerebral hemispheres 

by sending both ipsilateral and contralateral projections, and 

the function of the local connection may be diff erent from 

that of the remote connection. It is hard for Nasrallah  et al.  
and Botterill  et al.  to study the functional diff erence between 

the MCs ipsilateral and contralateral to the seizure focus, 

as they induced seizures by intraperitoneal injection of epi-

leptic drugs. To reveal the role of MCs in the propagation 

from focal to generalized seizures, further studies could be 

applied in epileptic models induced unilaterally. (4) Most 

interestingly and importantly, how did the MCs change 

from a detrimental pro-epileptic role during the early stage 

to a benefi cial anti-epileptic role during chronic seizures? 

Are there any characteristic changes or circuit reorganiza-

tions that happen to these surviving MCs? These questions 

deserve further research.         

  Fig. 1       Further directions to reveal the precise roles of mossy cells in 

epilepsy. Question 1: Are the roles and the underlying downstream 

circuit foundation of the MCs in the dorsal DG consistent with those 

in the ventral part in acute seizures? Question 2: What happens to 

the MC-BC-GC microcircuits after the initial seizure? Question 3: Is 

there any functional diff erence between the MCs ipsilateral and con-

tralateral to the seizure focus? Question 4: How do the MCs change 

from a detrimental pro-epileptic role during the early stage to a bene-

fi cial anti-epileptic role during chronic seizures? Abbreviations: MCs, 

mossy cells; GCs, granule cells; BCs, basket cells.  
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experiments. Using an optimized implantation surgery strat-

egy, the authors achieved desirable high volumetric record-

ing density in a certain region (>1000 electrode contacts 

per  mm 3 ). Then the authors reported that 1.25 sorted sin-

gle units per contact were detected through an average of 

1058 recording contacts per animal, of which, nearly half 

of the units were deemed to be single units. Given the reli-

able recording performance of the ultra-fl exible electrode 

arrays, the authors further attempted to electro-physiolog-

ically map the visual cortex by implanting 10 types I NET 

modules into the mouse visual cortex with a spacing of 200 

μm. Visual stimuli (drifting gratings at various angles) were 

further applied to examine the functions of dynamic local 

neural recordings. About 40% of the 1355 units recorded 

were modulated by the visual stimuli, and taking advantage 

of the high-density distribution of the contacts, the authors 

mapped the spatiotemporal structure of the visual cortical 

network and resolved local neuron-neuron communications 

when receiving visual stimuli. Then the authors moved for-

ward to decode the stimulus orientation based on the infor-

mation derived from the 1355 recorded units through all the 

stimuli trials. And according to the authors, the decoding 

errors dramatically decreased as the number of included 

units increased. So far, ultra-fl exible electrode arrays have 

been demonstrated to be reliable for high-density volumetric 

recording. 

 Given that optogenetics has been widely used in neuro-

science [ 5 ,  6 ], the authors decided to combine large-scale 

recording and optical stimulation in Thy1-mhChR2-EYFP 

transgenic mice. Blue light successfully activated neurons 

recorded by those contacts adjacent to the optical fi ber. And 

optical stimulation of both long-term potentiation and long-

term depression protocols further resulted in the increased 

coupling of neighboring populations of neurons, highlight-

ing the great compatibility of the arrays with optogenetic 

                         Is science mostly driven by ideas or by tools? The answers 

to the everlasting question remain open. But the advances 

in techniques undoubtedly push forward scientifi c research 

to investigate both more in-breadth and in-depth aspects. 

In neuroscience, the door was opened for recording  in 
vivo  dynamic neuronal activity through the development 

of microelectrodes. However, the brain functions through 

highly interconnected circuits that are composed of numer-

ous distinctly-located neurons [ 1 ,  2 ]. A critical technical 

issue has been proposed in the fi eld of neurotechnology—

how to simultaneously detect multiple neuronal spikes at 

both wide temporal and spatial scales? In line with this, the 

latest study published in  Nature Biomedical Engineering  
by a joint research group describes ultra-fl exible electrode 

arrays for long-term and far-ranging  in vivo  electrophysi-

ological recordings (Fig.  1 ), which makes one giant leap in 

in-depth neural circuitry studies [ 3 ].         

 In this study, based on the previously-developed ultra-

fl exible and biocompatible nanoelectronic thread electrodes 

(NETs) [ 4 ], the authors further constructed large-scale 3D 

electrode arrays by fabricating three types of NET mod-

ules. The authors claim that these arrays can be implanted 

at extremely high densities without overmuch occupa-

tion of extracellular space and tissue damage. Given that 

the type I arrays showed a broader volumetric coverage of 

neural recording, the authors used this design for further 

  www.neurosci.cn 
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tools. Then, the authors implanted multiple NET modules 

into extensive cortical regions (including motor, sensory, 

and visual cortices) of both hemispheres. Similarly, the array 

achieved a high-performance recording capacity across dif-

ferent cortices by yielding 1.32 units per contact. Then, the 

authors attempted to correlate behavior and neural activity 

by applying visual stimuli and found that diff erent behaviors 

were associated with distinct neural activities in correspond-

ing cortical regions. With the assistance of a machine learn-

ing long short-term memory regression model, the authors 

successfully decoded the animal’s spontaneous behavioral 

states from the electrophysiological signals in multiple cor-

tical regions, indicating the great potential of the electrode 

array for investigating the neural circuitry dynamics of dis-

tinct regions. To fulfi ll the demand for long-term electro-

physiological recording, the chronic stability of the arrays 

was examined. According to the authors, the main recording 

parameters remained stable for up to 3 months. 

 Overall, the authors have successfully developed mini-

mal invasive ultra-flexible electrode arrays capable of 

stable, months-long , in vivo  recording of neuronal activity. 

Although other kinds of electrode arrays have been devel-

oped, from the data presented, we are deeply encouraged 

by the high-density recording capacity, in particular, the 

accessibility to the simultaneous recording of single units 

in extensive brain regions. These characteristics, so far, have 

not been demonstrated in any other previously developed 

electrode arrays. For neuroscientists or others interested in 

this fi eld, the importance of this study may not only be in 

improving the electrophysiological recording qualities but 

also greatly broadens the dimensions for designing more 

complex experiments, such as revealing the multilevel neural 

circuitry basis underlying diff erent behaviors. In our opinion, 

perhaps further addressing some issues which may be con-

cerning to potential users is somehow benefi cial for further 

popularization and commercialization. Given that deeper 

regions such as the hippocampus and thalamus play roles 

as important as the cortices under many physiological and 

pathological conditions [ 7 ,  8 ], the fi rst question is whether 

the performance of this electrode array remains excellent in 

  Fig. 1       Diagram of the ultra-fl exible electrode arrays for months-long 

high-density electrophysiological mapping of thousands of neurons in 

rodents (modifi ed from the original article [ 3 ]). Arrays are implanted 

into multiple cortical regions, and signals of thousands of neurons are 

recorded simultaneously during a visual stimulus to map the cortical 

circuits underlying diff erent behaviors.  
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other deeper areas of the brain. Then, many studies may need 

to design electrical stimulation or intra-cerebral pharmacol-

ogy experiments [ 9 ,  10 ]; further testing of the compatibility 

of this array with stimulating electrodes or cannulas is desir-

able. Also, with those great improvements compared with 

currently available electrode arrays, these new arrays may 

play a vital role in directly analyzing human brain activity, 

especially in those intractable neurological diseases such as 

epilepsy and Parkinson’s disease [ 11 ,  12 ]. As for achieving 

a successful clinical translation, performing experiments on 

non-human primates would be the initial necessary stepping 

stone. 
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contrast to the 600 subjects in this article). Moreover, more 

investigations have been undertaken based on this model 

from the perspective of neurobiology for adult brain devel-

opment. We have prepared a new manuscript for submission 

to Neuroscience Bulletin for peer review. All authors agree 

with this retraction. 

        

                           Retraction to: Neurosci. Bull. January, 2021, 37(1):94–98 
  https:// doi. org/ 10. 1007/ s12264- 020- 00558-8     

 The authors have retracted this article.  After publication we 

found an error in the implementation code that resulted in 

data leakage in the age-prediction model training process. 

We have redesigned the prediction model and tested the 

mode with an extended dataset (around 2000 subjects, in 
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